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Introduction

Objectives

Sometimes [ hear people talk about how smart computers have become. But
computers aren’t smart: programmers are. Programmers make microprocessors act
like calculators, moon landers, or income tax preparers. Programmers must be
smart, because by themselves microprocessors can't do much of anything.

Sound programming, then, is fundamental to successful computer use. With
this principle in mind, this book has two objectives: first, to introduce newcomers to
some of the techniques, terminology, and power of assembly-language program-
ming in general, and of the 6502 in particular; and second, to present a set of soft-
ware tools to use in developing assembly-language programs for the 6502.

Chapter 1 takes you on a quick tour of your computer’s hardware and soft-
ware; Chapters 2 thru 4 comprise a short course in assembly-language programming
for those readers new to the subject. The rest of the book presents source listings,
object code, and assembler listings for programs that you may enter into your com-
puter and run.

Programmers have long sought to develop small and fast programs with the un-
fortunate result that occasionally code has been written that is unreadable (and even
unworkable) simply because a programmer wanted to save a few bytes or a few
cycles. In certain instances when memory space is particularly tight or execution
time is critical, readability is sacrificed for performance. But today the average pro-
grammer is not forced to make this choice. Of course, all other things being equal, I,
too, value programs that are quick and compact.

But how often are all other things equal?

While developing the programs that appear in this book, I had a number of ob-
jectives, most of them more important than the speed or size of a block of code. I
designed these programs to be:

Useful: No program is presented simply to demonstrate a particular program-
ming technique. All of the programs in this book were written because I needed cer-
tain things done — usually something I didn’t want to be bothered with doing
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myself. The monitor monitors, the disassembler disassembles, and the text editor
lets me enter and edit text strings. These programs earn their keep.

Easy to Use: Simply by glancing at the screen you can tell which program is
running and what mode it is in. When a program needs information, it asks you for
it and allows you to correct mistakes you might make while answering. This soft-
ware doesn’t require you to remember the addresses of programs or of variables.
Functions are mapped to individual keys and you can assign functions to keys in
any way that makes sense to you.

Readable: A beginning 6502 programmer should be able to understand the
workings of every program in this book. The labels and comments in the listings
were carefully chosen to reveal the purpose of each variable, subroutine, and line of
code. I am writing first and foremost for you, the reader, not for the 6502.

Portable: The book’s software runs on a Commodore 64 or VIC-20 computer.
With proper initialization of the System Data Block, it should run on any 6502-
based computer equipped with a keyboard and a memory-mapped, character-
graphics video display.

Compatible: These routines are very good neighbors. As long as the other soft-
ware in your system does not use the fourth 4 K block of memory (hexadecimal
memory locations 3000 thru 3FFF), there should be no conflict between your soft-
ware and the software in this book. In particular, most of the software in this book
preserves the zero page, so your software may use the zero page as much as you like,
and you won't be bothered with having to save and restore it before and after calls
to the software presented herein.

Expandable: The programs in this book are highly modular, and you may ex-
tend or restructure them to meet your individual needs. System-specific subroutines
are called indirectly, so that other subroutines may be substituted for them, and
most values are treated as variables, rather than as constants hard-wired into the
code. There are no monolithic programs in this book; they're all subroutines and
may be combined in many ways to build powerful new structures.

Compact: I know that every personal computer has exactly the same available
memory: too little. I also know ways to write a program in ten or twenty percent
less space. But if doing so required sacrificing readability, portability, or expand-
ability, I did not do so. In many cases I feared that to save a byte, I might lose a
reader’s clear understanding of how a program works. I considered that too great a
price to pay for a somewhat smaller program.

Note: If you have a VIC-20, you must have 8 K of expansion RAM to run the

software in this book.
Fast: Assuming that the above objectives have been met, the software in this

book has been developed to operate as quickly as possible. But in any trade-off be-
tween speed and the other objectives, speed loses. A fast program that you can't
understand holds little value. None of the programs in this book are likely to make
you complain about how long you have to wait. I can't tell if I'm waiting an extra
millisecond. Can you?

So go ahead. Read. Program. Enjoy!



Chapter |I:
Your Computer

Your Commodore 64 or VIC-20 is a very powerful computer. But to take ad-
vantage of that power, we must understand how it works. So before we begin pro-
gramming it, let's take a quick tour of your computer.

The 6502 Microprocessor

We'll start with the 6502 microprocessor, the component in your system that
actually computes. By itself, the 6502 can’t do much. It has three registers (special
memory areas for storing the data upon which the program is operating), called A,
X, and Y, which can each hold a number in the range of 0 to 255. Different registers
have different capabilities. For example, if a number is in A (the accumulator), the
6502 can add to it, or subtract from it, any value up to 255. But if a number is in the
X register or the Y register, the 6502 can only increment or decrement that number
(ie: add or subtract one from it).

The 6502 can also set one register equal to the value of another register, and it
can store the contents of any register anywhere in memory, or load any register
from any location in memory. Thus, although the 6502 can only operate on one
number at a time, it can operate on many numbers, just by loading registers from
various locations in memory, operating on the registers, and then storing the results
of those operations back into memory.

Types of Memory

You may have heard that a computer stores information as a series of ones and
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zeros. This is because the computer’s memory is simply an elaborate array of
switches, and an individual switch can have only two states: closed or open. These
two states may also be expressed as on and off, or as one and zero.

Not all memory switches are the same. Some, in what is called ROM (read-only
memory), are hard-wired into your computer’s circuitry and cannot be changed ex-
cept by physically replacing the ROM circuits containing those switches. Others, in
what is called RAM (random-access memory) or programmable memory, can be
changed by the processor. The 6502 can open or close any of the switches, called bits
(binary digits), in its programmable memory, and later on read what it “wrote” into
that memory. Figure 1.1 shows how the processor has access to read-only memory
and programmable memory.

READ - ONLY
€502 < MEMORY
;
A
PROGRAMMABLE
MEMORY

Figure 1.1: How the 6502 interacts with memory. The arrows indicate the flow of data.

A third kind of memory is set by some external device, not by the 6502. Such
memory switches are called input ports, and may be connected to keyboards, ter-
minals, burglar alarms — virtually anything that can generate an electrical signal.
The 6502 perceives these externally generated signals by reading the appropriate in-
put ports.

Yet another kind of memory switch, called an output port, generates a high or a
low voltage on some particular wire depending on whether the 6502 sets a given
memory switch to a one or a zero. One or more of these output ports can enable the
6502 to “talk” to the outside world.

Now don't jump up and think I'm going to show you how to synthesize speech
in this book. “Talk” is just my way of anthropomorphizing the 6502. It will happen
elsewhere in this book, when the 6502 “sees,” “remembers,” and “knows” what to
do. Of course the 6502 doesn’t see, remember, or know anything, but I often find it
helpful to put myself in its place. That way I can better understand how a program
will run, or why a program doesn't run, and I do see, remember, and know things.

But don’t take such verbs too literally. The 6502 doesn't talk. It causes signals to
be generated that may be sensed by other devices, such as cassette recorders,
printers, disk drives — and yes, even speech synthesizers. But not in this book.

Some peripheral devices are actually connected to both an input and an output
port. Examples of these devices are cassette tape machines and floppy-disk drives,



which are mass-storage or secondary-storage devices. Figure 1.2 summarizes the
processor’s access to memory and to peripheral devices.

PERIPHERALS MEMORY PROCESSOR
VIDEO DISPLAY |=
OUTPUT
PORTS
6502
CASSETTE
RECORDER
INPUT PORTS L
KEYBOARD
-
READ-ONLY
MEMORY
MAIN MEMORY
PROGRAMMABLE
MEMORY

Figure 1.2: A summary of the 6502 microprocessor's access to data in main memory and
through 1/0 (input and output) ports. The arrows indicate the flow of data.

A video screen connected to your computer looks like memory to the 6502, so
the 6502 can read from and write to the screen. The keyboard is scanned by 170 (in-
put/output) ports that are decoded to look like any other programmable memory
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address, so the 6502 can look at the keyboard just by looking at a particular place in
memory. Thus, the 6502 can interact directly with memory only, but because all
[/O devices are mapped to addresses in memory, the 6502 can interact with the user.

See figure 1.3.
VIDEO
SCREEN
\ -—
MEMORY 6502

/ T

Figure 1.3: How the 6502 interacts with the user. Arrows indicate the flow of data.

The Operating System

Thus far we have discussed your machine’s hardware. But the Commodore 64
and VIC-20 computers feature more than hardware. For example, these computers
have an operating system (stored in ROM) which includes the 1/O software rou-
tines that are needed to use the screen and the keyboard. We are not particularly
concerned with how these subroutines work, but we depend on them to be there
when we need them.

There are many other subroutines in your computer’s operating system. The
Programmer’s Reference Guide for your system describes these subroiitines in de-
tail. All of this means power for you, the programmer. The more you know about
your computer, the more you can make it do. Because the software in this book
was developed to run on a number of systems, I chose not to use routines available
in your machine’s ROM, no matter how powerful they might be, unless I could be
sure that they would be available in the operating systems of many popular per-
sonal computers. In other words, the software in this book does not take full ad-
vantage of the power in your operating system. But the software you write, which
need only run on your system, should exploit to the fullest the power of your com-
puter's ROM routines.



BASIC

One of the most important features of your computer is the BASIC interpreter
in ROM. This interpreter is a program that enables your computer to understand
commands given in BASIC. Your system’s documentation tells you what com-
mands are legal in the particular dialect of BASIC implemented on your machine.
BASIC is an easy language to learn and you can do a lot with it.

However, each BASIC statement must be analyzed (parsed) by the BASIC in-
terpreter before the computer can take any action. So a BASIC program is not very
fast—certainly not as fast as a comparable program written in 6502 code.

6502 Code

The central processor is the computer’s heart. The Commodore 64 and VIC-20
computers use the 6502 microprocessor. Every microprocessor has a certain instruc-
tion set, or group of instructions, which the microprocessor can execute. These in-
structions are at a much lower level than the BASIC commands with which you
may be familiar. For example, in BASIC you can have a single line in a program to
PRINT “HELLO.” It would take a sequence of many 6502 instructions to perform
the same function.

A given sequence of microprocessor instructions will run on any computer
featuring that microprocessor. Thus, if you write a program consisting of 6502 in-
structions to perform some function, that program should run on any 6502-based
computer. It won't run on an 8080-based computer, a Z80-based computer, or a
6800-based computer, but it should run on an Apple, a PET, an Atari, an OSI, or
any other system built around a 6502. 6502 programs can also run much faster than
equivalent programs written in BASIC and can be smaller than BASIC programs.
The programs presented in this book are all written in 6502 code, and require only
half of the memory available on a computer containing 8,000 bytes of program-
mable memory, thus leaving more than enough room for your own programs.
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Chapter 2:
Introduction to Assembler

Ever watch a juggler or a good juggling team? The balls, pins, or whatever are
in the air in such intricate patterns that you can hardly follow them, let alone
duplicate the performance yourself. It's beautiful, but not magic; just an application
of some simple rules. I've learned to juggle recently, and although I'm still a rank
beginner, I've taught my two hands to keep three balls moving through the air. Yet
neither hand knows very much. A hand will toss a ball into the air, and then it will
catch a ball. The other hand will toss a ball into the air, and then it will catch a ball.
That's all. My hands perform only two operations: toss and catch. Yet with those
two primitive operations I can put on a pleasant little performance.

Assembly-language programming is not so different from juggling. Like jug-
gling, programming enables you to put on an impressive or baffling performance. In
its simplest terms, juggling is nothing more than taking something from one place
and putting it someplace else. The same thing is true of the central processor: the
6502 takes something from one place and puts it someplace else.

In fact, programming the 6502 is easier than juggling in several ways. First, the
6502 is obviously much faster than even the most skillful juggler. In the time it takes
me to pick up a ball with one hand and place that ball somewhere else, the 6502 can
get something from one place and put it someplace else hundreds of thousands of
times. Sleight of hand requires quickness, and the 6502 is quick.

The 6502 even gives me a helping hand. When I try to juggle, I must keep the
balls moving with nothing but my two hands. But my home computer has three
hands (registers A, X, and Y in the 6502) and thousands of pockets (8,000 bytes or
more of programmable memory).

A byte is 8 bits of data that may be loaded together into a register. A register
holds 1 byte. Each location in memory holds 1 byte. The 6502 can affect only 1 byte
in one operation. But because the 6502 can perform hundreds of thousands of opera-



tions each second, it can affect hundreds of thousands of bytes each second.

Binary

In the final analysis, any value is stored within the computer as a series of bits.
If we wish, we may specify a byte by its bit pattern: such a representation uses only
ones and zeroes, and is called binary. For example, the number 25 in binary is
00011001. '

In binary, each bit indicates the presence or absence of some value. Each bit
represents twice as much value, or significance, as the bit to its right, so the right-
most bit is the least significant, and the left-most bit is the most significant. Table 2.1
gives the significance of each bit in an 8-bit byte:

Table 2.1: Bit significance in an 8-bit byte.

Bit Number: b7 b6 b5 b4 b3 b2 bl b0
Bit Significance: 128 64 32 16 8 4 2 1

The right-most bit (called bit 0) tells us whether we have a one in our byte. The
bit to its left (bit 1) tells us whether we have a two; the bit to its left tells us whether
we have a four...and the leftmost bit (bit 7) tells us whether we have a 128 in our
byte.

To determine the bit pattern for a given value — say, 25 — determine first what
powers of two must be added to equal your value. For instance, 25 = 16 + 8 + 1,
so 25 in binary is 00011001.

Twenty-five can be expressed in other ways as well. Rather than specify every
number as a pattern of eight ones and zeros, we often express numbers in hexa-
decimal representation.

Hexadecimal

Unlike binary, which requires a group of eight characters to represent an 8-bit
value, hexadecimal notation allows us to represent an 8-bit value with a group of
only two characters. These characters are not limited to 0 and 1, but may include
any digit from O to 9, and any letter from “A” to “F.” That gives us a set of sixteen
characters, which is just right because we want to represent numbers in base 16.

INTRODUCTION TO ASSEMBLER 9
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(Hexadecimal stands for 16: hex for six, and decimal for ten. Six plus ten equals six-
teen.)

To represent a byte in hexadecimal notation, divide the 8-bit byte into two 4-bit
units (sometimes called nybbles). Each of these 4-bit units has a value of from 0 to 15
(decimal), which we express with a single hexadecimal digit. A decimal 10 is a hexa-
decimal $A. (The dollar sign indicates that a number is in hexadecimal representa-
tion.) Table 2.2 gives the conversions of decimal to hexadecimal for decimal
numbers 0 thru 15.

Table 2.2: Hexadecimal character set.

Hexadecimal Character Decimal Equivalent
$0 = 0
$1 = 1
$2 = 2
$3 = 3
$4 = 4
$5 = 5
$6 = 6
$7 = 7
$8 = 8
$9 = 9
$A = 10
$B = 11
$C = 12
$D = 13
$E = 14
$F = 15

Appendix Al, Hexadecimal Conversion Table, shows the hexadecimal
representation of every number from 0 to 255 decimal.

In this book, object code, the only code that the machine can execute directly,
will generally be presented in hexadecimal, and a thorough understanding of hexa-
decimal will help you to interpret instructions and follow some of the 6502’s actions.
Even the sketchiest understanding of hexadecimal math, however, should be suffi-
cient for you to follow and use the programs in this book.



ASCII Characters

Instead of a number from 0 to 255, an 8-bit byte can be used to represent an up-
per or lower case letter of the alphabet, a punctuation mark, or a printer-control
character such as a carriage return. A string of such bytes may represent a word, a
message, or even a complete document. Appendix A2, ASCII Character Codes,
gives the hexadecimal value for any ASCII character. ASCII stands for American
Standard Code for Information Interchange, and is the closest thing the industry has
to a standard set of character codes. If you want to store the letter “A” in some loca-
tion in memory, you can see from Appendix A2 that you must store a $41 ini that
location.

Whether a given byte is interpreted as a number, an ASCII character, or
something else depends entirely on the program using that byte. Just as beauty is in
the eye and mind of the beholder, so is the meaning of a given byte determined by
the program that sees and uses it.

The Instruction Cycle

A microprocessor such as the 6502 can’t do anything without being told. It only
knows 151 instructions, called opcodes (operation codes). Each opcode is 1 byte
long. An opcode may command the 6502 to take something from one register and to
put it someplace in memory, to load some register with the contents of some loca-
tion in memory, or to perform some other equally simple operation. See Appendix
A4 for a list of opcodes for the 6502 microprocessor.

What do 6502s do all day? They work while programmers play. The 6502 gets
an opcode, performs the specified operation, gets the next opcode, performs the
specified operation, gets the next opcode, performs the...

You get the picture.

How does the 6502 know where to find the next opcode? The 6502 has a 16-bit
register called the PC (program counter). The PC holds the address of somie location
in memory. When the 6502 starts its instruction cycle, it gets the opcode stored at
the memory location specified by the PC. Then it performs the operation specified
by that opcode. When it has executed that instruction, it makes the PC point to the
next opcode and starts on a new instruction cycle by getting the opcode whose ad-
dress is now in the PC.

Figure 2.1 shows a flowchart for the instruction cycle of the 6502
microprocessor.

“That's it? That's all the 6502 does?” you ask.

That's it. But with the right program in memory, we can make the 6502 dance.
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FETCH OPCODE
POINTED TO BY THE
PROGRAM COUNTER

PERFORM OPERATION
SPECIFIED BY THAT
OPCODE

MAKE PROGRAM

COUNTER POINT
TO NEXT OPCODE
IN MEMORY

Figure 2.1: The 6502 instruction cycle.

Machine Language

A machine-language program is nothing more than a series of machine-
language instructions stored in memory. If the PC in the 6502 can be made to hold
the address of the start of your program, then we say that the PC is pointing to your
program. When the 6502 starts its instruction cycle, it will fetch the first opcode in
your program, and then perform the operation specified by that opcode. At this
point, we say that your program is running.

Each machine-language instruction is stored in memory as a 1-byte opcode,
which may be followed by 1 or 2 bytes of operand. Thus, a 6502 machine-language
program might be “A9 05 20 02 04 A2 F5 60.”

Just a bunch of numbers! (Hexadecimal numbers, in this case.) But it is exactly
these numbers that the machine understands; hence the term, machine language.

Assemblers

Machine language is easy to read — if you're a machine. But programmers are
people. So programming tools called assemblers have been developed, which take
more readable assembly-language source code as input and produce listings and ob-
ject code as output. The listing is the assembler’s output intended for a human
reader. The object code is a series of 6502 machine-language instructions intended to
be stored in memory and executed by the 6502.



For each chapter in this book that presents a program, there is an appendix at
the back of the book containing an assembler listing and a hexdump of the same pro-
gram. The assembler listing includes both source and object code, making it easy for
you to read the program; the hexdump shows you what the object code for that pro-
gram actually looks like in your computer’s memory. Figure 2.2 shows how an
assembler is used to produce an assembler listing for the programmer and object
code for the processor.

SOURCE OF INPUT: PROGRAMMER

:

ASSEMBLER SOURCE CODE

INPUT: (MAY CONTAIN COMMENTS )
PROGRAM: ASSEMBLER

. ASSEMBLER ASSEMBLER
OUTPUT: LISTING OBJECT CODE
INTENDED FOR: PROGRAMMER 6502

Figure 2.2: From programmer to object code. The assembler takes source code as input and
produces an assembler listing and object code as output.

The programs in this book have all been produced on the OSI 6500
Assembler/Editor, running under the OSI 65-D Disk Operating System, on an OSI
C-IP machine with 24 K bytes of programmable memory and one 5-inch floppy
disk. The object code, however, runs on any Commodore 64, or any VIC-20 with
at least 8 K of expansion RAM. (Incidentally, the source code in each chapter of
this book should fit into the workspace of a computer with much less than 24 K
bytes of user memory, if you delete many of the comments. But then, of course,
your listings will be a lot less readable.)

But you don't write a listing; an assembler produces a listing. What you write is
assembly-language source code.

Source Code

An assembly-language source program consists of one or more lines of
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assembly-language source code. A line of assembly-language source code consists of
up to four fields:

LABEL MNEMONIC OPERAND COMMENT

The mnemonic, required in all cases, is a group of three letters chosen to suggest
the function of a given machine-language instruction. For example, the mnemonic
LDA stands for LoaD Accumulator. LDX stands for LoaD X register. TXA means
Transfer the X register to the Accumulator. 6502 mnemonics are not nearly as mean-
ingful as BASIC commands, but they're a big improvement over the machine-
language opcodes. See Appendix A3 for a list of 6502 mnemonics,

Some operations require an operand field. For example, the operation load ac-
cumulator requires an operand, because the line of source code must specify what
you wish to load into the accumulator.

The label and comment fields are optional. A label lets you operate on some
location in memory by a name that you have assigned to it. Comments are not in-
cluded in the object code that will be assembled from your program, but they make
your source code and your listings much more meaningful to a human reader. When
you write a program, even if no one but yourself will ever read it, try to choose your
labels and comments so that someone else can understand the purpose of each part
of the program. Such careful documentation will save you a lot of time weeks or
months down the road, when you might otherwise reread your program and have
no idea why you included some unlabeled, uncommented line of source code.

Loading a Register

Let's write a simple program to load a register with a number — say, to load the
accumulator with the number “10.” Since we want to load the accumulator, we’'ll use
the LDA instruction. (If we wanted to load the X register, we would use the LDX in-
struction, and if we wanted to load the Y register, we'd use LDY.) We know what
mnemonic to write into our first line of source code. But a glance at Appendix A6,
6502 Opcodes by Mnemonic and Addressing Mode, shows that LDA has many ad-
dressing modes. What operand shall we write into this line of source code?

We know that we want to load the accumulator with a “10,” and not with any
other number, so we can use the immediate addressing mode to load a “10” directly
into the accumulator. We'll use a “#” sign to indicate the immediate mode:

Example |

LDA #10



Example 1 is a legitimate line of source code containing only two fields: a
mnemonic and an operand. The mnemonic, LDA, means “load the accumulator.”
But load it with what? The operand tells us what to load into the accumulator. The
“4" sign specifies that this operation is to take place in the immediate mode, which
means we want to load the accumulator with a constant to be found in this line of
source code, rather than with data or a variable to be found in some location in
memory. Then the operand specifies the constant to be loaded into the accumulator,
in this case “10.”

Constants

A constant is any value that is known by the programmer and “hard-wired” in-
to the code. A constant does not change during the execution of a program. If a
value changes during the execution of a program, then it is a variable, and one or
more memory locations must be allocated to hold the current value of each variable.

There are several kinds of constants. Any number is a constant. The number
“7." for example, is a constant: a seven now will still be a seven this afternoon. A
character is another kind of constant: the letter “A” will still be the letter “A” tomor-
row. But a variable, such as one called FUEL, will change during the course of a pro-
gram (such as a lunar lander simulation), so it is not a constant.

In Example 1, note that the “#" sign is the only punctuation in the operand field.
In the absence of special punctuation marks (such as the dollar sign indicating a
hexadecimal number and the apostrophe indicating an ASCII character representa-
tion), any numbers given in this book are in decimal.

What object code will be assembled from this line of source code? Let's hand-
assemble it and see. Appendix A6 shows us that the opcode for load accumulator,
immediate mode, is $A9. So the first byte of object code for this instruction will be
$A9. The second byte must specify what the 6502 should load into the accumulator.
We want to load register A with a decimal 10, which is $0A. So the object code
assembled from Example 1 is: A9 OA.

When these 2 bytes of object code are executed by the 6502, it will result in the
accumulator holding a value of $0A, or decimal 10. In effect, we've just told a jug-
gler: put a “10” in your right hand.

What if we wanted to load the accumulator with the letter “M,” rather than
with a number? We'd still use LDA to load the accumulator, and we'd still use the
immediate mode of addressing, specifying in the operand the constant to be loaded
into the accumulator. Either of the following two lines of source code will work:
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Example 2
LDA # M
or

LDA #$4D

In each line of source code above, the mnemonic and the “#” sign tell us we're
loading the accumulator in the immediate mode — ie: with a constant. The operand
following the “#” sign specifies the constant. An apostrophe indicates that an ASCII
character follows, whereas a “$” sign indicates that a hexadecimal number follows.
Appendix A2 shows that an ASCII “M” = $4D; they are simply two representations
of the same bit pattern. So the two lines of source code above are equivalent; they
will both assemble into the same object code: A9 4D.

Which of the two lines of source code is more readable? If a constant will be
used in a program as an ASCII character, then represent it in your source code as an
ASCII character.

Storing the Register

Now let's say we want to store the contents of the accumulator someplace in
memory. Every location in memory has a unique address (just like houses do), rang-
ing from $0000 to $FFFF. Suppose we decide to store the contents of the accumulator
at memory location $020C. We could do it with the following line of source code:

Example 3

STA $020C

Example 3 will assemble into these 3 bytes of machine language: 8D 0C 02.

According to the Appendix A6, the 6502 opcode for “store accumulator, ab-
solute mode” (STA) is $8D.

When the 6502 fetches the opcode “8D,” it knows that it must store the contents
of the accumulator at the address specified by the next 2 bytes. This is why it is
called absolute mode. Absolute mode is used when specifying an exact memory

location in an instruction.
In the example above, that address seems wrong. It looks like the machine-

language operand is specifying address $0C02, because the bytes are in that order:
“0C” followed by “02.” But we want to operate an address $020C. Is something
wrong here?



Low Byte First

You and I might think something is wrong when the address $020C is written as
an “0C” followed by an “02” but you and I are people. We don't think like the 6502.
When you and I write a number, we tend to write the most significant digit first and
the least significant digit last. But the 6502 doesn’t work that way. When the 6502 in-
terprets two sequential bytes as an address, the first byte must contain the less
significant part of the address (the “low byte”), and the second byte must contain the
more significant part of the address (the “high byte”). All addressing modes that re-
quire a 2-byte operand require that the 2 bytes be in this order: less significant byte
first, followed by the more significant byte.

However, not all addressing modes require a 2-byte operand.

Zero-Page Addressing

Memory is divided into pages, where a page is a block of 256 contiguous ad-
dresses. The page from $0000 to $0OFF is called the zero page, because all addresses
in this page have a high byte of zero. The zero-page addressing mode takes advan-
tage of this fact. Source code assembled using the zero-page addressing mode re-
quires only 1 byte in the operand, because the opcode specifies the zero page mode
of addressing, and the high byte of the operand is unnecessary because it is
understood to be zero. Thus, you can specify an address in the zero page by the ab-
solute or by the zero-page addressing mode, but the zero-page mode will let you do
it using one less byte.

If you want to use some location in the zero page to hold a number, you might
decide to use location $00F4. We could write:

Example 4
STA $00F4
or

STA $F4

We could then assemble either line of source code using the absolute addressing
mode: 8D F4 00. Or we could assemble either line of source code using the zero-
page mode: 85 F4.

The opcode “85” means “store accumulator, zero page.” Where in the zero

page? At location $F4 in the zero page, the same location whose absolute address is
$00F4.
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Symbolic Expressions

Let’s say you want to copy the 3 bytes at memory locations $0200, $0201, and
$0202 to $0300, $0301, and $0302, respectively. We could write these lines of source
code:

Example 5

LDA $0200
STA $0300
LDA $0201
STA $0301
LDA $0202
STA $0302

This alternately loads a byte into the accumulator, then stores the contents of the ac-
cumulator into another byte in memory. Note that loading a register from a location
in memory changes the register, but leaves the contents of the memory location un-
changed.

Or we could write the following code, which refers to addresses as symbolic ex-
pressions:

Example 6

ORIGIN = $0200
DEST = $0300
LDA  ORIGIN
STA  DEST

LDA  ORIGIN + 1
STA  DEST +1
LDA  ORIGIN + 2
STA  DEST + 2

IO U W

In Example 6, lines 1 and 2 are assembler directives, which equate the labels
“ORIGIN" and “DEST” with the addresses $0200 and $0300, respectively. Other
lines of source code following these equates may then refer to these addresses by
their labels, or refer to any address as a symbolic expression consisting of labels and,
optionally, constants and arithmetic operators. The source code above will cause an
assembler to generate exactly the same object code as the source code in Example 5,
but Example 6, whose operands consist of symbolic expressions, is much more



readable than Example 5, whose operands are given in hexadecimal.

Some Exercises

1) Write the 6502 instructions necessary to load the accumulator with the value
127, to load the X register with the letter “r,” and to load the Y register with the con-
tents of address $BO92.

~ 2) Write the 6502 instructions necessary to copy the byte at address $0043 to the
address $0092.
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Chapter 3:
Loops and Subroutines

Indexed Addressing

Although readable, Example 6 is not very efficient, because it requires two lines
of source code to move each byte. If we want to move 50 or 100 bytes must we then
write 100 or 200 lines of soutce code?

Indexed addressing comes in quite handily here. Instead of specifying the ab-
solute or zero-page address on which an operation is to be performed, we can
specify a base address and an index register. The 6502 will add the value of the
specified index registers to the base address, thereby determining the address on
which the operation is to be performed. Thus, if we want to move 9 bytes from an
origin to a destination, we could do it in the following manner, using the indexed ad-
dressing mode with X as the index register:

Example 7
ORIGIN = $0200
DEST = $0300
INIT LDX #0 Initialize X register to zero, so we’ll start
with the first byte in the block.
GET LDA ORIGIN, X Get Xth byte in origin block.
PUT STA DEST, X Put it into the Xth position in the
destination block.
ADJUST INX Adjust X for next byte by incrementing

(adding 1) to the X register.



TEST CPX #9 Done 9 bytes yet?
BRANCH BNE GET If not, go back and get next byte...

We will use Example 7 in the following sections to introduce several new in-
structions and addressing modes. Example 7 includes six lines of source code to
move 9 contiguous bytes of data. If we tried to move 9 bytes of data with the tech-
niques used in Examples 5 and 6, it would have taken eighteen lines of source code.
So with indexed addressing, we've saved ourselves twelve lines of code. But how do
these lines work? The lines are labeled so we can look at them one-by-one.

The instruction labeled INIT loads the X register in the immediate mode with
the value zero. After executing the line INIT, the 6502 has a value of zero in the X
register. We don’t know anything about what's in the other registers.

GET loads the accumulator with the Xth byte above the address labeled
ORIGIN. The first time the 6502 encounters this line, the X register will hold a value
of zero, so the 6502 will load the accumulator with the zeroth byte above the address
labeled ORIGIN (ie: it will load the accumulator with the contents of the memory
location ORIGIN).

In any line of source code, a comma in the operand indicates that the operation
to be performed shall use an indexed addressing mode. A comma followed by an “X”
indicates that the X register will be the index register for an instruction, whereas a
comma followed by a “Y” indicates that the Y register will be the index for an in-
struction. There are a number of indexed addressing modes. Two of these are ab-
solute indexed and zero-page indexed. The line GET in Example 7 uses the absolute
indexed addressing mode if ORIGIN is above the zero page; if ORIGIN is in the zero
page then the line labeled GET can be assembled using the zero-page indexed ad-
dressing mode. Zero-page indexed addressing, like zero-page addressing, requires
only 1 byte in the operand.

In zero-page indexed and in absolute indexed addressing, the operand field
specifies a base address. The 6502 will operate on an address it determines by adding
to the base address the value of the specified index register (X or Y). Only if the
specified index register has a value of zero will the 6502 operate on the base address
itself; in all other cases the 6502 will operate on some address higher in memory.

So we've loaded the accumulator with the byte at ORIGIN. Now the 6502
reaches the line labeled PUT in Example 7. This line tells the 6502 to store the ac-
cumulator in the Xth byte above DEST. We haven't done anything to change X since
the line INIT set it to zero, so X still holds a value of zero. Therefore, the 6502 will
store the contents of the accumulator in the zeroth byte above DEST (ie: in DEST
itself).

At this point, we have succeeded in moving 1 byte from ORIGIN to DEST. X is
still zero. Now comes the part that makes indexing worthwhile. The line labeled
ADJUST is the shortest line of source code we've seen yet, consisting only of the
mnemonic INX, which means “increment the X register.” Since the X register was
zero, when this line is executed the X register will be left holding a value of one.
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Compare Register

In Example 7, the line labeled TEST compares the value in the X register with
the number “9.” There are three compare instructions for the 6502, one for each
register. CMP compares a value with the contents of the accumulator; CPX com-
pares a value with the contents of the X register, and CPY compares a value with the
contents of the Y register.

We can use these compare instructions to compare any register with any value
in memory, or, in the immediate mode, to compare any register with any constant.
Such comparisons enable us to test for given conditions. For example, in Example 7,
the line labeled TEST tests to see if we've moved 9 bytes yet. If the X register holds
the value “9,” then we have moved 9 bytes. (Walk through the loop yourself. When
you have moved the zeroth through the eighth bytes above ORIGIN to the zeroth
through the eighth positions above DEST, then you have moved 9 bytes.)

A compare instruction never changes the contents of a register or of any loca-
tion in memory. Thus, the X register does not change when the line labeled TEST is
executed by the 6502. What may change, however, are some of the 6502's status
flags.

Status Flags

In addition to the 6502's general-purpose registers (A, X, and Y), the 6502 con-
tains a special register P, the processor status register. Individual bits in the pro-
cessor status register are set or cleared each time the 6502 performs certain opera-
tions. These bits, or hardware flags, are:

bit 0: Carry Flag
bit 1: Zero Flag

bit 2: Interrupt Flag
bit 3: Decimal Flag
bit 4: Break Flag
bit 5: Undefined

bit 6: Overflow Flag
bit 7: Negative Flag

WO NN
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In this book, we will not discuss the use of all the flags in the processor status
register. In this quick course in assembly-language programming, and in the soft-
ware subsequently presented in this book, the three flags we will deal with are C, the



carry flag; Z, the zero flag; and N, the negative flag.

A compare operation (CMP, CPX, or CPY) does not change the value of
registers A, X, or Y, but it does affect the carry, zero, and negative flags.

For example, if a register is compared with an equal value, the zero flag, Z, will
be set; otherwise, Z will be cleared. If an instruction sets bit 7 of a register or an ad-
dress, the negative flag of the status register will also be set; conversely, if an instruc-
tion clears bit 7 of a register or an address, the negative flag will be cleared. Similar-
ly, mathematical and logical operations set or clear the carry flag, which acts as a
ninth bit in all arithmetic and logical operations. Table 3.1 summarizes the effects of
a compare instruction on the status flags.

Table 3.1: Status flags affected by compare instructions. Note that if you wish to test the
status of the carry flag after a compare, you must set it (using the instruction SEC) before
the compare. When testing the N flag, think of the inputs as signed 8-bit values.

Carry Flag* Negative Flag Zero Flag

Compare a register

with an equal value and you set C, clear N, and set Z.
Compare a register

with a greater value and you clear C, «clear N, and clear Z.
Compare a register

with a lesser value and you set C, clear N, and clear Z.

Conditional Branching

We can have a program take one action or another, depending on the state of a
given flag. For example, two instructions, BEQ, (Branch on result EQual) and BNE
(Branch on result Not Equal) cause the 6502 to branch, or jump to a new instruction,
based on the state of the zero flag. An instruction which causes the 6502 to branch
based on the state of a flag is called a conditional branch instruction. Other condi-
tiorllal branch instructions are based on the state of other status flags and are given in
table 3.2.

*If you wish to test the status of the carry flag after a compare, you must set it (using
the instruction SEC) before the compare.

LOOPS AND SUBROUTINES 23



24

Table 3.2: Conditional branch instructions.

Flag Instruction Description Opcode
C BCC Branch if carry clear. 90
C BCS Branch if carry set. BO
N BPL Branch if result positive. 10
N BMI Branch if result negative. 30
V4 BEQ Branch if result equal.

(Zero Flag set). Fo
VA BNE Branch if result not equal.

(Zero flag clear.) DO
\" BVC Branch if overflow flag clear. 50
\Y% BVS Branch if overflow flag set. 70

The line labeled TEST in Example 7 compares the X register to the value “9;"
this sets or clears the zero flag. The line labeled BRANCH then takes advantage of
the state of the zero flag, by branching back to the line labeled GET if the result of
that comparison was not equal. But if Y did equal “9,” then the result of the com-
parison would have been equal, and the 6502 would not branch back to GET. In-
stead, the 6502 would execute the instruction following the line labeled BRANCH.

Loops

Example 7 shows a program loop. We cause the 6502 to perform a certain
operation many times, by initializing and then incrementing a counter, and testing
the counter each time through the loop to see if the job is done.

There's a lot of power in loops. What would we have to add or change in
Example 7 so that it moves not 9, but 90 bytes from one place to another? Happily,
we wouldn't have to add anything, and we’d only have to change the operand in the
line labeled TEST. Instead of comparing the X register with 9, we'd compare it with

90. See Example 8.
Example 8

Move 90 bytes from origin to destination.

ORIGIN = $0200
DEST = $0300



INIT LDX #0 Initialize X register to zero, so we'll start
with the first byte in the block.

GET LDA ORIGIN, X Get Xth byte in origin block.

PUT STA DEST, X Put it into the Xth position in the
destination block.

ADJUST INX Adjust X for next byte.

TEST CPX #90 Done 90 bytes yet?

BRANCH BNE GET If not, get next byte...

Writing loops lets us write code that is not only compact, but easily tailored to
meet the demands of a particular application. We couldn’t do that, however,
without indexing and branching.

Loops can be tricky, though. What's wrong with this loop?

Example 9
ORIGIN = $0200
DEST = $0300
INIT LDX #0 Initialize X register to zero, so we'll start
with the first byte in the block.
GET LDA ORIGIN, X Get Xth byte in origin block.
PUT STA DEST,X Put it into the Xth position in the
destination block.
TEST CPX #9 Done 9 bytes yet?
BRANCH BNE GET If not, get next byte...

Examine Example 9 very carefully. How does it differ from Example 77 It lacks
the line labeled ADJUST, which increments the X register. What will happen when
the 6502 executes the code in Example 97 It will initialize X to zero; it will get a byte
from ORIGIN and move it to DEST. Then it will compare the contents of register X
to 9. Register X won't equal 9, so it will branch back to GET, where it will do exactly
what it did the first time through the loop, because X will still equal zero. Until the X
register equals 9, the 6502 will branch back to GET. But nothing in this loop will
ever change the value of X! So the 6502 will sit in this loop forever, getting a byte
from ORIGIN and putting it in DEST and determining that the X register does not
hold a 9...

Now look at Example 10. Will it cause the 6502 to loop, and if so, will the 6502
ever exit from the loop? Why, or why not?
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Example 10

ORIGIN = $0200
DEST = $0300

INIT LDX #0 Initialize X register to zero, so we'll start
with the first byte in the block.

GET LDA ORIGIN, X Get Xth byte in origin block.

PUT STA DEST, X Put it into the Xth position in the
destination block.

ADJUST INX Adjust X for next byte.

TEST CPX #9 Done 9 bytes yet?

BRANCH BNE INIT If not, get next byte...

Relative Addressing

All conditional branch instructions use the relative addressing mode, and they
are the only instructions to use this addressing mode. Like the zero page and zero-
page indexed addressing mode, the relative addressing mode requires only a 1-byte
operand. This operand specifies the relative location of the opcode to which the 6502
will branch if the status register satisfies the condition required by the branch in-
struction. A relative location of 04 means the 6502 should branch to an opcode 4
bytes beyond the next opcode, if the given condition is satisfied. Otherwise, the 6502
will proceed to the next opcode.

Because the operand in a conditional branch instruction is only 1 byte, it is not
possible for a conditional branch instruction to cause a branch more than 127 bytes
forward or 128 bytes backward from the current value of the program counter. (A
branch backward is indicated if the relative address specified is negative; forward if
it's positive. A byte is negative if bit 7 is set. A byte is positive if bit 7 is clear. Thus,
a value of 00 is considered positive.) However, an instruction called JMP allows the
programmer to specify an unconditional branch to any location in memory.
Therefore, if we have a short conditional branch followed by an unconditional
jump, we may achieve in two instructions a conditional branch to any location in
memory.

Unconditional Branch

Just as BASIC has its GOTO command, which causes an unconditional branch
to a specified line in a BASIC program, the 6502 has its JMP instruction, which un-



conditionally branches to a specified address. A program may loop forever by
JMP'ing back to its starting point.

Look at Example 11. Unless a line of code within the loop causes the 6502 to
branch to a location outside of the loop, the 6502 will sit in this loop forever.

Example |1
Endless Loop:
START  XXXXXXXXXX some
XXXXXXXXXX instructions
XXXXXXXXXX
JMP START

Indirect Addressing

A JMP instruction may be written in either the absolute addressing mode or the
indirect addressing mode. Absolute addressing is used in Example 11. The operand is
the address to which the 6502 should jump. But in the indirect mode (which is
always signified by parentheses in the operand field) the operand specifies the ad-
dress of a pointer. The 6502 will jump to the address specified by the pointer; it will
not jump to the pointer itself.

The line of code “JMP (POINTR)” will cause the 6502 to jump to the address
specified by the 2 bytes at POINTR and POINTR +1. Thus, if POINTR = $0600,
and the 6502 executes the instruction “JMP (POINTR)” when memory location
$0600 holds $00 and $0601 holds $20, then the 6502 will jump to address $2000.
(Remember, addresses are always stored in memory with the low byte first.)

How Branching Works

Incidentally, all branches, whether relative, absolute, or indirect, work by
operating on the contents of the PC (program counter). Before any branch instruc-
tion is executed, the PC holds the address of the current opcode. A branch instruc-
tion changes the PC, so that in the next instruction cycle the 6502 will fetch not the
opcode following the current opcode, but the opcode at the location specified by the
branch instruction. Then execution will continue normally from the new address.
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Relocatability

Often I implement short unconditional branches as:

CLC

BCC PLACE
rather than as:

JMP PLACE

This is because the first method (relying as it does on relative rather than ab-
solute addressing) will still work even if you relocate the code in which it is con-
tained. Making your code relocatable will save you time and trouble when you try
to move your programs around in memory and still want them to work.

To relocate code containing the second example, you'd have to change the
operand field because the absolute address of PLACE will have changed. To relocate
code containing the first example, you wouldn't have to change a thing.

Subroutines

Perhaps the two most powerful instructions available to the assembly-language
programmer are the JSR (Jump to SubRoutine) and the RTS (ReTurn from
Subroutine). These instructions (equivalent to GOSUB and RETURN in BASIC)
enable us to organize chunks of code as building blocks called subroutines.

Think of the subroutine as a job. Your computer can do more work for you if it
knows how to do more jobs. Once you teach the 6502 how to do a given job, you
won't have to tell it twice. Let's say you're writing a program in which the same
operation must be performed at various times within a program. In every location
within your program where the operation is required, you could include code to per-
form that operation. On the other hand, you could write code in one place to per-
form that operation, but write that code as a subroutine, and then call that
subroutine whenever necessary from the main, or calling program. A call to a
subroutine causes that routine to execute. When finished, it returns to the instruc-
tion following the call in the main program.

It only takes one line of code to call a subroutine. JSR SUB will call the
subroutine located at the address labeled SUB. After the 6502 fetches and executes
the JSR opcode, the next opcode it fetches will be at the address labeled SUB, in this
example. So far it looks like an unconditional JMP. The 6502 will fetch and execute
opcodes from the addresses following SUB, until it encounters an RTS instruction.



When the 6502 fetches an RTS instruction, it returns to its caller, jumping to the
first opcode following the JSR instruction that called the subroutine. In effect, when
a line of code calls a subroutine, the 6502 remembers where it is before it jumps to
the new location. Then when it encounters an RTS instruction, it knows the address
to which it should return because it remembers where it came from. It then continues
to fetch opcodes from the point following the JSR instruction. Figure 3.1 illustrates
this procedure. Note that the same subroutine may be called from many different
points in the same program, and will always return to the opcode following the JSR
instruction that called it.

JUMP TO SUBROUTINE

MAIN * kK Xk ok -+ SUB * %k %k Kk Kk
L] L]
L] L]
L] L ]
LAST RTS

CALL JSR suB
RETURN FROM SUBROUTINE

NEXT EEXEEY
L]

Figure 3.1: Jump to and return from subroutine. When the processor encounters a JSR (jump
to subroutine) instruction, the next instruction executed is the first instruction of the
subroutine. Here, the subroutine SUB is called from MAIN. The last instruction executed in a
subroutine must be an RTS (return from subroutine) instruction. Here, the instruction at label
LAST in subroutine SUB returns control to the next instruction following the call to the
subroutine in the main program, the instruction labeled NEXT. The subroutine SUB can be
called anywhere in the program MAIN when the particular function of SUB is needed.

Subroutines allow you to structure your software. With structured software,
you can make changes to many programs just by changing one subroutine. If, for
example, all programs that print characters do so by calling a single-character-print
subroutine, then any time you improve that subroutine you improve the printing
behavior of all your programs. Changing something only once is a tremendous ad-
vantage over having to change something in many different (usually undocumented)
places within a piece of code. For these reasons, all of the software in this book uses
subroutines.
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Dummies

A dummy subroutine is a subroutine consisting of nothing but an RTS instruc- -
tion. A line of code in a program can call a dummy subroutine and nothing will hap-
pen; the 6502 will return immediately, with its registers unchanged.

So why call a dummy subroutine?

A call to a dummy subroutine provides a “hook,” which you may use later to
call a functional subroutine. While developing a program, I may have many lines of
code that call dummy subroutines. Later, when I write the lower-level subroutines,
it's easy to change my program so that it calls the functional subroutines rather than
the dummy subroutines. Trying to insert a subroutine call to a program lacking such
a hook can make you wish for a “memory shoehorn,” which might let you squeeze 3
extra bytes of code into the same address space.

The Stack

In addition to the addressing modes that enable the 6502 to access addressable
memory, one addressing mode lets the 6502 access a 256-byte portion of memory
called the stack.

You may think of this stack as a stack of trays in a cafeteria. The only way a
tray can be added is to place it on top of the existing stack. Similarly, the only way
to get a tray from the stack is to remove one from the top. This is the LIFO (Last-In,
First-Out) method. The last tray placed onto the stack must be the first tray re-
moved.

" In our case, when an item is placed onto the top of the stack, it is called a push,
and when an item is removed from the top of the stack, it is called a pop. The last
item onto the stack is said to be at the top of the stack.

For example, let's say we want to place two items onto the stack. (Each item has
an 8-bit value, perhaps a number or an ASCII character; see figure 2.2a.) First we
push item 1 onto the stack, as illustrated in figure 3.2b. All positions above item 1 on
the stack are said to be empty, the item 1 is on the top of the stack.

Now, push item 2 onto the stack (see figure 3.2c). What happens? Item 2 is now
at the top of the stack, not item 1, although item 1 is still on the stack.

Next, to get item 2 back off the stack, we do a pop (see figure 3.2d). This makes
item 1 the top of the stack again. Finally, another pop will remove item 1 from the
stack, leaving the stack completely empty. Note that we had to pop item 2 from the
stack before we could get to item 1 again. This is the LIFO principle.

The instruction PHA lets you push the contents of the accumulator onto the
stack. PLA lets you load the accumulator from the top of the stack (a pop). PHP lets
you push the processor status register onto the stack. PLP lets you load the pro-
cessor status register from the stack.
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Figure 3.2: Pushing and popping the stack.
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The stack is a very convenient “pocket” to use when you want to store one or a
few bytes temporarily without using an absolute place in memory. Subroutines may
pass information to the calling routines by using the stack, but be careful: if a
subroutine pushes data onto the stack, and fails to pop that data from the stack
before executing an RTS instruction, then that subroutine will not return to its
caller. This happens because when the 6502 executes a JSR instruction, it pushes the
return address—that is, the address of the opcode following the JSR instruc-
tion—onto the stack. A subroutine can return to its caller only because its return ad-
dress is on the stack. If its return address is not at the top of the stack when the
subroutine executes an RTS, it will not return to its caller. So a subroutine should

always restore the stack before trying to return.
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Chapter 4:
Arithmetic and Logic

Character Translation

As demonstrated by Examples 7 and 8, indexed addressing is handy for
performing a given operation (such as a move) on a contiguous group of bytes. But
it also has another important application: table lookup. For example, let’s say you
and a friend have decided to write notes to one another using a substitution code.
For every letter, number, and punctuation mark in a message, you've agreed to
substitute a different character. A “W" will be replaced with a “’Y;" a semicolon may
be replaced with a “9,” etc.

You each have the same table showing you what to substitute for each character
that may appear in a message. So you write a note to your friend in English, and
then, using this table (which might be in the form of a Secret Agent Decoding Ring)
you code, or encrypt, your note. You send the note in its encrypted form to your
friend. Anyone else looking at the note would just see garbage, but your friend
knows that a message can be found in it. So he gets his copy of the character transla-
tion table (which may be in his Secret Agent Decoding Ring), and he translates the
encrypted message back into English, looking up the characters that correspond to
each character in the coded message.

Children often enjoy coding and decoding messages in this way, but I find it
about as much fun as filling out forms — which is no fun at all. Unfortunately, pro-
gramming often involves character translation. Fortunately, I don’t have to do it
myself. I let my computer perform any necessary character translation by having it
do what our two secret agents were doing: look up answers in a table.



Example 12
Character Translation Subroutine

XLATE TAX Use character to be translated as an in-
dex into the table.
LDA TABLE,X Look up value in table.
RTS Return to caller, bearing translated
character in A and original character in
X.

Transfer Register

In Example 12, the subroutine XLATE assumes when it is called that the ac-
cumulator holds the byte to be translated. This byte might be a letter, a number, a
punctuation mark, a control code, or a graphic character, but however you think of
it, it's an 8-bit value. Line 1 of XLATE transfers that 8-bit value from the ac-
cumulator to the X register, using the register-transfer instruction TAX.

Register-transfer instructions operate only on registers; they do not affect ad-
dressable memory. These instructions allow the contents of one register to be
copied, or transferred, to another. The results of a transfer leave the source register
unchanged, and the destination register holding the same value as the source
register. The 6502's register-transfer instructions are:

TAX Transfer accumulator to X register.
TAY Transfer accumulator to Y register.
TXA Transfer X register to accumulator.
TYA Transfer Y register to accumulator.

Register transfers affect flags N and Z.

These instructions let you transfer A to X or Y, or to transfer X or Y to A. But
how would you transfer X to Y, or Y to X7 (Hint: it will take two lines of source
code, each line an instruction from the list above.)

Table Lookup
In Example 12, line 2 of XLATE actually performs the character translation by

looking up the desired data in a table. The label, TABLE, identifies the base address
for a table that we've previously entered into memory. The indexed addressing
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mode allows line 2 to get the Xth byte above the base address (ie: to get the Xth byte
of the table). When that line is executed, the table lookup is complete. The 6502 has
looked up and now holds in the accumulator the Xth byte in the table. Now all the
6502 must do is return to its caller, bearing the translated character in A and the
original character in X. It accomplishes this with the RTS instruction.

Now you can perform this character translation at any point in any program
with just one line of source code:

JSR XLATE

Table lookup gives me great flexibility as a programmer. If a program uses a
table lookup and for some reason I want the program to behave differently, I will
probably only have to change some values in the table; it’s unlikely that I'll have to
change the table lookup code itself. If I've set up my table well, I might not have to
change anything in the program except the data in the table.

Table lookup is therefore a very fast and flexible means of performing data
translation. But the cost of that speed and flexibility can be size. You might be able
to solve any problem with the right tables in memory, but not if you can't afford the
memory necessary to hold all those tables. It's great when a program can just look
up the answers it needs, but sometimes a program will actually have to compute its
answers.

Arithmetic Operations
The 6502 can perform the following 8-bit arithmetical operations:

Shift
Rotate
Increment
Decrement
Add
Subtract

To understand how the 6502 operates on a byte, you must think of the bits in
that byte. Even if the byte represents a number or a letter, don't think about what
you can do to that number or letter. Think about what you can do to the pattern of
bits in that byte.

What can you do to those bits?



Shift

You can shift the bits in a byte one position to the left or to the right. An ASL
(Arithmetic Shift Left) operates on a byte in this manner: it moves each bit one bit to
the left; it moves the leftmost bit (bit 7) into the carry flag, and it sets the rightmost
bit (bit 0) to zero. See figure 4.1.

T 6 5 4 3 2 1 0

/T N "\’“\’“\ﬁ\h\h\h\

c
o

Figure 4.1: Effect of the ASL instruction.

For example, if the byte at location TMP has the following bit pattern:
address TMP 0o 1 o0 1 o0 1 1 o©0
then after the instruction “ASL TMP” is executed, the data would look like:
address TMP 1 0o 1 o 1 1 o0 O

with the carry flag being set to the previous value of bit 7, in this case 0. If the same
instruction is again executed, the data becomes:

address TMP 0 1 0 1 1 0 0 0

and the carry flag is set to 1.

A LSR (Logical Shift Right) has just the opposite effect of the ASL. All bits are
shifted to the right towards the carry flag, introducing zeroes through bit 7. See
figure 4.2.

o c

Figure 4.2: Effect of the LSR instruction.
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For example, if the byte at location TMP is as originally given above, then after
the instruction “LSR TMP” is executed, the data at TMP becomes:

address TMP 0 0 1 0 1 0 1 1

with the carry flag being set to the previous value of bit 0, in this case zero. If the
same instruction is executed again, the data becomes:

address TMP 0 0 0 1 0 1 0 1

with the carry flag set to 1.

Because a number is represented in binary (each bit represents a successive
power of two), some arithmetic operations are simple. To divide a byte by two,
simply shift it right; to multiply a value in a byte by two, simply shift it left.

Rotate

You can also rotate the bits in a byte to the left or to the right through the carry
flag. Unlike shifting, rotating a byte preserves all the information originally con-
tained by a byte.

Figure 4.3 shows how a ROL (rotate left) instruction works. For instance, let's
say the data at address TMP is originally the same as in previous examples:
address TMP o 1 o0 1 o0 1 1 0

and let'’s say that the carry flag is set (ie: it holds a 1).
After a “"ROL TMP” instruction is executed, the data becomes:

address TMP 1 0 1 0 1 1 0 1

Figure 4.3: Effect of the ROL instruction.



and the carry bit is set to the previous value of bit 7, namely 1. Notice that bit 0 in
TMP now holds the original contents of the carry flag, and the carry flag holds the
original contents of bit 7. Otherwise, everything looks just the same as in the ASL
operation. After a second execution of the instruction “ROL TMP,” the data

becomes:
address TMP 0 1 0 1 1 0 1 1

with the carry flag set to 1.

In a rotate left instruction, bit 0 is always set from the carry flag. (In the ASL in-
struction, bit 0 is always set to 0.) If this had been an ASL instruction, what would
the bit pattern at TMP be?

Figure 4.4 shows how a ROR (rotate right) instruction works. It is similar to
ROL, except that the carry flag is set from bit 0, and bit 7 is set from the carry flag.

BITS
7 6 5 . 4 3 2 1 0

A1 A A A A1

Figure 4.4: Effect of the ROR instruction.

Rotate a byte left nine times and you'll still have the original byte. The same is
true if you rotate a byte right nine times. But shift a byte left nine times, or right nine
times, and you know what you've got left? Nothing!

Increment, Decrement

You can increment or decrement a byte in three ways: using the INC and DEC
instructions to operate on a byte in memory, using INX and DEX to operate on the X
register, or using INY and DEY to operate on the Y register. None of these instruc-
tions affects the carry flag. They do affect the zero flag: Z is set if the result of an in-
crement or decrement is zero; otherwise Z is cleared. The negative flag is set if the
result of an increment or decrement is a byte with bit 7 set; otherwise N is cleared.

Note that if you increment a register or address holding $FF, it will hold zero.
And similarly, if you decrement a register or address holding a zero, it will hold $FF.
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You cannot increment or decrement the accumulator, but you can add or sub-
tract a byte from the accumulator.

Addition

Example 13 shows how to add a byte from the location labeled NUMBER to the
accumulator: ‘

Example 13
CLC Clear the carry flag.
ADC NUMBER Add the contents of location
NUMBER to the accumulator.

After these instructions are executed, the accumulator will hoid the low 8 bits of
the result of the addition. If, following the addition, the carry flag is set, then the
result of the addition was greater than 255; if the carry flag is clear, then the result
was less than 256, and, therefore, the accumulator is holding the full value of the
result. Remember, the carry flag must be cleared before performing the ADC in-
struction,

Subtraction

Subtraction is as easy as addition. To subtract a byte from the accumulator,
first set the carry flag (using the SEC instruction) and then subtract from the ac-
cumulator a constant or the contents of some address, using the instruction SBC
(subtract with carry):

SEC v Set the carry flag.
SBC OPERND Subtract from accumulator the value of
OPERND.

If the operand is greater than the initial value of the accumulator, the subfragt
operation will clear the carry flag; otherwise the carry flag will remain set. In either
case, the accumulator will bear the 8-bit result. _

Thus, you clear the carry flag before adding and set the carry flag before sub-



-

tracting. If the carry flag doesn't change state, then the accumulator bears the entire
result. But if the addition or subtraction changes the state of the carry flag, then
your result is greater then 255 (for an addition) or less than zero (for a subtraction).

Decimal Mode

The processor status register includes a bit called the decimal flag. If the decimal
flag is set, then the 6502 will perform addition and subtraction in decimal mode. If
the decimal flag is clear, then the 6502 will perform addition and subtraction in
binary mode. Decimal mode means the bytes are treated as BCD (Binary Coded
Decimal), meaning that the low 4 bits of a byte represent a value of 0 thru 9, and the
high 4 bits of the byte represent a value of 0 thru 9. Neither nybble (4 bits) may con-
tain a value of A-F. So, each nybble represents a decimal digit.

The instructions SED and CLD set the decimal flag and clear it, respectively.
Unless you'll be operating with figures that represent dollars and cents, you won't
need to use the decimal mode. All software in this book assumes that the decimal
mode is not used.

Decimal 255 is the biggest value that can be represented by a binary-coded byte,
but decimal 99 is the biggest value that can be represented by a byte using Binary
Coded Decimal.

Logical Operations

What if you want to set, clear, or change the state of one or more bits in a byte
without affecting the other bits in that byte? Input and output operations often de-
mand such “bit-twiddling,” which can be performed by the 6502’s logical operations
ORA, AND, and XOR.

Setting Bits

The ORA instruction lets you set one or more bits in the accumulator without
affecting the state of the other bits. ORA logically OR'’s the accumulator with a
specified byte, or mask, setting bit n in the accumulator if bit n in the accumulator is
initially set or if bit n in the mask is set, or if both of these bits are set. A logical OR
will leave bit n of the accumulator clear only if bit n is initially clear in both the ac-
cumulator and the mask. Table 4.1 shows a truth table for the logical operator OR.
A truth table gives all possible combinations of 2 bits that can be operated upon (in
this case, ORed) and the results of these combinations.
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Table 4.1: Truth table for the logical OR operand.

Bit 1 Bit 2 Result
0 OR 0 = 0
0 OR 1 = 1
1 OR 0 = 1
1 OR 1 = 1

For example, suppose we executed the instruction “ORA #$80.” Here the mask
is $80, or the bit pattern 10000000. This instruction would therefore set bit 7 of the
accumulator while leaving all other bits unchanged. So, if the accumulator had a
value of 00010010 before the above instruction was executed, it would have the
value of 10010010 afterwards.

Another example would be “ORA #3.” Since a decimal 3 becomes 00000011
when converted to an 8-bit binary mask, the above instruction would set bits 0 and 1
in the accumulator, leaving bits 2 thru 7 unchanged.

How would you set the high 4 bits in the accumulator? The low 4 bits?

Clearing Bits

You can clear one or more bits in the accumulator without affecting the state of
the other bits through the use of the AND instruction. AND performs a logical AND
on the accumulator and the mask specified by the operand. AND will set bit n of the
accumulator only if bit n of the accumulator is set initially and bit n is set in the
mask. If bit n is initially clear in the accumulator or if bit n is clear in the mask, then
AND will clear bit n in the accumulator. Table 4.2 gives the truth table for the
logical AND operation.

Table 4.2: The truth table for the logical AND.

Bit 1 Bit 2 Result
0 AND o0 = 0
0 AND 1 = 0
1 AND o0 = 0
1 AND 1 = 1



For instance, the line of source code “AND #1” will clear all bits except bit 0 in
the accumulator; bit 0 will remain unchanged. “AND #$F0” will clear the low 4 bits

of the accumulator, leaving the high 4 bits unchanged. Select the right mask, and
you can clear any bit or combination of bits in the accumulator without affecting the

other bits in the accumulator.

Toggle Bits

The exclusive OR operation, XOR, lets you “flip,” or toggle, one or more bits in
the accumulator (ie: change the state of one or more bits without affecting the state
of other bits). XOR will set bit n of the accumulator if bit n is set in the accumulator
but not in the mask, or if bit n is set in the mask but not in the accumulator. If bit n
has the same state in both the accumulator and in the mask, then XOR will clear bit
n in the accumulator. Table 4.3 shows the truth table for this operation.

Table 4.3: The truth table for the exclusive OR (XOR).

Bit 1 Bit 2 Result
0 XOR 0 = 0
0 XOR 1 = 1
1 XOR 0 = 1
1 XOR 1 = 0

To toggle bit n in the accumulator, simply XOR the accumulator with a mask
which has bit n set but all other bits clear. Bit n will change state in the accumulator,
but all other bits in the accumulator will remain unchanged.

The logical operators, combined with the 6502's relative branch instructions,
make it possible for a program to take one action or another depending on the state
of a given bit in memory. Let’s say you want a piece of code that will take one action
(Action A) if a byte, called FLAG, has bit 6 set; yet take another action (Action B) if
that bit is clear. The code of Example 14 shows one way to ignore all other bits in
FLAG, and still preserve FLAG.

Example 14
LDA FLAG Get flag byte.
AND #%$40 Clear all bits but bit 6.

BEQ PLAN.B
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PLAN.A XXXXX Take Action A, since bit 6 was set
in flag.

PLAN.B Take Action B, since bit 6 was
clear in flag.

What good are flags? Let me give an example. The flag on a rural mailbox may
be either raised or lowered to indicate that mail is or is not awaiting pickup. Raising
and lowering those flags requires a little bit of effort (no pun intended), but it
enables the mail carrier to complete the route much more quickly than would be
possible if every mailbox had to be checked every time around. Presumably, this
provides better service for everyone on the route.

That mail carrier’s routine is a very sophisticated piece of programming. If we
think of the mail carrier as a person following a program, then we can see some of
the power and flexibility that come from the use of flags.

The mail carrier’s program has two parts: What must be done at the post office
and What must be done on the route. At the post office, the mail carrier sorts the
mail, bundles letters for the same address and puts the bundles for a given route into
a mail sack in some order. This sorting at the post office means the mail carrier on
the route can make his or her rounds more quickly, because no further sorting and
searching is required. (We won't go into sorting and searching in this book; that's a
volume in itself. For a helpful reference see Donald E Knuth's Searching and
Sorting.)

Now comes the second part of the mail carrier’s program: What must be done
on the route. The mail carrier picks up the mail sack and leaves the post office. Driv-
ing down country roads, the mail carrier sees a mailbox ahead. Do I have any mail
for the people at this address? If so, the mail carrier’s mental program says, I'll slow
down and deliver it. But what if I don't have any mail now for these people? Do I
just keep driving? Do I go to the next address?

Not if I want to keep my job.

The mail carrier looks a little more closely at the mailbox. Is the flag up or
down? If it's down, I can just drive by, but if the flag is up I must stop and pick up
the outgoing mail.

A flag is just a single bit of information, but by interpreting and responding to
the state of flags, even a simple program can respond to many changing conditions.
If your computer has 8,000 bytes of programmable memory, that means it has
64,000 bits of memory. Conceivably, you could use most of those bits as flags,
perhaps simulating the patterns of outgoing mail in a community of more than
50,000 households.

But you didn’t buy a computer to play post office. And you know enough now
to follow the programs presented in the following chapters. These programs will in-



clude examples of all the instructions and programming techniques presented in this
very fast course in assembly-language programming. The programs in the following
chapters will also give you some tools to use in developing your own programs.

(Incidentally, there is one 6502 instruction which doesn’t do anything at all. The
instruction NOP performs NO operation. Why would you want to perform no
operation? Occasionally, it's handy to replace an unwanted instruction with a dum-
my instruction. When you want to disable some code, simply replace the unwanted
code with NOP’s. A NOP is represented in memory by $EA.)
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Chapter 5:

Screen Utilities

Now let’s consider how to display something on the video screen. On the
Commodore 64 and VIC-20 computers, the video-display circuitry scans a particu-
lar bank of memory, called the display memory. Every address in the display mem-
ory represents, or is mapped to, a different screen location (hence the term
memory-mapped display). For each character in the display memory, the display
circuitry puts a particular image, or graphic, on the screen (hence the term charac-
ter graphics). To display a character in a given screen location, you need only store
that character in the one address within a display memory that corresponds to the
desired screen location.

To know which address corresponds to a given screen location you must con-
sult a display-memory map. Appendices B1 and B2 describe how display memory
is mapped on the Commodore 64 and VIC-20 computers. Note that two different
systems may have two different addresses for the same screen location. Also note
how burdensome it can be to look up the addresses of even a few screen locations
just to display a few characters on the video screen.

Rather than address the screen in an absolute manner, we’d like to be able to do
so indirectly. Ideally, we'd like a software-controlled “hand” that we can move
about the screen. Then we could pick up the character under the hand, or place a
new character under the hand, without being concerned with the absolute address of
the screen location under the hand at the moment. Such a hand can be implemented
quite easily as a zero-page pointer.



Pointers

A pointer is just a pair of contiguous bytes in memory. Since 1 byte contains 8
bits, a pointer contains 16 bits, which means a pointer can specify any one of more
than 65,000 (specifically: 21¢) different addresses.

A pointer can specify, or point to, only one address at a time. The low byte of a
pointer contains the 8 LSB (least-significant bits) of the address it specifies, and the
high byte of the pointer contains the 8 MSB (most-significant bits) of the address it
specifies.

Let's say we want a pointer at location $1000. We must allocate 2 bytes for the
pointer, which means it will occupy- the bytes at $1000 and $1001. $1000 will hold
the low byte, and $1001 will hold the high byte. If we want this pointer to specify
address $ABCD, then we may set it as follows:

POINTR = $1000 This assembler directive equates the label
POINTR with the value $1000. (It's POINTR
and not POINTER only because the assembler
used in preparing this book chokes on labels
longer than six characters — a common, if
arbitrary, limitation.)

LDA #$CD A9 CD Set the
STA POINTR 8D 00 10 low byte.
LDA #$AB A9 AB Set the

STA POINTR+1 8D 01 10 high byte.

Now POINTR points to $ABCD.

Although a pointer may be anywhere in memory, it becomes especially power-
ful when it's in the zero page (the address space from 0000 to $00FF). The 6502’ in-
direct addressing modes allow a zero-page pointer to specify the address on which
certain operations may be performed. A zero-page pointer must be located in the
zero page, but it may point to any location in memory. For example, a zero-page
pointer may be used to specify the address in which data will be loaded or stored.
Since display memory looks like any other random-access memory to the processor,
we may implement our television hand as a zero-page pointer.

TV.PTR

We want a zero-page pointer that can point to particular screen locations. Let's
call it TV.POINTER, or TV.PTR for short. Whenever we examine or modify the
screen, we'll do it through the TV.PTR.
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~ Because the Commodore 64 and VIC-20 don't use zero page bytes $00FB-
$0OFE, we'll use $00FB and $00FC for TV.PTR. We can do that with the following

assembler directive:

TV.PTR = $FB

TV.PUT

The TV.PTR always specifies the current location on the screen. Thus, to
display a graphic at the current location on the screen, we need only load the ac-
cumulator with the 8-bit code for that graphic and then execute the following two
lines of code:

LDY #0 A0 00
STA (TV.PTR),Y 91 FB

The two lines of above code are sufficient to display a given graphic in the cur-
rent screen location. But what if you want to display a given character in the current
screen location? The ASCII code for a character is not necessarily the samie as your
system’s display code for that character’s graphic. To display an “A” in the current
screen location, we cannot simply load the accumulator with an ASCII “A” (which
is $41) and then execute the two lines of above code, because the graphic “A” has a
different display code on your system. Instead of displaying an “A,” we would dis-
play something else. Perhaps to make life difficult for assembly-language program-
mers, the Commodore computers do not provide a one-to-one correspondence
between any character’s ASCII code and that character’s graphic code.

How then can we display a given ASCII character in the current screen loca-
tion? We can do it by assuming that there exists a subroutine called FIXCHR, which
will “fix” any given ASCII code, by translating it to its corresponding graphic or
display code. FIXCHR will be different for each system, so we won't go into its
details here (see the appendix pertaining to your computer for a description and
listing of FIXCHR for your system). At this point we will assume only that FIXCHR
exists, and that if we call it with an ASCII character in the accumulator, it will return
with the corresponding display code in the accumulator.

We already know how to display a given graphic in the current screen location.
With FIXCHR we now know how to display any given ASCII character in the cur-
rent screen location. And since displaying any given ASCII character in the current
screen location is something we're likely to do more than once, let's make it a
subroutine. We'll call that subroutine TV.PUT since it will let us put a given ASCII



character up on the TV screen:

TV.PUT JSR FIXCHR Convert ASCII character to your
system'’s display code for that character.
LDY #0 Put that graphic in the
STA (TV.PTR), Y current screen location.
RTS Return to caller.

The Screen Location

However, these examples of modifying and examining screen locations through
the TV.PTR will work only if the TV.PTR is actually pointing at a screen location.
Therefore, before executing code such as the examples given above, we must be sure
the TV.PTR points to a screen location.

There are several ways to do this. If you want to write code that will run on
only one machine (or on several machines whose display memory is mapped the
same way), then you can use the immediate mode to set the TV.PTR to a given
address on the screen. Let's say you want to set the TV.PTR to point to the third col-
umn of the fourth row (counting right and down from an origin in the upper-left cor-
ner). If you have VIC-20 with 8 K of expansion RAM, then you can consult your
system’s documentation and determine that address $1044 in display memory cor-
responds to your desired screen location. $10 is the high byte of this screen loca-
tion; $44 is the low byte of this screen location. Thus, you can set TV.PTR with the
following lines of code:

LDA #$44 A9 44  Set
STA TV.PTR 85 FB low byte.
LDA #$10 A9 10 Set

STA TV.PTR+1 85 FC high byte.

This code is fast and relocatable. But it's not very convenient to have to look up
a display address every time we write code that displays something on the screen. It
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would be much more convenient if we could address the screen as a series of X and Y
coordinates. Why not have a subroutine that sets the TV.PTR for us, provided we
supply it with the desired X and Y coordinates?

TVTOXY

TVTOXY is a subroutine that sets the value of the TV.PTR to the display ad-
dress whose X and Y coordinates are given by the X and Y registers. (Note that we
count the columns and rows from zero.) To make the TV.PTR point to the third col-
umn from the left in the fifth row from the top, a calling program need only include
the following code:

LDY #2 The leftmost column is column zero, so the third column is
column two.

LDY #4 The topmost row is row zero, so the fifth row is row four.

JSR TVTOXY Set TV.PTR to screen location whose X and Y coordinates are

given by the X and Y registers.

How will TVTOXY work? We could have TVTOXY do just what we were
doing: look up the desired address in a table. A computer can look up data in a table
very quickly, but the speed may not be worth it if the table requires a lot of memory.
If we don't mind waiting a little longer for TVTOXY to do its job, we can have
TVTOXY calculate the desired value of TV.PTR, rather than look it up in a table.
But how can you calculate the address of a given X and Y location on the screen?

You can't do it without data. But you don't need a large amount of data to
determine the address of a given X,Y location in screen memory; you need only have
access to the following facts:

HOME The address of the character in the upper-left corner of the
screen (ie: the lowest address in screen memory).
ROWINC ROW INCrement: the address difference from one row to the

next.



Knowing the values of HOME and ROWINC for a given system, you can
calculate the address corresponding to any X,Y location:

HOME Address of character in upper-left corner
+ X Register + X coordinate
+ (Y Register) X ROWINC + (Y coordinate) X ROWINC

TV.PTR Address of screen location at column X, row Y.

Run through this calculation for several screen locations and compare the
results with the addresses you look up in the display-memory map for your system.
(Remember that we count columns and rows from zero, not from one.) Now if
TVTOXY can run through this calculation for us, we'll never have to look at a
display-memory map again; we can write all our display code in terms of cartesian

coordinates.
But we shouldn’t be satisfied with TVTOXY if it only runs through the above

calculation. After all, what happens if TVTOXY is called and the Y register holds a
very large number? If the Y register is greater than the number of rows on the screen,
then the above calculation will set the TV.PTR to an address outside of display
memory. We don’t want that. Maybe a calling program will have a bug and call
TVTOXY with an illegal value in X or in Y. If TVTOXY doesn't catch the error, the
calling program may end up storing characters in memory that is not display
memory. It might end up over-writing part of itself, which would almost certainly
invite long and arduous debugging.

I hate debugging. I know I'm going to make mistakes, but I'd like my software
to catch at least some bugs before they run amuck. So let’s have TVTOXY check the
legality of X and Y before blindly calculating the value of TV.PTR.

How can TVTOXY check the legality of X and Y? How big can X or Y get
before it's too big? We need some more data:

TVCOLS The number of columns on the display screen, counting
from zero.

TVROWS The number of rows on the display screen, counting from
zero.

Now TVTOXY requires the following four facts about the host computer:
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HOME
ROWINC
TVROWS
TVCOLS

If we store these facts about the host system in a particular block of memory,
then TVTOXY need only consult that block of memory to learn all it needs to know
about the screen. TVTOXY can then work as follows:

TVTOXY
TVTOXY SEC Is X out of range?
CPX TVCOLS
BCC X.OK If not, leave it alone.
If X is out of range, give
LDX TVCOLS it its maximum legal value.
Now X is legal.
X.0OK SEC Is Y out of range?
CPY TVROWS
BCC Y.OK If not, leave it alone.

If Y is out of range, give
LDY TVROWS it its maximum legal value.
Now Y is legal.

Y.OK LDA HOME Set TV.PTR = HOME.
STA TV.PTR ’
LDA HOME+1
STA TV.PTR+1

TXA Add X to TV.PTR.
CLC

ADC TV.PTR

BCC COLSET

INC TV.PTR+1

CLC

COLSET CPY #0 Add Y*ROWINC to TV.PTR.
BEQ EXIT

LOOP CLC
ADC ROWINC
BCC NEXT
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INC TV.PTR+1

NEXT DEY ,
BNE LOOP
EXIT STA TV.PTR
RTS Return to caller.

TVDOWN, TVSKIP, TVPLUS

Using TVTOXY, we can set TV.PTR to a screen location with any desired X,Y
coordinates. But it would also be convenient to be able to modify TV.PTR reldtive
to its current value. For example, after placing a character on the screen, we might
want to make TV.PTR point to the next screen location to the right, or perhaps to
the screen location directly below the current screen location. We might even want
to make TV.PTR skip over several screen locations to make it point to “the nth
screen location from here,” where “here” is the current screen location. For these oc-
casions, the subroutines TVDOWN, TVSKIP, and TVPLUS come in handy.

TVDOWN, TVSKIP, TVPLUS
TVDOWN LDA ROWINC ~ Move TV.PTR down by one row.
CLC .
BCC TVPLUS Unconditionally branch.
TVSKIP LDA #1 Skip one screen location by increiﬂent-
ing TV.PTR.
TVPLUS CLC Add the contents of the accumulator
ADC TV.PTR to the two zero-page bytes
BCC NEXT comprising the TV.PTR.
INC TV.PTR+1
NEXT STA TV.PTR
RTS Return to caller.

- Note that the routines TVDOWN and TVSKIP make use of the routine
TVPLUS, which assumes that the accumulator has been set to the number of loca-
tions to be skipped. For TVDOWN and TVSKIP, the accumulator is set to
ROWINC and 1, respectively. :

Right now TVPLUS might not seem long enough to be worth making into a
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subroutine. Any program that calls TVPLUS could perform the addition itself, at a
cost of only a few bytes, and at a saving of several machine cycles in the process.
However, we may make TVPLUS more sophisticated later on.

For example, we could enhance TVPLUS so it performs error checking auto-
matically, to ensure that TV.PTR will never point to an address outside of screen
memory. Such error checking would be very burdensome for every calling program
to perform, but if and when we insert it into TVPLUS, every caller will auto-
matically get the benefit of that modification.

VUCHAR

With TV.PUT we can display an ASCII character in the current screen location,
and with TVSKIP we can advance to the next screen location. So why not combine
the two, creating a subroutine that displays in the current screen location the graphic
for a given ASCII character, and then automatically advances TV.PTR so it points
to the next screen location? This would make it easy for a calling program to display
a string of characters in successive screen positions. Since this subroutine will let the
user view a character, let’s call it VUCHAR:

- VUCHAR JSR TV.PUT Display, in the current screen location,

the graphic for the character whose

ASCII code is in the accumulator.
JSR TVSKIP Advance to the next screen location.
RTS

We could even squeeze VUCHAR into the code presented above for
TVDOWN, TVSKIP, and TVPLUS, by inserting one new line of source code im-
mediately above TVSKIP. (See Appendix C1, the assembler listing for the Screen
Utilities, which also includes some error checking within TVPLUS.)

VUBYTE

With the screen utilities presented thus far, we can display a character on the
screen in the current location, but we don't have a utility to display a byte in hexa-
decimal representation. Let’s make one.

We'll call this utility VUBYTE, since it will let the user view a given byte. With
VUBYTE, a calling program must take only three steps to display a byte in hexa-
decimal representation anywhere on the screen:



1) Set a zero-page pointer (TV.PTR) to point to the screen location where the
byte should be displayed; 2) load the accumulator with the byte to be displayed; and

then 3) call VUBYTE.

Figure 5.1 shows how VUBYTE will work.

START

WHAT HEXADECIMAL DIGIT
CORRESPONDS TO THE
HIGH FOUR BITS

OF THE BYTE?

DETERMINE THE ASCI|
CHARACTER FOR THAT
HEXADECIMAL DIGIT

PLACE THAT ASCII
CHARACTER ON
SCREEN AT THE
CURRENT LOCATION

WHAT HEXADECIMAL DIGIT
CORRESPONDS TO THE LOW
FOUR BITS OF THE BYTE?

DETERMINE THE ASCII
CHARACTER FOR THAT
HEXADECIMAL DIGIT

PLACE THAT AsClI
CHARACTER IN NEXT
SCREEN LOCATION

|

SET TV. PTR TO POINT TO
NEXT SCREEN LOCATION

RETURN

Figure 5.1: Flowchart of the routine VUBYTE, which displayé a byte in hexadecimal represen-

tation on the video screen.
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VUBYTE will display the given byte as two ASCII characters in the current
position on the screen, and when VUBYTE returns, TV.PTR will be pointing to the
screen location 1mmed1ately following the two screen locations occupied by the dis-
played characters.

VUBYTE need only determine the ASCII character for the hexadecimal value of
the 4 MSB (most-significant bits), store that ASCII character in the screen locatlon
pomted to by TV.PTR, then display the ASCII character for the hexadecimal value
of the accumulator’s 4 LSB (least-significant bits) in the next screen location. See
figure 5.1 for a flowchart outlining this.

VUBYTE seems to be asking for a utility subroutine to return the ASCII char-
acter for a given 4-bit value. Let’s call this subroutine ASCII. ASCII will return the
ASCII character for the hexadecimal value represented by the 4 least—sxgmfxcant bits
in the accumulator. It will ignore the 4 most-significant bits in the accumulator.

If we assume that ASCII exists, then we can write VUBYTE:

VUBYTE
VUBYTE PHA Save accumulator.
LSR A Move 4 MSB
LSR A into positions
LSR A occupied by
LSR A 4 LSB.
JSR ASCII Determine ASCII for accumulator’s 4

LSB (which were its 4 MSB).

JSR VUCHAR Display the ASCII character in the cur-
rent screen location and advance to next
screen location.

PLA Restore original value of accumulator.

JSR ASCII Determine ASCII for accumulator’s 4
LSB (which were its 4 LSB).

JSR VUCHAR Display this ASCII character just to the
right of the other ASCII character and

advance to next screen location.

RTS Return to caller.



Of course, ASCII doesn't exist yet. So let’s write it, and then VUBYTE should
be complete.

ASCll
ASCII AND #$0F Clear the 4 MSB in accumulator.
CMP #$0A Is accumulator greater than 97
BMI DECIML
ADC #6 If so, it must be A thru F. Add $36 to
accumulator to convert it to correspond-
ing ASCII character. (We'll add $36 by
adding $6 and then adding $30.)
DECIML ADC #%$30 If accumulator is O thru 9, add $30 to it
to convert it to corresponding ASCII
character.
RTS Return to caller, bearing the ASCII char-

acter corresponding to the hexadecimal
value initially in the 4 LSB of the ac-
cumulator.

TVHOME, CENTER

Now we can display a character or a byte at the current screen location, and we
can set the current screen location to any given X,Y coordinates or modify it relative
to its current value. It would also be handy if we could set the TV.PTR to certain
fixed locations: locations that more than one calling program might need as points
or origin. For example, a calling program might need to set the TV.PTR to the
HOME location (position 0,0), or to the CENTER of the screen:

TVHOME, CENTER

TVHOME LDX #0 Set TV.PTR to the leftmost column
LDY #0 of the top row
JSR TVTOXY of the screen.
RTS Then return to caller.
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CENTER LDA TVROWS Load A with total rows.
LSR A Divide it by two.
TAY Y now holds the number of the central
row on the screen.

LDA TVCOLS Load A with total columns.
LSR A Divide it by two.
TAX X now holds the number of the central

column on the screen.

Now X and Y registers hold X, Y coor-
dinates of center of screen.

JSR TVTOXY Set the TV.PTR to X,Y coordinates.

RTS Return to caller.

TVPUSH, TV.POP

The screen utilities presented thus far enable us to set or modify the current
position on the screen. We might also want to save the current position on the screen
and then restore that position later. We can do this by pushing TV.PTR onto the
stack and then pulling it from the stack:

TVPUSH
TVPUSH PLA Pull return address from stack.

TAX Save it in X...
PLA
TAY ...andin Y.
LDA TV.PTR+1 Get TV.PTR
PHA and save
LDA TV.PTR it on
PHA the stack.
TYA Place return
PHA address back...
TXA
PHA ... on stack.

RTS Then return to caller.



TVPOP

TV.POP PLA Pull return address from stack.
TAX Save it in X...
PLA
TAY ...andinY.
PLA Restore...
STA TV.PTR ...TV.PTR
PLA ...from
STA TV.PTR+1 ...stack.
TYA Place return
PHA address back...
TXA
PHA ... on stack.
RTS Then return to caller.

Now a calling program can save its current screen position with one line of
source code: “JSR TVPUSH.” That calling program can then modify TV.PTR and
later restore it to its saved value with one line of source code: “JSR TV.POP.”

CLEAR SCREEN

Now that we can set TV.PTR to any X,Y location on the screen, and display
any byte or character in the current location, let’s write some code to clear all or part
of the screen. One subroutine, CLR.TV, will clear all of the video screen for us while
preserving the zero page. A second routine, CLR.XY, will start from the current
screen location and clear a rectangle, whose X,Y dimensions are given by the X,Y
registers. Thus, a calling program can call CLR.TV to clear the whole screen; or a
calling program can clear any rectangular portion of the screen, leaving the rest of
the screen unchanged, just by making TV.PTR point to the upper left-hand corner of
the rectangle to be cleared, and then calling CLR.XY with the X and Y registers
holding, respectively, the width and height of the rectangle to be cleared.

CLR.TV JSR TVPUSH Save the zero-page bytes that will be
changed.
JSR TVHOME Set the screen location to upper-left cor-

ner of the screen.

SCREEN UTILITIES 57



58

LDX TVCOLS
LDY TVROWS
JSR CLR.XY

JSR TV.POP

RTS

CLR.XY STX COLS

TYA
TAX

CLRROW  LDA BLANK
LDY COLS
CLRPOS  STA (TV.PTR),Y
DEY
BPL CLRPOS
JSR TVDOWN
DEX
BPL CLRROW

RTS
COLS .BYTE 0

Load X,Y registers with

X,Y dimensions of the screen.

Clear X columns, Y rows from current
screen location.

Restore zero-page bytes that were
changed.

Return to caller, with screen clear and
with zero page preserved.

Set the number of columns to be
cleared.

Now X holds the number of rows to be
cleared.

Load accumulator with your system’s
graphic code for a blank.

Load Y with number of columns to be
cleared.

Clear a position by writing a blank into
it.

Adjust index for next position in the
row.

If not done with row, clear next posi-
tion...

If done with row, move current screen
location down by one row.

Done last row yet?

If not, clear next row...

If so, return to caller.

Variable: holds number of columns to
be cleared.

There are many more screen utilities you could develop, but the utilities pre-
sented in this chapter are a good basic set. Now programs can call the following
subroutines to perform the following functions:

ASCII: Return ASCII character for 4 LSB in A.

CENTER: Set current screen position to center of screen.

CLR.TV: Clear the entire video display, preserving TV.PTR.

CLR.XY: Clear a rectangle of the screen, with X,Y dimensions specified

by the X,Y registers.

TVDOWN: Move current screen position down by one row.



TVHOME: Set current screen position to the upper-left corner of the

. screen,

TVPLUS: Add A to TV.PTR.

TV.POP: Restore previously saved screen position from stack.

TVPUSH: Save current screen location on stack.

TV.PUT: Display ASCII character in A at current screen location.

TVSKIP: Advance to next screen location.

TVTOXY: Set current screen position to X,Y coordinates given by X,Y
registers.

VUBYTE: Display A, in hexadecimal form, at current screen location.
Advance current screen location past the displayed byte.

VUCHAR: Display A as an ASCII character in current screen location;

then advance to next screen location.

With these screen utilities, a calling program can drive the screen display with-
out ever dealing directly with screen memory or even with the zero page. The calling
program need not concern itself with anything other than the current position on the
screen, which can be dealt with as a concept, rather than as a particular address
hard-wired into the code. ‘
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Chapter 6:
The Visible Monitor

Hand Assembling Object Code

An assembler is a wonderful software tool, but what if you don't have one? Is it
possible to write 6502 code without an assembler?

You bet!

Not only is it possible to write machine code by hand, but all of the software in
this book was originally assembled and entered into the computer by hand. In fact,
hand assembled my code long after I had purchased a cassette-based assembler,
because I could hand assemble a small subroutine faster than I could load in the en-
tire assembler.

Hand assembling code imposes a certain discipline on the programmer. Because
branch addresses must be calculated by counting forward or backward in hexa-
decimal, I tried to keep my subroutines very small. (How far can you count back-
ward in hexadecimal?) I wrote programs as many nested subroutines, which I could
assemble and test individually, rather than as monolithic, in-line code. This is a
good policy even for programmers who have access to an assembler, but it is essen-
tial for any programmer who must hand assemble code.

Yet once you've written a program consisting of machine-language instructions,
how can you enter it into memory? You can read your program on paper, but how
can you present it to the 65027

A program called a machine-language monitor allows you to examine and
modify memory. It also allows you to execute a program stored in memory. The
Commodore 64 and VIC-20 do not feature a built-in (ROM) machine language
monitor. Very good monitors are available on plug-in cartridges and disks, but
these can cost $40 or more. So before you run out and buy a full-featured machine
language monitor, let’s take a look at a very simple monitor.



We'll look at a monitor stored in ROM on the Ohio Scientific (OSI) Challenger
I-P. It is presented here only for purposes of illustration, since it is not available for
Commodore computers.

A Minimal Machine-Language Monitor

You can invoke the OSI ROM monitor quite easily by pressing the BREAK key
and then the “M" key. The monitor clears the video screen and presents the display
shown in figure 6.1.

0000 AS

Figure 6.1: Ohio Scientific ROM (read-only memory) monitor display.

The display consists of two fields of hexadecimal characters: an address field
and a data field. Figure 6.1 indicates that $A9 is the current value of address $0000.

The OSI ROM monitor has two modes: address mode and data mode. When
the monitor is in address mode, you can display the contents of any address simply
by typing the address on the keyboard. Each new hexadecimal character will roll in-
to the address field from the right. To display address $FEOD, you simply type the
keys F, E, 0, and then D.

To change the contents of an address, you must enter the data mode. When the
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OSI ROM monitor is in the data mode, hexadecimal characters from the keyboard
will roll into the data field on the screen. For your convenience, when the monitor is
in the data mode you can step forward through memory (ie: increment the dlsplayed
address) by depresssing the RETURN key. Unfortunately, this convenience is not
available in address mode, and neither mode allows you to step backward through
memory (ie: to decrement the address field).

Beware: the OSI ROM monitor can mislead you. If the monitor is in the data
mode and you type a hexadecimal character on the keyboard, that character will roll
into the data field on the screen. Presumably that hexadecimal character also rolls
into the memory location displayed on the screen. Yet, this might not be the case. In
fact, the OSI ROM monitor displays the data you intended to store in an address,
rather than the actual contents of that address. If you try to store data in a read-only
memory address, for example, the OSI ROM monitor will confirm that you've
stored the intended data in the displayed address, yet if you actually inspect that ad-
dress (by entering address mode and typing in the address), you'll see that you
changed nothing. This makes sense — you can’t write to read-only memory. But the
OSI ROM monitor leads you to think that you can.

The OSI ROM monitor can be confusing in other ways. For example, the dis-
play does not tell you whether you're in data mode or address mode; you've got to
remember at all times which mode you last told the monitor to use. Furthermore, to
escape from address mode you must use one key, while to escape from data mode
you must use another key. Therefore you must always remember two escape codes
as well as the current mode of the monitor.

Furthermore, the OSI ROM monitor does not make it very easy for you to enter
ASCII data into memory. To enter an ASCII message into memory, you must con-
sult an ASCII table (such as Appendix A2 in this book), look up the hexadecimal re-
presentation of each character in your message, and then enter each of those ASCII
characters via two hexadecimal keystrokes. Then, once you've got an ASCII
message in memory, the OSI ROM monitor won't let you read it as English text;
you'll have to view that message as a series of bytes in hexadecimal format, and then
look up, again in Appendix A2 or its equivalent, the ASCII characters defined by
those bytes. That won't encourage you to include a lot of messages in your soft-
ware — even though meaningful prompts and error messages can make your soft-
ware much easier to maintain and use.

Finally, it is worth examining the way the OSI ROM monitor executes pro-
grams in memory. When you type “G” on the Ohio Scientific Challenger I-P, the
OSI ROM monitor executes a JMP (unconditional jump) to the displayed address.
That transfers control to the code selected, but it does so in such a way that the code
must end with another unconditional jump if control is to return to the OSI ROM
monitor. This forces you to write programs that end with a JMP, rather than

subroutines that end with an RTS.

Programs that end with a JMP are not used easily as building blocks for other
programs, whereas subroutines are incorporated quite easily into software struc-
tures of ever-greater power. So wouldn't it be nice if a machine-language monitor



executed a JSR to the displayed address? This would call the displayed address as a
subroutine, encouraging users to write software as subroutines, rather than as code
that jumps from place to place. Such a monitor might actually encourage good pro-
gramming habits, inviting the user to program in a structured manner, rather than
daring the user to do so. In this chapter we'll develop such a monitor.

Objectives

If you've spent any time using a minimal machine-language monitor, you've
probably thought of some ways to improve it. Based on my own experience, I knew
that I wanted a monitor to be:

1) Accurate
The data field should display the actual contents of the displayed address, not
the intended contents of that address.

2) Convenient

It should be possible to step forward or backward through memory, in any
mode. It should also be possible to enter ASCII characters into memory directly
from the keyboard, without having to look up their hexadecimal representations
first, and it should be possible to display such characters as ASCII characters, rather
than as bytes presented as pairs of hexadecimal digits.

3) Encourage Structured Programming

The monitor should call the displayed address as a subroutine, rather than jump
to the displayed address. This will encourage the user to write subroutines, rather
than monolithic programs that jump from place to place.

4) Simplify Debugging

The monitor should load the 6502 registers with user-defined data before calling
the displayed address. Thus a user can initially test a subroutine with different
values in the registers. Then, when the called subroutine returns, the monitor should
display the new contents of the 6502 registers. Thus, by seeing how it changes or
preserves the values of the 6502 registers, the user could judge the performance of
the subroutine.

Because my objective was to make the 6502 registers visible to the user by dis-
playing the 6502 registers before and after any subroutine call, I've chosen to call
this monitor the Visible Monitor. Figure 6.2 shows its display format.
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FIELD O 1 2 3 4 5 6

1135 4A J 00 00 00 00

Figure 6.2: Visible Monitor Display with fields numbered.

VISIBLE MONITOR DISPLAY

The Visible Monitor Display

Notice that the display in figure 6.2 has seven fields, not two as in the OSI ROM
monitor display. The first two fields (fields 0 and 1) are the same as the two fields in
the OSI ROM monitor — that is, they display an address and a hexadecimal
representation of the contents of that address. Field 2 is a graphic representation of
the contents of the displayed address. If that address holds an ASCII character, then
the graphic will be the letter, number, or punctuation mark specified by the byte.
Otherwise, that graphic will probably be a special graphic character from your com-
puter’s nonstandard (ie: nonASCII) character set.

Fields 3 thru 6 represent four of the 6502 registers: A (the Accumulator), X (the
X Register), Y (the Y Register), and P (the Processor Status Register). When you type



G to execute a program, the 6502 registers will be loaded with the displayed values
before the program is called; when control returns to the monitor, the contents of
the 6502 registers at that time will be displayed on the screen.

In addition to the seven fields mentioned above, the Visible Monitor’s display
includes an arrow pointing up at one of the fields. In order to modify a field, you
must make the arrow point to that field. To move the arrow from one field to
another, I've chosen to use the RIGHT-ARROW and LEFT-ARROW keys. Touch-
ing the RIGHT-ARROW key will move the arrow one field to the right, and de-
pressing the LEFT-ARROW key will move the arrow one field to the left. (Note
that the RIGHT-ARROW and LEFT-ARROW keys are both on the same physical
key. Press that key without shifting to move to the right; press it while holding
down the SHIFT key to move to the left.)

I've chosen to use the space bar to step forward through memory and the return
key to step backward through memory, but you may choose other keys if you prefer
(eg: the “+" and “—" keys). The space bar seems reasonable to me for stepping for-
ward through memory, because on a typewriter I press the space bar to bring the
next character into view; RETURN seems reasonable for stepping backward through
memory because RETURN is almost synonymous with “back up,” and that’s what I
want it for: to back up through memory. With such a display and key functions, we
ought to have a very handy monitor,

Data

Before we develop the structure and code of the Visible Monitor, let's decide
what variables and pointers it must have.

The Visible Monitor must have some way of knowing what address to display
in field 0. It can do this by maintaining a pointer to the currently selected address.
Because it will specify the currently selected address, let’s call this pointer SELECT.
Then, when the user presses the spacebar, the Visible Monitor need only increment
the SELECT pointer. When the user presses RETURN, the Visible Monitor need only
decrement the SELECT pointer. That will enable the user to step forward and back-
ward through memory.

The user will also want to modify the 6502 register images. Since there are four
register images shown in figure 6.2, let’s have 4 bytes, one for each register image. If
we keep them in contiguous memory, we can refer to the block of register images as
REGISTERS, or simply as REGS (since REGISTERS is longer than six characters, the
maximum label length acceptable to the assembler used in the preparation of this
book).

Finally, the Visible Monitor must keep track of the current field. Since there can
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only be one current field at a time, we can have a variable called FIELD, whose value
tells us the number of the current field. Then, when the user wants to select the next
field, the Visible Monitor need only increment FIELD, and when the user wants to
move the arrow to the previous field, the Visible Monitor need only decrement
FIELD. If FIELD gets out of bounds (any value that is not 0 thru 6), then the Visible
Monitor should assign an appropriate value to FIELD. The following code declares
these variables in the form acceptable to an OSI 6500 Assembler:

Variables
SELECT .WORD 0 This points to the currently selected
byte.
REG.A .BYTE 0 REG.A holds the image of Register A
(the Accumulator).
REG.X .BYTE 0 REG.X holds the image of Register X.
REG.Y .BYTE 0 REG.Y holds the image of Register Y.
REG.P .BYTE 0 REG.P holds the image of the Processor
Status Register.
FIELD .BYTE 0 FIELD holds the number of the current
field.
REGS = REG.A
Structure

I want to keep the Visible Monitor highly modular, so it can be easily extended
and modified. I have therefore chosen to develop the Visible Monitor according to
the structure shown in figure 6.3. Clearly, the Visible Monitor loops. It places the
monitor display on the screen. It then updates the information in that display by get-
ting a keystroke from the user and performing an action based on that keystroke. It
does this over and over.

!

DISPLAY

UPDATE

Figure 6.3: A simple structure for interactive display programs.




With this flowchart as a guide, we can now write the source code for the top
level of the Visible Monitor:

VISMON
VISMON PHP Save caller’s status flags.
LOOP JSR DSPLAY Put monitor display on screen.
JSR UPDATE Get user request and handle it.
CLC
BCC LOOP Loop back to display...

This is only the top level of the Visible Monitor; it won't work without two sub-
routines: DSPLAY and UPDATE. So it looks as if we've traded the task of writing
one subroutine for the task of writing two. But by structuring the monitor in this
way, we make the monitor much easier to develop, document, and debug.

Which subroutine should we write first? Let’s start with the DSPLAY module,
since the display is visible to the user, and the Visible Monitor must meet the user’s
needs. Once we know how to drive the display, we can write the UPDATE routine.

Monitor Display

Figure 6.2 shows the display we want to present on the video screen. As you can
see, this display consists of three lines of characters: the label line, the data line, and
the arrow line. The label line labels four of the fields in the data line, using the char-
acters A, X, Y, and P. The data line displays an address, the contents of that address
(both in hexadecimal representation and in the form of a graphic), and then displays
the values of the four registers in the 6502. Underneath the data line, the arrow line
provides one arrow pointing up at one of the fields in the data line.

Since the display is defined totally in terms of the label line, the data line, and
the arrow line, we are ready now to diagram the top level of monitor display. See
figure 6.4.

With the flowchart in figure 6.4 as a guide, we can now write source code for
the top level of the DSPLAY subroutine:
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START

CLEAR PORTION
OF SCREEN

DISPLAY LABEL LINE

DISPLAY DATA LINE

DISPLAY ARROW LINE

RETURN

Figure 6.4: Routine to display the monitor information.

DSPLAY
DSPLAY JSR CLRMON Clear monitor’s portion of screen.
JSR LINE.1 Display the Label Line.
JSR LINE.2 Display the Data Line.
JSR LINE.3 Display the Arrow Line.
RTS Return to caller.

Now instead of one subroutine (DSPLAY), it looks as if we must write four sub-
routines: CLRMON, LINE.1, LINE.2, and LINE.3. But as the subroutines grow in
number, they shrink in difficulty. '

Before we put up any of the monitor’s display, let’s clear that portion of the
screen used by the monitor’s display. Then we can be sure we won't have any gar-
bage cluttering up the monitor display.

Since we already have a utility to clear X columns and Y rows from the current
location on the screen, CLRMON can just set TV.PTR to the upper-left corner of the
screen, load X and Y with appropriate values, and then call CLR.XY. Here's source
code:



CLRMON

Display Label Line

LDX #2

LDY #2

JSR TVTOXY
LDX TVCOLS
LDY #3

JSR CLR.XY
RTS

Set TV.PTR to column 2, row 2 of
screen.

We'll clear the full width of the
screen for 3 rows.

Here we clear them.

Return to caller.

The subroutine LINE.1 must put the label line onto the screen. We'll store the
character string “A X Y P somewhere in memory, at a location we may refer to as
LABELS. Then LINE.1 need only copy 10 bytes from LABELS to the appropriate
location on the screen. That will display the LABEL line for us:

LINE.1

LBLOOP

LABELS

LBLCOL

Display Data Line

LDX #11
LDY #0
JSR TVTOXY

LDY #0

STY LBLCOL
LDA LABELS,Y
JSR VUCHAR
INC LBLCOL
LDY LBLCOL
CPY #10

BNE LBLOOP
RTS
BYTE'A X'
BYTE Y P’
BYTE 0

LINE.I

X-coordinate of Label “A".
Y-coordinate of Label “A”.
Place TV.PTR at coordinates given by
X,Y registers.

Put labels on the screen:
Initialize label column counter.
Get a character and

put its graphic on the screen.
Prepare for next character.
Use label column as an index.
Done last character?

If not, do next one.

Return to caller.

These are the characters

to be copied to the screen.
This is a counter.

Displaying the data line will be more difficult than displaying the label line, for
two reasons. First, the data to be displayed will change from time to time, whereas
the labels in the label line need never change. Second, most fields in the data line dis-
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play data in hexadecimal representation. To display 1 byte as two hexadecimal
digits requires more work than is needed to display 1 byte as one ASCII character.
However, we have a screen utility (VUBYTE) to do that work for us. In fact, we
have enough screen utilities to make even the display of seven fields of data quite
straightforward. Following, then, is the display data-line routine:

LINE.2

VUREGS

LDX #0
LDY #1
JSR TVTOXY

LDA SELECT+1
JSR VUBYTE
LDA SELECT
JSR VUBYTE
JSR TVSKIP

JSR GET.SL

PHA
JSR VUBYTE

JSR TVSKIP
PLA
JSR VUCHAR

JSR TVSKIP

LDX #0

LDA REGS,X
JSR VUBYTE
JSR TVSKIP
INX

CPX #4

BNE VUREGS
RTS

LINE.2

Load X register with X-coordinate for
start of data line.

Load Y register with Y-coordinate for
data line.

Set TV.PTR to point to the start of the
data line.

Display high byte of the

currently selected address.

Display low byte of the

currently selected address.

Skip one space after address field.
Look up value of the currently selected
byte.

Save it.

Display it, in hexadecimal format, in
field 1. _

Skip one space after field 1.

Restore value of currently selected byte.
Display that byte, in graphic

form, in field 2.

Skip one space after field 2.

Display 6502 register images in fields 4
thru 7:

Look up the register image.

Display it in hexadecimal format.

Skip one space after hexadecimal field.
Get ready for next register...

Done 4 registers yet?

If not, do next one...

If all registers displayed, return.



Get Currently Selected Byte

Note that the subroutine LINE.2, which puts up the second line of the Visible
Monitor’s display, does not itself “know” the value of the currently selected byte.
Rather, it calls a subroutine, GET.SL, which returns the contents of the address
pointed to by SELECT. That makes life easy for LINE.2, but how does GET.SL
work?

If SELECT were a zero-page pointer, GET.SL could be a very simple subroutine
and take advantage of the 6502's indirect addressing mode:

GET.SL LDY #0 Get the zeroth byte above
LDA (SELECT),Y the address pointed to by SELECT.
RTS Return to caller.

However, SELECT is not a zero-page pointer; it's up in page $32. And the 6502
doesn’t have an addressing mode that will let us load a register using any pointer not
in the zero page. So how can we see what's in the address pointed to by SELECT?

We can do it in two steps. First, we'll set a zero-page pointer equal in value to
the SELECT pointer, so it points to the same address; and then, since we already
know how to load the accumulator using a zero-page pointer, we'll load the ac-
cumulator using the zero-page pointer that now equals SELECT. Let's call that zero-
page pointer GETPTR, since it will allow us to get the selected byte. Using such a
strategy, GET.SL can look like this:

GET.SL LDA SELECT Set GETPTR equal to

STA GETPTR SELECT: first the low byte;

LDA SELECT +1 then the

STA GETPTR+1 high byte.

LDY #0 Get the zeroth byte above

LDA (GETPTR),Y the address pointed to by GETPTR.

RTS Return to caller, with A bearing the con-
tents of the address specified by
SELECT.

This second attempt at GET.SL will load the accumulator with the currently
selected byte, even when SELECT is not in the zero page. However, beware because
by setting GETPTR equal to SELECT, GET.SL changes the value of GETPTR. This
can be very dangerous. What, for example, if some other program were using
GETPTR for something? That other program would be sabotaged by GET.SL's ac-
tions. If we let GET.SL change the value of GETPTR, then we must make sure that
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no other program ever uses GETPTR.

Such policing is hard work — and almost impossible if you want your software
to run on a system in conjunction with software written by anyone else. Since [ want
the Visible Monitor to share your system’s ROM input/output routines, and since I
have no way of knowing what zero-page addresses those routines may use, I must
refrain from using any of those zero-page bytes myself. When I have to use zero-
page bytes — as now, so that GET.SL can use the 6502's indirect addressing mode —
I must restore any zero-page bytes I've changed.

Therefore, GET.SL must be a four-part subroutine, which will: 1) save
GETPTR; 2) set GETPTR equal to SELECT; 3) load the accumulator with the con-
tents of the address pointed to by GETPTR; and finally, 4) restore GETPTR to its
original value. This larger, slower, but infinitely safer version of GET.SL looks like

this:

GET.SL LDA GETPTR Save GETPTR
PHA on stack and
LDX GETPTR+1 in X register.
LDA SELECT Set GETPTR
STA GETPTR equal to
LDA SELECT +1 SELECT.
STA GETPTR+1
LDY #0 Get the contents of the

LDA (GETPTR),Y
TAY

byte pointed to by SELECT,
and save it in Y register.

PLA Restore GETPTR

STA GETPTR from stack

STX GETPTR+1 and from X register.

TYA Restore contents of current byte from
temporary storage in Y to A.

RTS Return with contents of currently

Display Arrow Line

selected byte in accumulator and with
the zero page preserved.

This routine displays an up-arrow directly underneath the current field:



LINE.3

LINE.3 LDY FIELD
SEC
CPY #7
BCC FLD.OK
LDY #0
STY FIELD
FLD.OK LDA  FIELDS,Y
TAX
LDY #2
JSR TVTOXY
LDA  ARROW
JSR VUCHAR
RTS
FIELDS .BYTE 3,6,8
.BYTE $0B,$0E
.BYTE $11,$14

Look up current field.
If it is out of bounds,
set it to

default field

(the address field).

Look up column number for current
field.

That will be the arrow’s
X-coordinate.

Set arrow’s Y-coordinate.

Make TV.PTR point to arrow
location.

Place an up-arrow in

that location.

Return to caller. ]

This data area shows which column
should get an up-arrow to indicate

any one of fields 0 thru 6. Changing one
of these values will cause the up-arrow
to appear in a different column when in-
dicating a given field.

Now that we have all the routines we need for the monitor display, let us look
at how they fit together to form a structure. Here is the hierarchy of subroutines in

DSPLAY:

MONITOR DISPLAY
DISPLAY LABEL LINE
DISPLAY DATA LINE
GET.SL
VUBYTE
ASCII
TVPLUS
TVSKIP
DISPLAY ARROW LINE
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When DSPLAY is called, it will clear the top four rows of the screen, display
labels, data, the arrow, and then return. How long do you think it will take to do all
this? The code may look cumbersome, but it executes in the blink of an eye!

Monitor Update

The UPDATE routine is the monitor subroutine that executes functions in
response to various keys. The basic key functions we want to implement are as
follows:

Key Function
RIGHT-ARROW Move arrow one field to the right.
LEFT-ARROW Move arrow one field to the left.
SPACEBAR Increment address being displayed.
(Step forward through memory.)
RETURN Decrement address being displayed.

(Step backward through memory.)
If the arrow is in fields 1, 3, 4, 5, or 6, then, for

keys 0 thru 9, A thru F Roll a hexadecimal character into the field pointed
to by the arrow.

If the arrow is under field 2 (the graphic field) then, for

All keys Enter the key’s character into field 2 (ie: enter the
key’s character into the displayed address).

Since the video display need not be refreshed (redisplayed within a given time)
by the processor, the UPDATE routine need not return within a given amount of
time. The UPDATE routine, therefore, can wait indefinitely for a new character
from the keyboard, and then take appropriate action.

We can diagram these functions as shown in figure 6.5. You add additional
functions to this routine by adding additional code to test the input character. You
then call the appropriate function subroutine which you write.



| Is MONITOR
| IN CHARACTER
MODE

APPROPRIATE |

Figure 6.5: Flowchart for the monitor-update routine.

GET A CHAR-
ACTER FROM
KEYBOARD

MOVE ARROW
BY ONE FIELD

MOVE ARROW
LEFT
BY ONE FIELD

DECREMENT
DISPLAYED
ADDRESS

CALL
DISPLAYED
ADDRESS

STORE
CHARACTER
IN DISPLAYED
ADDRESS

SAVE
CHARACTER
ON STACK

ROLL BINARY

EQUIVALENT OF
CHARACTER INTO
CURRENT FIELD

C:gRACTER A
STACK

POP CHARACTER
FROM STACK

N
0
~. 4’
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Get a Key

First we need a way to get a key from the keyboard. Of course, your system
has a read-only memory routine to perform this function. As you can see in
appendices B1 and B2, we have placed the address of that routine into a pointer
called ROMKEY located at address $3008. Once you have set the ROMKEY
pointer, you can get a key by calling a subroutine labeled GETKEY, which simply
transfers control to the ROM routine whose address you placed in ROMKEY:

GETKEY JMP (ROMKEY)

Now that we have a way to get a key from the keyboard, we should be able to
write source code for the monitor-update routine:

Update
UPDATE JSR GETKEY Get a character from the keyboard.
IF.GRTR CMP #$1D Is it the RIGHT-ARROW key?
BNE IF.LSR If not, perform text test.
NEXT.F INC FIELD If so, select the next field.
LDA FIELD If arrow was at the right-most field,
CMP #7 place it underneath the left-most
BNE EXIT.1 field.
LDA #0
STA FIELD
EXIT.1 RTS Then return.
IF.LSR CMP #$9D Is it the LEFT-ARROW key?
BNE IF.SP If not, perform next test.
PREV.F DEC FIELD If so, select previous field:
BPL EXIT.2 the field to the left of the
LDA #6 current field. If arrow was at
STA FIELD left-most field, place it under
right-most field.
EXIT.2 RTS Then return.
[F.SP CMP #SPACE Is it the space bar?
BNE IF.CR If not, perform next test.
INC.SL INC SELECT If so, step forward through
BNE EXIT.3 memory, by incrementing the
INC SELECT +1 pointer that specifies the displayed
address.
EXIT:3 RTS Then return
[F.CR CMP #CR [s it carriage return?
BNE IFCHAR If not, perform next test.



DEC.SL

NEXT.1

IFCHAR

PUT.SL

IF.GO

GO

LDA SELECT
BNE NEXT.1
DEC SELECT +1
DEC SELECT
RTS

LDX FIELD

CPX #2

BNE IF.GO

TAY

LDA TV.PTR
PHA
LDX TV.PTR+1

LDA SELECT
STA TV.PTR
LDA SELECT +1
STA TV.PTR+1
TYA

LDY #0

STA (TV.PTR),Y
STX TV.PTR+1
PLA

STA TV.PTR
RTS

CMP #G
BNE IF.HEX
LDY REG.Y
LDX REG.X
LDA REG.P
PHA

LDA REG.A
PLP

JSR CALLSL

PHP
STA REG.A
STX REG.X

If so, step backward through

memory by decrementing the

pointer that selects the

address to be displayed.

Then return.

Is arrow underneath the

character field (field 2)?

If not, perform next test.

Put the contents of A into the currently
selected address.

Use Y to hold the character we'll put in
the selected address.

Save zero-page pointer TV.PTR

on stack and in X before we

use it to put character in selected ad-
dress.

Set TV.PTR equal to SELECT,

so it points to the

currently selected

address.

Restore to A the character we'll put in
the selected address.

Store it in the

selected address.

Restore TV.PTR to

its original value.

Return to caller, with character origi-
nally in A now in the selected address
and with zero page unchanged.

Is it ‘G’ for GO?

If not, perform next test.

If so, load the 6502 registers
with their displayed images.

Call the subroutine at the selected ad-
dress.

When subroutine returns,

save register values in register
images.
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CALLSL

IF.HEX

ROLLIN

ADRFLD
LOOP.1

NOTADR

ROL.SL

78

STY REG.Y
PLA

STA REG.P
RTS

JMP (SELECT)

PHA
JSR BINARY

BMI OTHER

TAY
PLA

TYA

LDX FIELD
BNE NOTADR

LDX #3

CLC

ASL SELECT
ROL SELECT +1
DEX

BPL LOOP.1
TYA

ORA SELECT
STA SELECT
RTS

CPX #1

BNE REGFLD

AND #$0F
PHA

JSR GET.SL
ASL A

ASL A

ASL A

ASL A
AND #$F0
STA TEMP

Then return to caller.

Call the subroutine at the selected ad-
dress.

Save keyboard character.

If accumulator holds ASCII character
for 0 thru 9 or A thru F, BINARY
returns the binary representation of that
hexadecimal digit. Otherwise BINARY
returns with A = FF and the minus flag
set.

If accumulator did not hold a hexa-
decimal character, perform next test.

Roll A into a hexadecimal field.

Is arrow underneath the address field
(field 0)? If not, the arrow must be
under another hexadecimal field.

Since arrow is underneath the address
field, roll accumulator’s hexadecimal
digit into the address field by rolling it
into the pointer that selects the
displayed address.

Then return.

Is arrow underneath field 17

If not, it must be underneath a register
image.

Roll A’s 4 LSB into contents

of currently selected byte.

Get the contents of the selected
address and shift left 4 times.

Save it in a temporary variable.



TEMP

REGFLD

LOOP.2

OTHER

NOT.Q

DUMMY

PLA
ORA TEMP

JSR PUT.SL
RTS

.BYTE 0

DEX

DEX

DEX

LDY #3

CLC

ASL REGS,X
DEY

BPL LOOP.2
ORA REGS,X
STA REGS,X
RTS

PLA

CMP#Q
BNE NOT.Q
PLA

PLA

PLP

RTS

JSR DUMMY

RTS

Get original A's 4 LSB and

OR them with shifted contents of
selected address.

Store the result in the selected
address and return.

This byte holds the temporary variable
used by ROL.SL.

The arrow must be underneath a
register image — field 3, 4, 5, or 6.

Roll accumulator’s hexadecimal digit
into appropriate register image...

...Then return.

Restore the raw keyboard character that
we saved on the stack.

Is it ‘Q’ for Quit?

If not, perform next test.

If so, return to

the caller of

VISMON.

Replace this call to DUMMY with a call
to any other subroutine that extends the
functionality of the Visible Monitor.
Return to caller.

ASCIl to BINARY Conversion

The Visible Monitor's UPDATE subroutine requires a subroutine called
BINARY, which will determine if the character in the accumulator is an ASCII 0
thru 9 or A thru F, and, if so, return the binary equivalent. On the other hand, if the
accumulator does not contain an ASCII 0 thru 9 or A thru F, BINARY will return an
error code, $FF. Thus:
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If accumulator holds BINARY will return

$30 (ASCII “0”) $00
$31 (ASCII “17) $01
$32 (ASCII “2") $02
$33 (ASCII “3") $03
$34 (ASCII “4”) $04
$35 (ASCII “5”) $05
$36 (ASCII “6”) $06
$37 (ASCII “77) $07
$38 (ASCII “8”) $08
$39 (ASCII “9") $09
$41 (ASCII “A") $0A
$42 (ASCII “B”) $0B
$43 (ASCII “C”) $0C
$44 (ASCII “D”) $0D
$45 (ASCII “E”) $OE
$46 (ASCII “F”) $OF
Any other value $FF

We could solve this problem with a table, BINTAB, for BINary TABle. If
BINTAB is at address $2000, then $2000 would contain a $FF, as would $2001,
$2002, and all addresses up to $202F, because none of the ASCII codes from $00 thru
$2F represent any of the characters 0 thru 9 or A thru F. On the other hand, address
$2030 would contain 00, because $30 (its offset into the table) is an ASCII zero, so
$2030 gets its binary equivalent: $00, a binary zero. Similarly, since $31 is an ASCII
1," address $2031 would contain a binary ‘1:" $01. $2032 would contain a $02; $2033
would contain a $03, and so on up to $2039, which would contain a $09.

Addresses $203A thru $2040 would each contain $FF, because none of the
ASCII codes from $3A thru $40 represent any of the characters 0 thru 9 or A thru F.
On the other hand, address $2041 would contain a $0A, because $41 is an ASCII ‘A’
and $0A is its binary equivalent: a binary ‘A.’ By the same reasoning, $2042 would
contain $0B; $2043 would contain $0C, and so on up to $2046, which would contain
$0C, and so on up to $2046, which would contain $0F. Addresses $2047 thru $20FF
would contain $FFs because none of the values $47 thru $FF is an ASCII 0 thru 9 or
A thru F.

To use such a table, BINARY need only be a very simple routine:

BINARY TAY Use ASCII character as an index.
LDA BINTAB,Y Look up entry in BINary TABle.
RTS Return with it,



This is a typical example of a fast and simple table lookup code. But it requires a
256-byte table. Perhaps slightly more elaborate code can get by with a smaller table,
or do away altogether with the need for a table. Such code must calculate, rather
than look up, its answers. Let's look closely at the characters we must convert,

Legal inputs will be in the range $30 thru $39 or the range $41 thru $46. An in-
put in the range $30 thru $39 is an ASCII 0 thru 9, and subtracting $30 from such an
input will convert it to the corresponding binary value. An input in the range $41
thru $46 is an ASCII A thru F, so subtracting $37 will convert it to its corresponding
binary value. For example, $41 (an ASCII ‘A’) minus $36 equals $0A (a binary ‘A’).
Any value not in either of these ranges is illegal and should cause BINARY to return
a $FF.

Given these input/output relationships, BINARY need only determine whether
the character in the accumulator lies in either legal range, and if so perform the ap-
propriate subtraction, or, if the accumulator is not in a legal range, then return a

$FF.

Here's some code for BINARY which makes these judgments, thus eliminating
the need for a table:

BINARY SEC Prepare to subtract.
SBC #$30 Subtract $30 from character.
BCC BAD If character was originally less than $30,
it was bad, so return $FF.
CMP #$0A Was character in the range $30 thru
$397
BCC GOOD If so, it was a good input, and we've
already converted it to binary by sub-
tracting $30, so we'll return now with
the character’s binary equivalent in the
accumulator.
SBC #7 Subtract 7.
CMP #$10 Was character originally in the range
$41 thru $467
BCS BAD If so, it was a bad input.
SEC
CMP #$0A
BCS GOOD
BAD LDA #$FF Indicate a bad input by returning
RTS minus, with A holding $FF.
GOOD LDX #0 Indicate a good input by returning
RTS plus, with A holding the character’s

binary equivalent.

THE VISIBLE MONITOR 81



Visible Monitor Utilities

The Visible Monitor makes the following subroutines available to external
callers:

BINARY Determine whether accumulator holds the ASCII represen-
tation for a hexadecimal digit. If so, return binary represen-
tation for that digit. If not, return an error code ($FF).

CALLSL Call the currently selected address as a subroutine.

DEC.SL Select previous address, by decrementing SELECT pointer.

GETKEY Get a character from the keyboard by calling machine’s
read-only memory routine indirectly.

GET.SL Get byte at currently selected address.

GO Load registers from displayed images and call displayed ad-
dress. Upon return, restore register images from registers.

INC.SL Select next byte (increment SELECT pointer).

PUT.SL Store accumulator at currently selected address.

VISMON Let user give the Visible Monitor commands until user

presses ‘Q’ to quit.

Figure 6.6 illustrates the hierarchy of the various routines of the Visible Monitor,
some of which are detailed in later chapters.

VISIBLE MONITOR

DISPLAY UPDATE

[ | | | ] [
CLRMON LINE. 1 LINE. 2 LINE.3 CALLIT BINARY EXTEND

TVTOXY CLR.XY TVTOXY TVTOXY VUBYTE TVPLUS TVTOXY ROMKEY

Figure 6.6: A hierarchy of the routines of the Visible Monitor.



Using the Visible Monitor

Chapter 13 shows you how to enter the object code for the Visible Monitor
into your computer. To run the Visible Monitor with all the features described thus
far, you must use the BASIC OBJECT CODE LOADER (described in Chapter 13)
to load the object code represented by the following appendices:

Appendix Contains
El Screen utilities
E2 The Visible Monitor (Top Level and
Display Subroutines)
E3 The Visible Monitor (Update Subroutine)
PLUS: E12 System Data block for the VIC-20
OR: E13 System Data Block for the Commo-
dore 64.

Entering the object code contained in the above appendices will give you the
full functionality of the Visible Monitor. But that's just the beginning. There are
many functions we can add to the Visible Monitor, to make it even more useful.
We'll add those functions in the following chapters.
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Chapter 7:
Print Ultilities

The Visible Monitor is a useful tool for examining and modifying memory, but
at the moment it's mute: it can't “talk” to you except through the limited device of
the fields in its display. You can use the Visible Monitor's character entry feature to
place ASCII characters directly into screen memory, thus putting messages on the
screen manually. However, as yet we have no subroutines to direct a complete
message, report, or other string of characters to the screen, to a printer, or to any
other output device. :

Most programs require some means of directing messages to the screen, thus
providing the user with the basis for informed interaction, or to a printer, thus pro-
viding a record of that interaction. This chapter presents a set of print utilities to per-
form these functions.

Fortunately, there are subroutines in your computer’s operating system to per-
form character output. The Commodore 64 and VIC-20 computers each feature a
routine to print a character on the screen, thus simulating a TVT (TeleVision
Typewriter), and they each feature another routine to send a character to the device
connected to the serial output port: usually a printer. I don't plan to reinvent those
wheels in this chapter. Rather, the chapter’s software will funnel all character output
through code that calls the appropriate subroutine in your computer’s operating
system. And since we're going to have code that calls the two standard character
output routines, why not provide a hook to a user-written character output routine,
as well? Such a feature will make it trivial for you to direct any character output (eg:
messages, hexdumps, disassembler listings, etc) to the screen and the printer, or to
any special output device you may have on your system, provided that you've writ-
ten a subroutine to drive that device.



Selecting Output Devices

It should be possible for any program to direct character output to the screen,
and/or to the printer, and/or to the user-written subroutine. Therefore, we'll need
subroutines to select and deselect (stop using) each of these devices and to select and
deselect all of these devices. Let's call these routines TVT.ON, TVTOFF, PR.ON,
PR.OFF, USR.ON, USR.OFF, ALL.ON, and ALLOFF. With these subroutines, a
calling program can select or deselect output devices individually or globally.

The line of source code which will select the TVT as an output device follows:

JSR TVT.ON

This line will deselect the TVT:

JSR TVTOFF

That's a pretty straightforward calling sequence.

The select and deselect subroutines will operate on three flags: TVT, PRINTR,
and USER. The TVT flag will indicate whether the screen is selected as an output
device; the PRINTR flag will indicate whether the printer is selected as an output
device; and the USER flag will indicate whether the user-provided subroutine is
selected as an output device.

For convenience, we'll have a separate byte for each flag and define a flag as
“off” when its value is zero, and “on” when its value is nonzero.

Using this definition of a flag, we can select a given device simply by storing a
nonzero value in the flag for that device; we can deselect a device simply by storing a
zero in the flag for that device.

The definitions for the flags and listings of the select and deselect subroutines
follow:

Device Flags

OFF = 0 When a device flag = zero, that device
is not selected.
ON = $FF When a device flag = $FF, that device is
selected.
VT .BYTE ON This flag is zero if TVT is not selected;
nonzero otherwise. Initially, the TVT is
selected.
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PRINTR

USER

TVT.ON
TVTOFF
PR.ON
PR.OFF

USR.ON

USROFF

ALL.ON

ALLOFF

BYTE OFF

.BYTE OFF

This flag is zero if the PRINTR is not
selected; nonzero otherwise. Initially,
the printer is not selected.

This flag is zero if the user-provided
output subroutine is not selected;
nonzero otherwise. Initially, the user-
provided function is deselected.

Select and Deselect Subroutines

LDA #ON
STA TVT
RTS

LDA #OFF
STA TVT
RTS

LDA #ON
STA PRINTR
RTS

LDA #OFF
STA PRINTR
RTS |
LDA #ON
STA USER
RTS

LDA #OFF
STA USER

RTS

JSR TVT.ON
JSR PR.ON
JSR USR.ON
RTS

JSR TVTOFF
JSR PR.OFF
JSR USROFF
RTS

Select TVT as an output device

by setting the flag that indicates

the “select” state of the TVT.

Deselect TVT as an output device

by clearing the flag that indicates

the “select” state of the TVT.

Select printer as an output device

by setting the flag that indicates

the “select” state of the printer.
Deselect printer as an output device

by clearing the flag that indicates

the “select” state of the printer.

Select user-written subroutine as an
output device by setting the flag that
indicates the “select” state of the output
routine provided by the user.

Deselect user-written subroutine

as an output device by clearing the flag
that indicates the “select”

state of the output routine provided by
the user. '

Select all output devices by selecting
each output device individually.

Deselect all output devices by
deselecting each output device
individually.



A General Character-Print Routine

Now that a calling routine can select or deselect any combination of output
devices, we need a routine that will output a given character to all currently selected
output devices. Let’s call this routine PR.CHR, because it will PRint a CHaRacter.

All the software in this book that outputs characters will do so by calling
PR.CHR; none of that software will call your system’s character-output routines
directly. That makes the software in this book much easier to maintain. If you ever
replace your system’s TVT output routine or its printer-output routine with one of
your own, you won't have to change the rest of the software in this book. That soft-
ware will continue to call PR.CHR. However, if many lines of code in many places
called your system’s character-output routines directly, then replacing a read-only
memory output routine with one of your own would require you to change many
operands in many places. Who needs to work that hard? Funneling all character
output through one routine, PR.CHR, means we can improve our character output
in the future without difficulty.

When it is called, PR.CHR will look at the TVT flag. If the TVT flag is set, it
will call your system’s TVT output routine. Then it will look at the PRINTR flag. If
the PRINTR flag is set, it will call your system'’s routine that sends a character to the
serial output port. Finally, it will look at the USER flag. If the USER flag is set, it will
call the user-provided character-output routine. Having done all of this, PR.CHR
can return. Figure 7.1 is a flowchart for PR.CHR.

START

No CALL SYSTEM'S
TVT _OUTPUT
Figure 7.1: To print a character to all i
currently selected output devices \
(PR.CHR, a general character-output @gﬁg ves |
routine). '
NO CALL_SYSTEM'S
PRINTER
OUTPUT
ROUTINE
@;Egs\'r YES
s |
No CALL USER
ITTEN
TPUT
ROUTINE

‘ RETURN ’

PRINT UTILITIES 87



Output Vectors

If the character output routines are located at different addresses in different
systems, how can PR.CHR know the addresses of the routines it must call? It can't.
But it can call those subroutines indirectly, through pointers that you set.

You must set three pointers, or output vectors, so that they point to the
character output routines in your system. A pointer called ROMTVT must point to
your system’s TVT output routine; a pointer called ROMPRT must point to your
system’s routine that sends a character to the serial output port; and a pointer called
USROUT must point to your own, user-written, character-output routine. (If you
have not written a special character-output subroutine, USROUT should point to a
dummy routine which is nothing but an RTS instruction.) Then, if you ever relocate
your TVT output routine, your printer-output routine, or your user-written output
routine, you'll only have to change one output vector: ROMTVT, ROMPRT, or
USROUT. Everything else in this book can remain the same.

ROMTVT, ROMPRT, and USROUT need not be located anywhere near
PR.CHR. That means we can keep all the pointers and data specific to your system
in one place. We can store the output vectors with the screen parameters, in a single
block of memory called SYSTEM DATA. See Appendix B1 or B2 for your com-
puter.

The source code of the PR.CHR routine follows:

PR.CHR
PR.CHR STA CHAR Save the character.
BEQ EXIT If it's a null, return without printing it.
LDA TVT Is TVT selected?
BEQ IF.PR If not, test next device.
LDA CHAR If so, send character indirectly to
JSR SEND.1 system’s TVT output routine.
IF.PR LDA PRINTR Is printer selected?
BEQ IF.USR If not, test next device.
LDA CHAR If so, send character indirectly
JSR SEND.2 to system’s printer driver.
IF.USR LDA USER Is user-written output subroutine
selected?
BEQ EXIT If not, test next device.
LDA CHAR If so, send character indirectly
JSR SEND.3 to user-written output subroutine.
EXIT RTS Return to caller.
CHAR .BYTE 0 This byte holds the last character passed
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SEND.1
SEND.2
SEND.3

Vectored Subroutine Calls
JMP (ROMTVT)

JMP (ROMPRT)
JMP (USROUT)

Specialized Character-Output Routines

Given PR.CHR, a general character-output routine, we can write specific
character-output routines to perform several commonly required functions. For ex-
ample, it's often necessary for a program to print a carriage return and a line feed,
thus causing a new line, or to print a space, or to print a byte in hexadecimal format.
Let's develop several dedicated subroutines to perform these functions. Since each of
these subroutines will call PR.CHR, their output will be directed to all currently
selected output devices.

Here are source listings for a few such subroutines: CR.LF, SPACE, and

PR.BYT:

CR.LF

SPACE

PR.BYT

PRINT A CARRIAGE RETURN-LINE FEED

CR = $0D ASCII carriage return character.
LF = $0A ASCII line feed character.
LDA #CR Send a carriage return and a
JSR PR.CHR line feed to the currently selected
LDA #LF device(s).
JSR PR.CHR
RTS Return.
PRINT A SPACE
LDA #$20 Load accumulator with ASCII space.
JSR PR.CHR Print it to all currently selected output
devices.
RTS Return.
PRINT BYTE
PHA Save byte.
LSR A Determine ASCII for the 4 MSB (most-
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significant bits) in the

LSR A byte:

LSR A

LSR A

JSR ASCII

JSR PR.CHR Print that ASCII character to the current
device(s).

PLA Determine ASCII for the 4 LSB (least-
significant bits) in the

JSR ASCII byte that was passed to this subroutine.

JSR PR. CHR Print that ASCII character to the current
device(s).

RTS Return to caller.

Repetitive Character Output

Since some calling programs might need to output more than one space, a new
line, or other character, why not have a few print utilities to perform such repetitive
character outputs? In each case, the calling program need only load the X register
with the desired repeat count. Then it would call SPACES to print X spaces, CR.LFS
to print X new lines, or CHARS to print the character in the accumulator X times.
Calling any of these routines with zero in the X register will cause no characters to be
printed. To output seven spaces, a calling program would only have to include the
following two lines of code:

LDX #7
JSR SPACES

To output four blank lines, a program would require these two lines of code:

LDX #4
JSR CR.LFS

To output ten asterisks, a program would need these three lines of code:

LDA #*
LDX #10
JSR CHARS



In order to support these calling sequences, we'll need three small subroutines,
SPACES, CR.LFS, and CHARS:

SPACES
CHARS
RPLOOP

RPTEND

CR.LFS
CRLOOP

END.CR
REPEAT

Print X Spaces; Print X Characters

LDA #$20
STX REPEAT
PHA

LDX REPEAT
BEQ RPTEND
DEC REPEAT
JSR PR.CHR

PLA
CLC
BCC RPLOOP
PLA
RTS

Load accumulator with ASCII space.
Initialize the repeat counter.

Save character to be repeated.

Has repeat counter timed out yet?

If so, exit. If not,

decrement repeat counter.

Print character to all currently selected
output devices.

Loop back to repeat
character, if necessary.
Clean up stack.
Return to caller.

Print X New Lines

STX REPEAT
LDX REPEAT
BEQ END.CR
DEC REPEAT
JSR CR.LF
CLC

RCC CRLOOP
RTS

BYTE

Initialize repeat counter.
Exit if repeat counter has timed out.

Decrement repeat counter.
Print a carriage return and line feed.
Loop back to see if done yet.

If done, return to caller.
This byte is used as a repeat counter by
SPACES, CHARS, and CR.LFS.

Print a Message

Some calling programs might need to output messages stored at arbitrary places
in memory. So let’s develop a subroutine, called PR.MSG, to perform this function.,
PR.MSG will print a message to all currently selected output devices. It must get
characters from the message in a sequential manner and pass each character to

PR.CHR, thus printing it on all currently selected output devices.
But how can PR.MSG know where the message starts and ends?

We could require that the message be placed in a known location, but then
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PR.MSG would lose usefulness as it loses generality. We could require that a pointer
in a known location be initialized so that it points to the start of the message. But
that would still tie up the fixed 2 bytes occupied by that pointer. Or we could have a
register specify the location of a pointer that actually points to the start of the
message. Presumably a calling program can find some convenient 2 bytes in the zero
page to use as a pointer, even if it must save them before it sets them. The calling
program can set this zero-page pointer so that it points to the beginning of the
message, and then set the X register so that it points to that zero-page pointer. Hav-
ing done so, the calling program may call PR.MSG. Using the indexed indirect ad-
dressing mode, PR.MSG can then get characters from the message.

When PR.MSG has printed the entire message, it will return to its caller.

How will PR.MSG know when it has reached the end of the message? We can
mark the end of each message with a special character: call it ETX, for End of TeXt.
And for reasons which will become clear in Chapter 10, A Disassembler, we'll also
start each message with another special character: TEX, for TEXt follows.

If we can develop PR.MSG to work from these inputs, then it won't be hard for
a calling program to print any particular message in memory. Let’s look at the re-
quired calling sequence.

A message, starting with a TEX and ending with an ETX, begins at some ad-
dress. We'll call the high byte of that address MSG.HI and the low bye of that ad-
dress MSG.LO. Thus, if the message starts at address $13A9, MSG.HI = $13 and
MSG.LO = $A9.

MSGPTR is some zero-page pointer. It may be anywhere in the zero page. If the
calling program does not have to preserve MSGPTR, it can print the message to the
screen with the following code:

JSR TVT.ON Select TVT as an output device. (Any other currently
selected output device will echo the screen output.)

LDA #MSG.LO Set MSGPTR

STA MSGPTR so it points

LDA #MSG.HI to the start

STA MSGPTR+1 of the message.

LDX #MSGPTR Set X register so it points to MSGPTR.

JSR PR.MSG Print the message to all currently selected output
devices.

If the calling program must preserve MSGPTR, it will have to save MSGPTR
and MSGPTR +1 before executing the above lines of code and restore MSGPTR and
MSGPTR +1 after executing the above lines of code.

That looks like a reasonably convenient calling sequence. So now let’s turn our
attention to PR.MSG itself and develop it so it meets the demands of its callers.



PR.MSG

LOOP

NEXT

MSGEND

TEMP.X

Print a Message

STX TEMP.X

LDA 1,X
PHA

LDA 0,X
PHA

LDX TEMP.X

LDA (0,X)
CMP #ETX
BEQ MSGEND
INC 0,X

BNE NEXT
INC 1,X

JSR PR.CHR

CLC

BCC LOOP
PLA

STA 0,X
PLA

STA 1,X
RTS

.BYTE 0

Save X register, which specifies message
pointer.
Save message pointer.

Restore original value of X, so it points
to message pointer.

Get next character from message.

Is it the end of message indicator?

If so, handle the end of the message...
If not, increment the message pointer
so it points to the next

character in the message.

Send the character to all currently
selected output devices.

Get next character

from message.

Restore message pointer.

Return to caller, with MSGPTR pre-
served.

This data cell is used to preserve the ini-
tial value of X.

Print the Following Text

Even more convenient than PR.MSG would be a routine that doesn't require
the caller to set any pointer or register in order to indicate the location of a message.
But if no pointer or register indicates the start of the message, how can any
subroutine know where the message starts?

It can look on the stack.

Why not have a subroutine, called Print-the-Following, which prints the
message that follows the call to Print-the-Following. Since Print-the-Following is
longer than six characters, let’s shorten its name to “PRINT:"”, letting the colon in

“PRINT:" suggest the phrase “the following.” A calling program might then print
“HELLO” with the following lines of code:
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JSR TVT.ON Select TVT as an output device. (Other currently

selected output devices will echo the screen output.)
JSR PRINT:
.BYTE TEX
.BYTE “HELLO”
.BYTE ETX
(6502 code follows the ETX)

Whenever the 6502 calls a subroutine, it pushes the address of the subroutine’s
caller onto the stack. This enables control to return to the caller when the subroutine
ends with an RTS, because the 6502 knows it can find its return address on the stack.
The subroutine PRINT: can take advantage of this fact by pulling its own return ad-
dress off the stack, and using it as a pointer to the message that should be printed.
When it reaches the end of the message, it can place a new return address on the
stack, an address that points to the end of the message. Then PRINT: can execute an
RTS. Control will then pass to the 6502 code immediately following the ETX at the

end of the message. The source code for PRINT: follows:

PRINT: PLA Pull return address from
TAX stack and save it in
PLA registers X and Y.
TAY
JSR PUSHSL Save the select pointer, because we're
going to use it as a text pointer.
STX SELECT Set SELECT = return address.
STY SELECT+1
JSR INC.SL Increment SELECT pointer so it points
to TEX character.
LOOP JSR INC.SL Increment select pointer so it points to
the next character in the message.
JSR GET.SL Get character.
CMP #ETX Is it end of message indicator?
BEQ ENDIT If so, adjust return address and return.
JSR PR.CHR If not, print the character to all current-
ly selected devices.
CLC Then loop to get
BCC LOOP next character...
ENDIT LDX SELECT

LDY SELECT +1



JSR POP.SL

TYA
PHA
TXA
PHA
RTS

Restore select pointer to its original
value.

Push address

of ETX

onto the stack.

Return (to byte immediately following
ETX).

Saving and Restoring the SELECT Pointer

Now that a number of subroutines are accessing the contents of memory with
the SELECT utilities (GET.SL, PUT.SL, INC.SL and DEC.SL) we should provide yet
another pair of SELECT utilities to enable the subroutines to save and restore the
SELECT pointer. With such save and restore functions, any subroutine can use the
SELECT pointer to access memory, without interfering with the use of the SELECT
pointer by other subroutines. PUSHSL will push the SELECT pointer onto the stack
and POP.SL will pop the SELECT pointer off the stack. PUSHSL and POP.SL will

each preserve X,Y, and the zero page.

PUSHSL

Save Select Pointer
(Preserving X,Y, and the Zero Page)

PLA

STA RETURN
PLA

STA RETURN +1
LDA SELECT +1
PHA

LDA SELECT
PHA

LDA RETURN+1
PHA

LDA RETURN
PHA

RTS

Pull return address from stack and
store it temporarily in RETURN.

Push select pointer onto stack.
Push return address back onto stack.
Return to caller. (Caller will find select

pointer on top of the stack.)
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Restore Select Pointer
(Preserving X,Y, and the Zero Page)

POP.SL PLA Save return address temporarily.
STA RETURN
PLA
STA RETURN+1
PLA Restore select pointer from stack.
STA SELECT
PLA
STA SELECT +1
LDA RETURN+1  Place return address back on stack.
PHA
LDA RETURN
PHA
RTS Return to caller.
RETURN .WORD 0 This pointer is used by PUSHSL and
POP.SL to preserve their return ad-
dresses.

Conclusion

With the print utilities presented in this chapter, it should be easy to write the
character-output portions of many programs, making it possible for calling pro-
grams to select any combination of output devices and to send individual characters,
bytes, or complete messages to those devices. The calling programs will be com-
pletely insulated from the particular data representations used by the print utilities.
The calling programs do not need to know the nature or location of the output-
device flags or the addresses of the output vectors; they need only know the ad-
dresses of the print utilities.

Similarly, although the print utilities use subroutines that operate on the
SELECT pointer, the print utilities themselves never access the SELECT pointer
directly. They are completely insulated from the nature and location of the SELECT
pointer. As long as they know the addresses of the SELECT utilities, the print
utilities can get the currently selected byte, select the next or the previous byte, save
the SELECT pointer onto the stack, and restore the SELECT pointer from the stack.
If at some point we should implement a different representation of “the currently
selected byte,” we need only change the SELECT utilities; the print utilities, and all
other programs which use the SELECT utilities need never change.

Insulating blocks of code from the internal representation of data in other
blocks of code makes all the code much easier to maintain.The following print
utilities are available to external callers:



CHARS Send the character in the accumulator “X” times to all current-
ly selected output devices.

CR.LF Cause a new line on all currently selected devices.

CR.LFS Cause “X” new lines on all currently selected devices.

PR.BYT Print the byte in the accumulator, in hexadecimal representa-
tion.

PR.CHR Print the character in the accumulator on all currently selected
devices.

PR.MSG Print the message pointed to by a zero-page pointer specified
by X.

PRINT: Print the message following the call to “PRINT:".

SPACE Send a space to all currently selected output devices.

SPACES Send “X” spaces to all currently selected output devices.

Exercises

1) Write a printer test program, which sends every possible character from $00
to $FF to the printer.
2) Rewrite the printer test program so that it prints just one character per line.
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Chapter 8:
Two Hexdump Tools

The Visible Monitor allows you to examine memory, but only 1 byte at a time.
You'll quickly feel the need for a software tool that will display or print out the con-
tents of a whole block of memory. This is especially useful if you wish to debug a
program. You can't debug a program if you're not sure what's in it. A hexdump tool
will show you what you've actually entered into the computer, by displaying the
contents of memory in hexadecimal form.

I've developed two kinds of hexdump programs, each for a different type of
output device. When I'm working at the keyboard, I want a hexdump routine that
dumps from memory to the screen, a line or a group of lines at a time. But for
documentation and for program development or debugging away from the
keyboard, I want a hexdump routine that dumps to a printer.

Most of the code required to dump from memory will be the same, whether we
direct output to the screen or to the printer. However, there are enough differences
between the two output devices that it is convenient to have two hexdump pro-
grams, one for the screen and one for the printer. Let's call them TVDUMP and

PRDUMP.

TVDUMP

TVDUMP should be very responsive: when you are using the Visible Monitor,
a single keystroke should cause one or more lines to be dumped to the screen. But
how can TVDUMP know what lines you want to dump? Since the Visible Monitor
allows you to select any address by rolling hexadecimal characters into the address
field or by stepping forward and backward through memory, we might as well have



TVDUMP dump memory beginning with the currently selected address.

Since we're basing TVDUMP on the Visible Monitor’s currently selected ad-
dress, we can use some of the Visible Monitor’s subroutines to operate on that ad-
dress. GET.SL will get the currently selected byte, and INC.SL will increment the
SELECT pointer, thereby selecting the next byte. The print utilities TVT.ON and
PR.BYT will let us select the screen as an output device and print the accumulator in
hexadecimal representation.

We ought to have TVDUMP provide two dumps that will be easily readable,
even on the narrow confines of a twenty-two or forty-column display. That means
we can't display a full hexadecimal line (16 bytes) on one screen line if we want to
have a space between each byte. We can provide hexdumps that split each hexa-
decimal line into two or four screen lines. See outputs A and B in figure 8.1.

Output A:

0200 HH HH HH HH HH HH HH HH HH
020086 HH HH HH HH HH HH HH HH HH

02100 HH HH HH HH HH HH HH HH HH
028 HH HH HH HH HH HH HH HH HH

32 columns

Output B:

0200 HH HH HH HH
0204 HH HH HH HH
0208 HH HH HH HH
020C HH HH HH HH

0210 HH HH HH HH
0214 HH HH HH HH
0218 HH HH HH HH
021C HH HH HH HH

------ -—-17  columng-----------

Figure 8.1: Two TVDUMP formats.
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One way to provide such a hexdump is shown by the flowchart in figure 8.2.
Using this flowchart as a guide, let’s develop source code to perform the TVDUMP
function:

‘ START }

PRINT CURRENTLY
SELECTED ADDRESS

[

) PRINT A SPACE

GET CURRENTLY
SELECTED BYTE

PRINT 1T
SELECT NEXT BYTE

—

| DID WE JusT

| PRINT A BYTE ——-
WHOSE ADDRESS

| ENDED IN7OR F |

L —J

FORCE A NEW LINE

RETURN

Figure 8.2: Flowchart of the screen Hexdump Program.
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CR = $0D
LF = $0A

GET.SL
INC.SL

PR.BYT

SELECT

COUNTR
MASK

TVDUMP

DUMPLN

DMPBYT

CONSTANTS

Carriage return.

Line feed.

REQUIRED SUBROUTINES

Get currently selected byte.
Increment the pointer that specifies the currently selected

byte.

Print the accumulator to currently selected devices, in
hexadecimal representation.
Pointer to currently selected address.

VARIABLES

.BYTE 0

.BYTE 7

JSR TVT.ON

LDA #4
STA COUNTR
LDA SELECT
AND #$F0
STA SELECT
JSR PR.ADR
JSR SPACE
JSR SPACE
JSR DUMPSL
JSR INC.SL

This byte counts the number of lines
dumped by TVDUMP.

For output A (suitable for

C-64). Use ".BYTE 3" for

output B (suitable for

VIC-20).

TVDUMP

Select TVT as an output device.
(Other devices will echo the dump.)
Set COUNTR to the number of lines
to be dumped by TVDUMP.

Set SELECT to beginning

of a hex line (16 bytes)

by zeroing 4 LSB in SELECT.

Print the selected address.

Print a space. '

Print a space.

Dump currently selected byte.
Select next address by incrementing
select pointer,
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IFDONE

LDA SELECT
AND MASK
BNE DMPBYT
JSR CR.LF

LDA SELECT

AND #$0F
BNE IFDONE
JSR CR.LF
DEC COUNTR
BNE DUMPLN
JSR TVTOFF
RTS

Is it the beginning of a new

screen line?

If not, dump next byte...

If so, advance to a new line on the
screen,

Does this address mark the beginning of
a new hexadecimal line?

(4 LSB of SELECT = 0?)

If so, skip a line on the screen.
Dumped last line yet?

If not, dump next line.

Deselect TVT as an output device.
Return to caller.

DUMP CURRENTLY SELECTED BYTE

This subroutine gets the currently selected byte (the byte pointed to by
SELECT) and prints it in hexadecimal format on all selected devices.

DUMPSL

JSR GET.SL Get currently selected byte.
JSR PR.BYT Print it in hexadecimal format.
RTS Return to caller.

PRINT ADDRESS

This subroutine prints, on all selected devices, the currently selected address (ie:
the value of the SELECT pointer).

PR.ADR

LDA SELECT +1
JSR PR.BYT
LDA SELECT
JSR PR.BYT
RTS

Get the high byte of SELECT...
...and print it in hexadecimal format.
Get the low byte of SELECT...
...and print it in hexadecimal format.
Then return to caller.



PRDUMP

With the subroutine presented thus far in this chapter, we can dump to the
screen just by calling TVDUMP. But what if we want to print a hexdump? Is a hex-
dump program that prints any different from one that dumps to the screen? Can we
simply select the printer instead of the TVT and leave the rest of the code the same?

We could. But then we wouldn’t be taking full advantage of the printer.
TVDUMP produces an output that is easily read within the twenty-two or forty col-
umns of a video display. Most printers can output sixty-four columns or more. We
should take advantage of the extra width offered by a printer.

We should also recognize the difference in responsiveness between a screen and

- a hard-copy device. When I'm using a screen-based hexdump, I don’t mind hitting a
single key every time I want some lines dumped to the screen. But with a printing
hexdump, I don’t want to strike a key repeatedly to continue the dump. I don’t mind
striking a number of keys at the beginning in order to specify the memory to be
dumped, but once I've done that I don’t want to be bothered again. I want to set it
and forget it. ’

When called, a printing hexdump program should announce itself by clearing
the screen and displaying an appropriate title (eg: “PRINTING HEXDUMP"). Then
it should ask you to specify the starting address and the ending address of the
memory to be dumped.

Once it knows what you want to dump, PRDUMP should print a hexdump of
the specified block of memory. For your convenience, PRDUMP should tell you
what block of memory it will dump; then it should provide a header for each column
of data and indicate the starting address of each line of data. (See the “D” appen-
dices.)

Using the flowchart of figure 8.3 as a guide, we can write source code for the
top level of the PRINTING HEXDUMP:

START @
OUTPUT HEADER
LINE

CLEAR SCREEN AND
DISPLAY TITLE

SET STARTING

ADDRE F DUMP ONE
TO BE SDSUMOPE'gEMORY HEXADECIMAL LINE

Figure 8.3: To print a Hexdump. I
SET ENDING

ADDRESS OF MEMORY
TO BE DUMPED

PRINT RANGE OF MEM-
ORY TO BE DUMPED.

®

RETURN
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PRDUMP  JSR TITLE Display the title.
JSR SETADS Let user set start address and end ad-
dress of memory to be dumped.
(SETADS returns with SELECT =EA,
the end address.)

JSR GOTOSA Set SELECT=SA, the starting address.
JSR PR.ON Select printer as a output device, (Other
selected devices will echo the dump.)
JSR HEADER Output hexdump header.
HXLOOP  JSR PRLINE Dump one line. (PRLINE returns minus

if it dumped through ending address;
otherwise it returns PLUS.)

BPL HXLOOP Done yet? If not, dump next line.

JSR CR.LF If so, go to a new line.

JSR PR.OFF Deselect printer.

RTS Return to caller. Specified memory has
been dumped.

TITLE JSR CLR.TV Clear the screen.

JSR TVT.ON Select screen as an output device.

JSR PRINT: Display “Printing Hexdump” on all
selected output devices.

.BYTE TEX Text string must start with a TEX
character...

.BYTE CR,’PRINTING "’

.BYTE 'HEXDUMP ‘,CR

.BYTE LF,LF,

.BYTE ETX ...and end with an ETX character.

RTS ‘ Return to caller.

Get Starting, Ending Address

The printing hexdump program must secure from the user the starting address
and the ending address of the memory to be dumped. The subroutine, SETADS, will
perform these functions. It will place an appropriate prompt on the screen (“Set
Starting Address” or “Set Ending Address”) and then allow the user to specify an ad-

dress.
Putting a prompt on the screen is easy: just select the TVT by calling TVT.ON,

call “PRINT:"” and follow this call with a TEX (start of text) character, the text of the
prompt, and then an ETX (end of text) character. How can we allow the user to
specify an address? We could make a subroutine, called GETADR, which gets an ad-
dress by enabling the user to set some pointer. That sounds mighty familiar — that’s
what the Visible Monitor does. Conveniently, the Visible Monitor is a subroutine,
which returns to its caller when the user presses Q for Quit. Therefore, after putting



the appropriate prompt on the screen, SETADS will call the Visible Monitor. When
the Visible Monitor returns, the SELECT pointer will specify the requested address.

SETADS

SET.EA

EAHERE

SAHERE

JSR TVT.ON

JSR PRINT:
.BYTE TEX
.BYTE CR,LF,LF
.BYTE

.BYTE

.BYTE ETX

JSR VISMON

JSR SAHERE

JSR PRINT:
.BYTE TEX
.BYTE CR,LF,LF
.BYTE

.BYTE

.BYTE ETX

JSR VISMON

SEC

LDA SELECT+1
CMP SA+1
BCC TOOLOW
BNE EAHERE

LDA SELECT
CMP SA

BCC TOOLOW
LDA SELECT +1
STA EA+1
LDA SELECT
STA EA

RTS

LDA SELECT +1
STA SA+1

SET STARTING ADDRESS, ENDING ADDRESS

Select TVT as an output device. All
other selected output devices will echo
the screen output.

Put prompt on the screen:

‘SET STARTING ADDRESS '
‘AND PRESS “Q".

Call the Visible Monitor, so user can
specify a given address.

Set starting address equal to address set
by the user.

Put prompt on the screen:

‘SET ENDING ADDRESS '
‘AND PRESS “Q".

Call the Visible Monitor, so user can
specify a given address.

If user tried to set an

ending address less than

the starting address,

make user do it over.

If SELECT is greater than SA, set
EA=SELECT. That will make EA
greater than SA.

Set EA=SELECT...

... and return.
Set SA=SELECT...
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LDA SELECT

STA SA
RTS ...and return,
TOOLOW JSR PRINT: Since user set ending address
.BYTE STX, too low, print error message:
.BYTE CR,LF,LR
.BYTE ERROR! ’
.BYTE END ADDRESS LESS '
.BYTE THAN START ADDRESS, '
.BYTE ‘WHICH IS ’
.BYTE ETX
JSR PR.SA Print starting address. ...and let the user
set
JMP SET.EA the ending address again.
SA : .WORD 0 Pointer to starting address of memory to
be dumped.
EA .WORD $FFFF Pointer to ending address of memory to
be dumped.

Now that the user can set the starting address and the ending address for a hex-
dump (or for any other program that must operate on a contiguous block of
memory), we should have utilities that print out the starting address, the ending ad-
dress, or the range of addresses selected by the user. If the user set $D000 as the start-
ing address and $D333 as the ending address, we should be able to call one
subroutine that prints “$D000,” another that prints “$D333,” and a third that prints
“$D000 — $D333."

Let’s call these subroutines PR.SA, to print the starting address; PR.EA, to print
the ending address; and RANGE, to print the range of addresses.

Print Starting Address

The following subroutine prints the value of SA, the starting address, in hexa-
decimal format:

PR.SA LDA #9% Print a dollar sign to
JSR PR.CHR indicate hexadecimal.
LDA SA+1 Print high byte of starting address.
JSR PR.BYT
LDA SA Print low byte of starting address.
JSR PR.BYT
RTS Return to caller.



Print Ending Address

The following subroutine prints the value of EA, the ending address, in hexa-
decimal format:

PR.EA LDA #$ Print a dollar sign to
JSR PR.CHR indicate hexadecimal.
LDA EA+1 Print high byte of ending address.
JSR PR.BYT
LDA EA Print low byte of ending address.
JSR PR.BYT
RTS Return to caller.

Print Range of Addresses

RANGE JSR PR.SA Print starting address.
LDA #— Print a hyphen.
JSR PR.CHR
JSR PR.EA Print ending address.
RTS Return to caller.
HEADER

We want a routine to print an appropriate header for the hexdump. It should
accomplish two tasks: identify the block it will dump, and print a hexadecimal digit
at the top of every column of hexdump output. Thus, HEADER should produce the
output shown between the following lines:

DUMPING HHHH-HHHH

0123456789 ABCDEF

Notice the blank line following the line of hexadecimal characters. This will in-
sure a blank line between the header and the dump itself, making for a more
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readable output. (See the hexdumps in the D series of appendices which were pro-
duced with PRDUMP.)
Here are a few lines of code to print the first line of the header:

JSR PRINT:

.BYTE TEX,CR,LF
.BYTE 'DUMPING

.BYTE ETX
JSR RANGE
JSR CR.LF

What about the rest of the header? Since all we want to do is print the hexa-
decimal digits 0 thru $F, with appropriate spacing between them, the rest of
HEADER can just be some code to count from 0 to $F, convert to ASCII, and print:

PRINT HEXADECIMAL DIGITS (Version 1)

LDX #7 Print seven spaces.
JSR SPACES
LDA #0 Initialize column counter
STA COLUMN to zero.
HXLOOP LDA COLUMN Convert column counter to
JSR ASCII an ASCII character and
JSR PR.CHR print it.
LDX #2 Space twice after the character.
JSR SPACES
INC COLUMN Increment the column counter.
LDA COLUMN Loop if counter not greater
AND #$F0 than $OF.
BEQ HXLOOP
LDX #2 Otherwise, skip two lines
JSR CR.LFS after the header.
RTS Then return.
COLUMN .BYTE 0 This 1-byte variable is used to count

from 00 to $OF.

Version 1 of PRINT HEXADECIMAL DIGITS will work, and in only 49 bytes.

But that's 49 bytes of code, which among other things must count and branch, and if
for some reason one of those bytes is wrong, Version 1 of PRINT HEXADECIMAL
DIGITS will probably go directly into outer space. But we could write PRINT



HEXADECIMAL DIGITS in a much more straightforward manner, which, though
somewhat more costly in terms of memory required, will be more readable and less
likely to run amuck.

PRINT HEXADECIMAL DIGITS need only call “PRINT:", and follow this call
with a text string consisting of the desired hexadecimal digits.

PRINT HEXADECIMAL DIGITS (Version 2)

JSR PRINT:

.BYTE TEX

.BYTE * o 1 2 4 5

.BYTE 4 9 A B C D E F
.BYTE CR,LF,LF

.BYTE ETX

RTS

Version 2 of PRINT HEXADECIMAL DIGITS requires 60 bytes. But it's more
readable than Version 1 of PRINT HEXADECIMAL DIGITS, and it can be modified
much more easily: just change the text in the message it prints. You don't have to
calculate branch addresses or test the terminal condition in a loop. This is just one
example of a programming problem that may be solved in a computation-intensive
or a data-intensive manner.

Where other factors are about equal, 1 prefer data-intensive subroutines,
because they're more readable and easier to change. Even in this case, I'm willing to
pay the extra 11 bytes for a version of PRINT HEXADECIMAL DIGITS that I don't
have to read twice. Hence, PRINT HEXADECIMAL DIGITS Version 2, and not
Version 1, will appear in the assembler listing of HEADER in Appendix CS.

PRLINE

Clearly, most of the work of PRDUMP will be performed by the subroutine
PRLINE, which dumps one line of memory to the printer. It will stop when it has
dumped 16 bytes (one hexadecimal line) or has dumped through the ending address
specified by the user.

As we did for TVDUMP, let's use SELECT as a pointer to the first byte that
must be dumped by PRLINE. When PRLINE is called, it must see if the currently
selected byte (the byte pointed to by SELECT) is at the start of a hexadecimal line. A
byte is at the beginning of a hexadecimal line if the 4 LSB (least-significant bits) of its
address are zero. Thus, $4EDS8 is not the start of a hexadecimal line, but $4EDO is.

I the currently selected byte is not the beginning of a hexadecimal line, PRLINE
should space over to the appropriate column for that byte. If the currently selected
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byte is at the beginning of a hexadecimal line, PRLINE should print the address of
the currently selected byte and space twice.

Once it has spaced over to the proper column, PRLINE need only get the cur-
rently selected byte, print it in hexadecimal format, space once, and then do the
same for the next byte, until it has dumped the entire line or has dumped the last
byte requested by the user.

Figure 8.4 gives a flowchart for the following routine:

START

ADVANCE PRINTHEAD
TO A NEW LINE

PRINT SELECTED
ADDRESS

SPACE TWICE

SPACE OVER TO COLUMN
FOR FIRST BYTE TO
BE DUMPED

Figure 8.4: Dump one line to the printer.

DUMP SELECTED BYTE

SELECT NEXT BYTE

DUMPED

LAST BYTE YET?

(SELECT = EAP)
?

YES

RETURN
MINUS

(ENTIRE BLOCK
DUMPED.)

FINISHED
LINE?
{

41LSB_OF
SELECT = 0?)
4

RETURN
PLUS
NO

(LINE DUMPED;
BLOCK NOT
SPACE FINISHED YET)

YES




PRLINE

PRLINE JSR CR.LF Advance printhead to a new line.

LDA SELECT Determine starting

PHA column

AND #$0F for this dump.

STA COLUMN Now COLUMN holds the number of the
column in which we will dump the first
byte.

PLA Set SELECT pointer to

- AND #$F0 beginning of a hexadecimal line.

STA SELECT

JSR PR.ADR Print the selected address.

LDX #3 Space three times — to the

JSR SPACES first column.

LDA COLUMN Do we dump from the first column?

BEQ COL.OK If so, we're at the correct column now.

LOOP LDX #3 If not, space three

JSR SPACES times for each byte not

JSR INC.SL dumped.

DEC COLUMN

BNE LOOP

COL.OK JSR DUMPSL Dump the currently selected byte.

JSR SPACE Space once.

JSR NEXTSL Select the next byte in memory, unless
we've already dumped through the end
address.

BMI EXIT (MINUS means we've dumped through
the end address.)

NOT.EA LDA SELECT Dumped entire line?

AND #$0F (4 LSB of SELECT = 07)

CMP #0 If so, we've dumped the entire line. If
not,

BNE COL.OK select the next byte and dump it...

EXIT RTS PRLINE returns MINUS, with A=$FF,

Select Next Byte

if it dumped through ending address.
Otherwise it returns PLUS, with A=0.

NEXTSL tests to see if SELECT is less than the ending address. If so, it in-
crements SELECT and returns PLUS (with zero in the accumulator). If not, it
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preserves SELECT and returns MINUS (with $FF in the accumulator).

NEXTSL
NEXTSL SEC Prepare to compare.
LDA SELECT +1 Is high byte of SELECT less than
CMP EA+1 high byte of end address (EA)?
BCC SL.OK If so, SELECT is less than EA, so it may
be incremented.
BNE NO.INC If SELECT is greater than EA, don't
increment SELECT.
SELECT is in the same page as EA,
SEC prepare to compare low bytes:
LDA SELECT Is low byte of SELECT less than
CMP EA low byte of EA?
BCS NO.INC If not, don't increment it.
SL.OK JSR INC.SL Since SELECT is less than EA, we may
increment it.
LDA #0 Set “incremented” return code and
RTS return,
NO.INC LDA #$FF Set “not incremented” return code
RTS and return,

Go to Start of Block

GOTOSA sets SELECT = SA, thus selecting the first byte in the block defined

by SA and EA:
GOTOSA LDA SA Set SELECT
STA SELECT equal to
LDA SA+1 START ADDRESS
STA SELECT+1 of block.
RTS

Now the two hexdump tools are complete. You may invoke either tool directly

from the Visible Monitor by displaying the start address of the given hexdump tool
and pressing “G.” This will work fine for PRDUMP: you'll get a chance to set the
starting address and the ending address that you want to dump, and then you'll see
the dump on both the printer and the screen. If you start TVDUMP with a “G” from
the Visible Monitor, you'll only get a dump of TVDUMRP itself. You won't be able to
use TVDUMP to dump any other location in memory. Why? Because TVDUMP
dumps from the displayed address, and to start any program with a “G” from the
Visible Monitor, you must first display the starting address of that program. Prob-




ably you'd like to be able to use TVDUMP to dump other areas in memory. To do
so0, you must assign a Visible Monitor key (eg: “H") to the subroutine TVDUMP, so
that the Visible Monitor will call TVDUMP whenever you press that key. See
Chapter 12, Extending the Visible Monitor.
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Chapter 9:
A Table-Driven Disassembler

With the Visible Monitor you can enter object code into your computer. With
hexdump tools you can dump that object code to the screen or to a printer,
However, you still can't be sure you've entered the instructions you intended to
enter unless you refer back and forth from your hexdump to Appendix A4, The 6502
Opcode List. You must verify that every opcode you entered is for the instruction
and the addressing mode that you had intended. You must count forward or
backward in hexadecimal to make sure that the operands in your branch instruc-
tions are correct. If you entered one opcode or operand incorrectly, then even
though your handwritten program may be correct, the version in your computer’s
memory will be wrong.

A disassembler (the opposite of an assembler) can make your life a lot easier by
displaying or printing the mnemonics represented by the opcodes you entered into
your computer, and by showing you the actual addresses and addressing modes
represented by your operands. The disassembler can't know that address $FB has
the label “TV.PTR,” but it can let you know that a given instruction operates on ad-

dress $FB.
A disassembled line includes the following fields:

Field Field

Number Description

1. Mnemonic.

2. Operand.

3. Address of opcode.

4. Opcode in hexadecimal.



5. First byte of operand (if present) in hexadecimal.
6. Second byte of operand (if present) in hexadecimal.

Here's a disassembled line, with each of the fields numbered:

1 2 3 4 5 6 (Field Numbers)

JSR 0400 08AC 20 00 04 (Disassembled Line)

As with hexdump tools, I find it convenient to have two disassemblers: one for
the screen and one for the printer. The screen-oriented disassembler should direct a
certain number of disassembled lines to the screen whenever it is called. On the other
hand, the printing disassembler should get a starting address and an ending address
from the user and print a continuous disassembly of that portion of memory. As
before, when I direct output to a printer I want to set it and forget it.

Whether we disassemble to the screen or to a printer, we will disassemble one
line at a time. How can a program disassemble a line? The same way a person does.
You look at an opcode in memory and then consult a table such as Appendix A4 to
determine the operation represented by that opcode. Each operation has two at-
tributes, a mnemonic and an addressing mode. The procedure is simple. Write the
mnemonic; then, from the addressing mode determine whether this opcode takes no
operand, a 1-byte operand, or a 2-byte operand. If it takes an operand, look at the
next byte or two in memory and then write the operand for the mnemonic.

Thus, if you wish to disassemble object code from some place in memory, and
you find an $8D at that location, you can determine from Appendix A6 that $8D
represents “store accumulator, absolute mode.” Therefore, you'll write: “STA,”
which is the mnemonic for store the accumulator.

The absolute mode requires a 2-byte operand, so you'll look at the 2 bytes
following the $8D. If $36 follows the $8D and is itself followed by $DO, then the
disassembled line will look like this:

STA $D036

That's a lot easier to read than the original 3 bytes of object code:

8D 36 DO
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DISASSEMBLY

JSR 0400 1E00 20 00 04

JSR 04A0 1E03 20 A0 04

LDA  (0021),Y 1E06 Bl 21

CLC 1E08 18

BCC  1E00 1E09 90 F5
HEXDUMP

01 2 3 4 5 6 7 8 9 AB CDE F

1E00 20 00 04 20 A0 04 B1 21 18 90 F5

Figure 9.1: Disassembly and hexdump of the same object code.

TO DISASSEMBLE ONE LINE:

GET OPCODE

WRITE DOWN
ITS MNEMONIC

LOOK UP ITS
ADDRESSING MODE

WRITE DOWN
ITS OPERAND

FINISH THE LINE

BY WRITING, IN HEX,
THE BYTE(S)

WE JUST DISASSEMBLED

RETURN

Figure 9.2: Algorithm for disassembling one line of code.
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That looks pretty simple. We can use the SELECT pointer to indicate the cur-
rent byte within memory, and we’ll assume that lower-level subroutines exist or will
exist to do the jobs required by DSLINE, which disassembles one line. With those
assumptions, we can write source code for DSLINE:

DISASSEMBLE ONE LINE

DSLINE JSR GET.SL Get currently selected byte.

PHA Save it on stack.

JSR MNEMON Print the mnemonic represented by that
opcode.

JSR SPACE Space once.

PLA Restore opcode to accumulator.

JSR OPERND Print the operand required by that op-
code.

JSR FINISH Finish the line by printing fields 3 thru
6.

JSR NEXTSL Select next byte.

RTS Return to caller, with SELECT pointing

at the last byte of the operand (or at the
opcode, if it was a 1-byte instruction).

Print Mnemonic

We need a subroutine called MNEMON which prints the three-letter mnemonic
for a given opcode. How can MNEMON do this? How do we do it? We look it up in
a table such as Appendix A4. We could have a similar table in memory and then
have MNEMON sequentially look up from the table the three characters comprising
the desired mnemonic. That would require a 3-byte mnemonic for each of 256 possi-
ble opcodes: a 758-byte table. That's a lot of memory! Perhaps if we organize our
data better we'll need less memory.

For example, why include the same mnemonic more than once in the table?
Eight different opcodes use the mnemonic LDA; why should I use up 24 bytes to
store “"LDA” eight times? We could have a table of mnemonic names, which is
nothing more than an alphabetical list of the three-letter mnemonics. There are only
fifty-six different mnemonics; if we add one pseudo-mnemonic, “BAD,” to mean
that a given opcode is not valid, then we still have only fifty-seven mnemonics. The
table of mnemonic names will therefore require only 171 bytes.

If you have a given opcode, how can you know which mnemonic in the table of
mnemonic names corresponds to your opcode? A mnemonic code is some number
that uniquely identifies a given mnemonic. Let’s assume that we have a table of
mnemonic codes which gives the mnemonic code for each possible opcode.
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Now you can look up in the table of mnemonic codes the mnemonic code cor-
responding to a given opcode, and then use the mnemonic code as an index to the
table of mnemonic names. The three sequential characters located in the table of
mnemonic names will comprise the mnemonic for your original opcode.

This method requires not one but two tables. The two together, however, re-
quire considerably less memory than our first table did. The table of mnemonic
codes will be 256-bytes long, since it must have an entry for every possible opcode,
including invalid ones. The table of mnemonic names, on the other hand, will be
only 171-bytes long, so the two tables together require only 427 bytes. That's 331
bytes or 43 percent less memory than our first table required.

Space saved in tables may not be worth it if large or complicated code is re-
quired as an index to those tables, but in this case the code is quite simple:

MNEMON LDX #3 There are three letters in a mnemonic.
STX LETTER We'll keep track of the letters by count-
ing down to zero.
TAX Prepare to use the opcode as an index.

LDA MCODES,X  Look up the mnemonic code for that op-
code. (MCODES is the table of
mnemonic codes.)

TAX Prepare to use that mnemonic code as
an index.
MNLOOP LDA MNAMES, X  Get a mnemonic character. (MNAMES
is the list of mnemonic names.)
STX TEMP.X Save X register (since printing will
almost certainly change the X register).
JSR PR.CHR Print the character to all currently
selected devices.
LDX TEMP.X Restore X register to its previous value.
INX Adjust index for next letter.
DEC LETTER If three letters not yet printed,
BNE MNLOOP loop back to handle the next one.
RTS Otherwise, return to caller.
TEMP.X .BYTE 0
LETTER .BYTEO

As you can see, MNEMON requires only 30 bytes of code in machine language:
2 bytes to hold variables and 427 bytes for the two tables (MNAMES and
MCODES). The entire subroutine requires 459 bytes, but since most of those bytes
are data in tables, comparatively little can go wrong with the program. If the wrong
bytes are keyed into the table of mnemonic names, then the disassembler will print
one or more incorrect characters in a mnemonic. But MNEMON won't crash! Bad



data in means bad data out, but at least MNEMON will run, and a running program
is a lot easier to correct than one that crashes and burns.

So again we have a data-intensive, rather than a computation-intensive,
subroutine. The tables required by MNEMON are included in Appendix C8.

Print Operand

Now we come to the tricky part: printing the right operand given an opcode at
some location in memory. When I disassemble object code by hand, I write the
operand in two steps: first I determine the addressing mode of the given opcode, and
then, if that addressing mode takes an operand, I write down the proper operand in
the proper form. Proper form means including a comma and an X or a Y for every
indexed instruction, including parentheses in the proper places for indirect instruc-
tions, and printing out all addresses high byte first, since that makes it easier to read
an address.

OPERND (the subroutine that prints an operand for a given opcode in a given
location in memory) will therefore determine the addressing mode for a given op-
code, and then call an appropriate subroutine to handle that addressing mode:

OPERND
OPERND TAX Look up addressing mode code for
LDA MODES, X this opcode.
TAX X now indicates the addressing mode.
JSR MODE.X Call the subroutine that handles address-
ing mode “X.”
RTS Return to caller.

MODES is a table giving the addressing mode for each opcode.

Note that OPERND can work only if we have a routine called MODE.X which
somehow transfers control to the subroutine that handles addressing mode “X.”
How can MODE. X do this? One way is to have a table of pointers, in which the Xth
pointer points to the subroutine that handles addressing mode “X.” MODE.X must
then transfer control to the Xth subroutine in this table. It would be nice if the 6502
offered an indexed JSR instruction, which would call the subroutine whose address
is the Xth entry in the table. Unfortunately, the 6502 doesn't offer an indexed JSR in-
struction, so we'll have to simulate one in software.

Fortunately, the 6502 does offer an indirect JMP. If a pointer, called SUBPTR,
can be made to point to a given subroutine, then the instruction JMP (SUBPTR) will
transfer control to that subroutine. Therefore, MODE.X need only set SUBPTR
equal to the Xth pointer in a table of subroutine pointers, and with the instruction
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JMP (SUBPTR), it can transfer control to the Xth subroutine in the table.

HANDLE ADDRESSING MODE “X”

MODE.X LDA SUBS, X Get low byte of Xth pointer in the table
of subroutine pointers.
STA SUBPTR Set low byte of subroutine pointer.
INX Adjust index to get next byte.
LDA SUBS,X Get high byte of Xth pointer in the table

of subroutine pointers.

STA SUBPTR+1 Set high byte of subroutine pointer.

JMP (SUBPTR) Jump to the subroutine specified by the
subroutine pointer. That subroutine will
then return to the caller of MODE.X,
not to MODE.X itself.

SUBS This is a table of pointers, in which the

Xth pointer points to the subroutine that
handles addressing mode X.

Disassembler Utilities

Given MODE.X, OPERND can call the right subroutine to handle any given
addressing mode. Now all we need are thirteen different subroutines, one for each of
the 6502's different addressing modes.

Before writing those subroutines, however, let's think for a moment about what
they must do, and see if we can't write a few utility subroutines to perform those
functions. With a proper set of utilities, the addressing mode subroutines themselves
need only call the right utilities in the right order.

The following set of utilities seems reasonable:

® ONEBYT: Print a 1-byte operand.

® TWOBYT: Print a 2-byte operand.

©® RPAREN: Print a right parenthesis.

©® LPAREN: Print a left parenthesis.

® XINDEX: Print a comma and then the letter “X.”
® YINDEX: Print a comma and then the letter “Y.”



Print a 1-Byte Operand: ONEBYT

ONEBYT JSR INC.SL Advance to byte following opcode.
JSR DUMPSL Print it in hexadecimal.
RTS Return to caller.

Print a 2-Byte Operand: TWOBYT
A 2-byte operand always specifies an address with the low byte first. To print a

2-byte operand high byte first, we must first print the second byte in the operand
and then print the first byte in the operand; each, of course, in hexadecimal format.

TWOBYT JSR INC.SL Advance to first byte of operand.

LDA GET.SL Load that byte into accumulator.
PHA Save it.
JSR INC.SL Advance to second byte of operand.
JSR DUMPSL Print it in hexadecimal format.
PLA Restore the operand’s first byte to the
JSR PR.BYT accumulator, and print it in hexa-

: decimal.
RTS Return to caller.

ONEBYT and TWOBYT each leave SELECT pointing at the last byte of the
operand.

Print Right, Left Parenthesis: RPAREN, LPAREN

RPAREN prints a right parenthesis to all currently selected devices. LPAREN
prints a left parenthesis to all currently selected devices.

RPAREN LDA #) Load accumulator with ASCII code for
right parenthesis.
BNE SENDIT Send it to all currently selected devices.
LPAREN LDA #( Load accumulator with ASCII code for
left parenthesis.
SENDIT JSR PR.CHR Send it to all currently selected devices.
RTS Return to caller.
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Index with Register X: XINDEX

XINDEX prints a comma and then the letter “X:"”

XINDEX LDA #, Load accumulator with ASCII code for a
comma; then print it to
JSR PR.CHR all currently selected devices.
LDA #X Load accumulator with ASCII code for
the letter “X;” then print it
JSR PR.CHR to all currently selected devices.
RTS Return to caller.

Index with Register Y: YINDEX

YINDEX prints a comma and then the letter “Y:"”

YINDEX LDA #, Load accumulator with ASCII code for a
comma; then print it to all
JSR PR.CHR currently selected devices.
LDA #Y Load accumulator with ASCII code for
the letter “Y;"” then print it
JSR PR.CHR to all currently selected devices.
RTS Return to caller.

So much for the disassembler utilities. Now with a single subroutine call we can
print a 1-byte or a 2-byte operand (and, of course, we can print a no-byte operand),
and we can print any of the frequently used characters and character combinations.
Okay, let's write some addressing mode subroutines:

Addressing Mode Subroutines

Because the 6502 has thirteen different addressing modes, we'll need thirteen
different addressing mode subroutines:

Subroutine Addressing Mode

ABSLUT Absolute
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ABS.X Absolute, X

ABS.Y Absolute,Y
ACC Accumulator
IMPLID Implied
IMMEDT Immediate
INDRCT Indirect
IND.X Indirect, X
IND.Y Indirect,Y
RELATV Relative
ZEROPG Zero Page
ZERO.X Zero Page, X
ZERO.Y Zero Page,Y

The main job for each subroutine will be to print the operand in the proper
form. Although a given addressing mode will always have the same number of
characters in its operand, unfortunately, different addressing modes may have
operands of different lengths. For example, implied addressing mode has no
characters in its operand, whereas indirect indexed addressing requires six charac-
ters in its operand.

But no matter how many characters appear in an operand, we want to make
sure that field 3 (the address field) always begins at the same column. Therefore,
every addressing-mode subroutine will return with A holding the number of
characters in the operand, with X holding the number of bytes in the operand, and
with SELECT pointing at the last byte in the operand (or at the opcode, if it was a
1-byte instruction). Then FINISH can print an appropriate number of spaces before
printing fields 3 thru 6.

Absolute Mode: ABSLUT

To print the operand for an instruction in the absolute mode, we need only
print a 2-byte operand. Thus, 8D B2 04 will disassemble as:

STA 04B2 8D B2 04

ABSLUT JSR TWOBYT
LDX #2 X holds number of bytes in operand.
LDA #4 A holds number of characters in
operand.
RTS
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Absolute, X Mode: ABS.X

To print the operand for an instruction in the absolute, X mode, we must print a
2-byte operand, a comma, and then an “X:”

LDA D09A,X BD 9A Do

ABS.X JSR ABSLUT Print the 2-byte operand.
JSR XINDEX Print the comma and the “X.”
LDX #2 X holds number of bytes in operand.
LDA #6 A holds number of characters in
operand.
RTS Return to caller.

Abolute, Y Mode: ABS.Y

To print the operand for an instruction in the absolute, Y mode, we must print a
2-byte operand, a comma, and then a “Y:”

ORA 02FE,Y 19 FE 02

ABS.Y JSR ABSLUT Print the 2-byte operand.
JSR YINDEX Print the comma and the “Y.”
LDX #2 X holds number of bytes in operand.
LDA #6 A holds number of characters in
operand.
RTS Return to caller.

Accumulator Mode: ACC

To print the operand for an instruction in the accumulator mode, we need only
print the letter “A.”

ROR A 6A



ACC LDA #A Load accumulator with ASCII code for
the letter A.

JSR PR.CHR Print it on all currently selected devices.

LDX #0 X holds number of bytes in operand.

LDA #1 A holds number of characters in
operand.

RTS Return to caller.

Implied Mode: IMPLID

Implied mode has no operand, so just return:

CLC 18
IMPLID LDX #0 X holds number of bytes in operand.
LDA #0 A holds number of characters in
operand.

RTS

Immediate Mode: IMMEDT

Immediate mode requires a 1-byte operand, which we'll print in hexadecimal
format. Thus, it should disassemble the two consecutive bytes “A9 41" as follows:

LDA #$41 A9 41

IMMEDT LDA ## Print a ‘# sign.

JSR PR.CHR

LDA #%$ Print a dollar sign.

JSR PR.CHR

JSR ONEBYT Print 1-byte operand in hexadecimal for-
mat.

LDX #1 X holds number of bytes in operand.

LDA #4 A holds number of characters in
operand.

RTS Return to caller.
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Indirect Mode: INDRCT

To print the operand for an instruction in the indirect mode, we need only print
an absolute operand within parentheses. Thus, the three consecutive bytes
“6C 00 04" will disassemble as:

JMP (0400) 6C 00 04

INDRCT JSR LPAREN Print left parenthesis.
JSR ABSLUT Print the 2-byte operand.
JSR RPAREN Print the right parenthesis.
LDX #2 X holds number of bytes in operand.
LDA #6 A holds number of characters in
operand.
RTS Return to caller.

Indirect, X Mode: IND.X

To print the operand for an instruction in the indirect, X addressing mode, we
need to print a left parenthesis, a zero-page address, a comma, the letter “X,” and
then a right parenthesis. Thus, the two consecutive bytes “A1 3C" will disassemble
as:

LDA 3C,X) A13C

IND.X JSR LPAREN Print a left parenthesis.

JSR ZERO.X Print a zero-page address, a comma, and
the letter “X.”

JSR RPAREN Print a right parenthesis.

LDX #1 X holds number of bytes in operand.

LDA #6 A holds number of characters in
operand.

RTS Return to caller.



Indirect, Y Mode: IND.Y
To print the operand for an instruction in the indirect, Y mode, we must print a

left parenthesis, a zero-page address, a right parenthesis, a comma, and then the let-
ter “Y.” Thus, the two consecutive bytes “B1 AF” will disassemble as:

LDA (AF),Y B1 AF

IND.Y JSR LPAREN Print a left parenthesis.
JSR ZEROPG Print a zero-page address.
JSR RPAREN Print a right parenthesis.
JSR YINDEX Print a comma and then the letter “Y.”
LDX #1 X holds number of bytes in operand.
LDA #6 A holds number of characters in

operand.

RTS Return to caller.

Relative Mode: RELATV

Relative mode can be tricky. A relative branch instruction specifies a forward
branch if its operand is plus (in the range of 00 to $7F), but it specifies a backward
branch if its operand is minus (in the range of $80 to $FF). Therefore, in order to
determine the address specified by a relative branch instruction, we must first deter-
mine whether the operand is plus or minus, so we can determine whether we're
branching forward or backward. Then we must add or subtract the least-significant
7 bits of the operand to or from the address immediately following the operand of
the branch instruction; the result of that calculation will be the actual address
specified by the branch instruction.

RELATV JSR INC.SL Select next byte in memory.
JSR PUSHSL Save SELECT pointer on stack.
JSR GET.SL Get operand byte.
PHA Save it on the stack.
JSR INC.SL Increment SELECT pointer so it points

to the opcode following the relative
branch instruction. (Relative branches
are relative to the next opcode.)
PLA Restore operand byte to accumulator.
CMP #0 Is it plus or minus?
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FORWRD

RELEND

BPL FORWRD

DEC SELECT +1

CLC

ADC SELECT
BCC RELEND
INC SELECT +1
STA SELECT

JSR PR.ADR
JSR POP.SL
LDX #1
LDA #4

RTS

Zero-Page Mode: ZEROPG

If plus, it means a forward branch.
Since operand byte is minus, we’ll be
branching backward.

Branching backward is like branching
forward from a location 256 bytes lower
in memory.

Add operand byte to the address

of the opcode following the

branch instruction.

Now SELECT points to the address
specified by the operand of the relative
branch instruction. Let’s print it.

Restore SELECT pointer.

X holds number of bytes in operand.

A holds number of characters in
operand.

Return to caller, with SELECT pointer
once again pointing to the operand byte
of the relative branch instruction.

To print the operand of an instruction that uses the zero-page addressing
mode, we need only print a 1-byte operand. This will cause the bytes “85 2A" to be

disassembled as:

ZEROPG

STA2A 852A

LDA #0
JSR PR.BYT
JSR ONEBYT
LDX #1

LDA #2

RTS

Print two ASCII zeroes to all
currently selected devices.

Print the 1-byte operand.

X holds number of bytes in operand.
A holds number of characters in
operand.

Return to caller.



Zero-Page Indexed Modes: ZERO.X, ZERO.Y

To print the operand of an instruction that uses the zero-page X or zero-page Y
addressing mode, we need only print the zero-page address, a comma, and then an
“X" or a “Y.” Thus, “B5 6C" will disassemble as:

LDA 6C,X Bs 6C

and “B6 53" will disassemble as:

LDX 53,Y Bé6 53

ZERO.X JSR ZEROPG Print the zero-page address.
JSR XINDEX Print a comma and the letter “X.”
LDX #1 X holds number of bytes in operand.
LDA #2 A holds number of characters in
operand.
RTS Return to caller.
ZERO.Y JSR ZEROPG Print the zero-page address.
JSR YINDEX Print a comma and the letter “Y.”
LDX #1 X holds number of bytes in operand.
LDA #2 A holds number of characters in
operand.
RTS Return to caller.

A Pseudo-Addressing Mode for Embedded Text

Now we have subroutines to disassemble machine code in any of the 6502's
thirteen legal addressing modes. But what about text embedded in a machine-
language program? We know that our programs already include text strings, where
each text string begins with a TEX character ($7F) and ends with an ETX ($FF). The
disassembler, however, doesn't know anything about embedded text. If we try to
disassemble a machine-language program that includes embedded text, the
disassembler will assume that the TEX character, and the text string itself, are 6502
opcodes and operands; because it doesn’t know about text, it will misinterpret the
text string.

Wouldn't it be nice if the disassembler could recognize the TEX character for
what it is, and then print out the text string as text, rather than as opcodes and
operands? When it has finished printing a text string, the disassembler could then
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resume treating the bytes following the ETX as conventional 6502 opcodes and

operands.

Such behavior is not hard to implement. We need only define a pseudo-
addressing mode, called TEXT mode, and say that the TEX character is the only op-
code that has the TEXT addressing mode. Then we'll write a special addressing mode
subroutine, called TXMODE, to print operands that are in the TEXT mode.
TXMODE will print an operand in the TEXT mode by printing the text that follows
the TEX character and ends with the first ETX character.

Here’s some source code to implement such behavior:

TXMODE PLA
PLA
PLA
PLA
TXLOOP  JSR NEXTSL
BMI TXEXIT
JSR GET.SL
CMP #ETX
BEQ TXEXIT

JSR PR.CHR

CLC

BCC TXLOOP
TXEXIT JSR CR.LF

JSR NEXTSL

RTS

Pop return address

to OPERND.

Pop return address

to DSLINE.

Advance past TEX pseudo-opcode.
Return if reached EA.

Get the character.

Is it the end of the text string?

If so, we've finished disassembling this
line.

If not, print the character.

Branch back to get

the next character.

Advance to a new line.

Advance to next opcode (if SELECT is
less than EA).

Return to the caller of DSLINE, with
SELECT at the first opcode following
the text string.

Now that we have the desired addressing mode subroutines, we can make up
the table of addressing mode subroutines:

SUBS .WORD ABSLUT
.WORD ABS.X
.WORD ABS.Y
.WORD ACC
.WORD IMPLID
.WORD IMMEDT
.WORD INDRCT



.WORD IND.X
.WORD IND.Y
.WORD RELATV
.WORD ZEROPG
.WORD ZERO.X
.WORD ZERO.Y

Each addressing mode subroutine will return with SELECT pointing at the last
byte in the instruction, with A holding the number of characters in the operand:
field, and with X holding the number of bytes in the operand (0, 1, or 2). Each ad-
dressing mode subroutine will return to OPERND, which will finish the line by call-
ing FINISH.

Finishing the Line: FINISH

FINISH must space over to the proper column for field 3, which will hold the
address of the opcode. Then it must print the address of the opcode and dump 1, 2 or
3 bytes, as necessary. FINISH will end by advancing the printhead to a new line and
by advancing SELECT so that it points to the first byte following the disassembled
line (unless it has disassembled through EA, the ending address, in which case it will
return with SELECT = EA). FINISH returns PLUS if more bytes must be
disassembled before EA is reached; it returns MINUS if it disassembled through EA.

FINISH STA OPCHRS Save the length of the operand,
STX OPBYTS in characters and in bytes.
DEX If necessary, decrement the
BMI SEL.OK SELECT pointer so it
LOOP.1 JSR DEC.SL points to the opcode.
DEX
BPL LOOP.1
SEL.OK SEC Space over to the
LDA ADRCOL column for the address field:
SBC #4 Operand field started in column 4...
SBC OPCHRS ... and includes OPCHRS characters.
TAX So now we need X spaces.
JSR SPACES Send enough spaces to reach address
column,
JSR PR.ADR Print address of opcode.
LOOP.2 JSR SPACE Space once.
JSR DUMPSL Dump selected byte.
JSR INC.SL Select next byte.
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DEC OPBYTS Completed last byte in instruction?

BPL LOOP.2 If not, do next byte.
JSR DEC.SL Back up SELECT to last byte in
operand.

FINEND JSR CR.LF Advance to a new line.

RTS Return to caller.
OPBYTS .BYTE Number of bytes in operand.
OPCHRS .BYTE 0 Number of characters in operand.
ADRCOL .BYTE 16 Starting column for address field.

Now we can disassemble a line. So let's write the disassemblers, one for the
printer and one for the screen. These routines will have much the same structure as
TVDUMP and PRDUMP, which direct hexdumps to the printer or to the screen.

Disassemble to Screen: TV.DIS

TV.DIS LDA DISLNS Initialize line counter with
STA LINUM number of lines to be disassembled.
LDA #$FF Set end address to $FFFF,
STA EA so NEXTSL will always increment
STAEA+1 the SELECT pointer.
JSR TVT.ON Select TVT as an output device. (Other

selected devices will echo the
disassembly.)

TVLOOP JSR DSLINE Disassemble one line.
DEC LINUM Completed last line yet?
BNE TVLOOP If not, disassemble next line.
RTS ' If so, return.
DISLNS .BYTE 5 DISLNS holds number of lines to be

disassembled by TV.DIS. To disassem-
ble one line, set DISLNS=1.

LINUM .BYTE 0 This variable keeps track of the number
of lines yet to be disassembled.

Printing Disassembler: PR.DIS

The printing disassembler (PR.DIS) will announce itself by displaying “PRINT-
ING DISASSEMBLER" on the screen, but not on the printer. It will then let the user
set the starting and ending addresses, in the same manner as PRDUMP. When the
user has specified the block of memory to be disassembled, the PR.DIS will print a
disassembly of the specified block of memory, echoing its output to the screen.

132



PR.DIS JSR PR.OFF Deselect printer.

JSR TVT.ON Select TVT.

JSR PRINT: Display title:

.BYTE TEX

.BYTE CR,LF ,

.BYTE PRINTING DISASSEMBLER’

.BYTE CR,LF,ETX

JSR.SETADS Let user set starting address
and end address.

JSR GOTOSA Set SELECT = Start address.

JSR PR.ON Select the printer.

PRLOOP JSR DSLINE Disassemble one line.

BPL PRLOOP If it wasn't the last line, disassemble the
next one.

RTS Return to caller.

With PR.DIS and TV.DIS, you can disassemble any block of memory, direct-
ing the disassembly to the screen or to the printer. See Chapter 12 for guidance on
mapping these two disassemblers to function keys in the Visible Monitor.
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Chapter 10:

A General MOVE Utility

Many computer programs spend a lot of time moving things from one place to
another. Such programs should be able to call a move utility for most of this work.
A move utility should:

® Be general enough to move anything of any size from any place in memory

to anywhere else.

® Not be upset when the origin block overlaps the destination.

® Have entry points with input configurations convenient to different callers.

® Preserve its inputs.

® Be fast.

This routine will be called often. A calling program doesn’t want to spend all its
time here. The cost of that speed is size, because well use straight-line, dedicated
code to handle each of several special cases, but even so this move code will weigh in
at less than 200 bytes. That's less than three percent of the memory available on a
system with 8 K bytes of programmable memory.

Input Configurations

Different callers may find different input configurations convenient, so let’s
provide more than one entry point, each requiring different parameters to be set.
The following two subroutine entry points are likely to meet the needs of most
callers:

MOV.EA Move a block, defined by its starting address (SA), its ending



address (EA), and its destination address (DEST).

MOVNUM

Move a block, defined by its starting address, the number of

bytes in the block (NUM), and the destination of the block.

MOV.EA will simply be a “front end” for MOVNUM. It will set NUM = end-

ing address — starting address of the source block.

Handling Overlap

There will be no problem with overlap if we always move from the leading edge
of the source block — that is, copy up beginning with the highest byte to be moved,
and copy down beginning with the lowest byte to be moved. This way, if a byte in
the source block is overwritten it will already have been copied to its destination.

Going Up?

To avoid overlap, MOVNUM must determine whether it's copying up or
down. Therefore, before moving anything it must see if the destination address is
greater or lesser than the starting address. Then it can branch to MOVE-UP or

MOVE-DOWN as appropriate.

Figure 10.1: Top level of block move.
Flowchart of MOVE.EA and MOV-
NUM routines.

START

NUMBER *
END ADDRESS—
START ADDRESS

RETUR
BEARII SD RROR

Rl U%N
BEARIN KAY

MOVE DOWN

RETUR RETURN
BEARIN KAY
CO%EO BEAN&I&%EOKAV

Using the flowchart of figure 10.1 as a guide, let’s write source code for the top

level of MOV.EA and MOVNUM:
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MOV.EA

MOVE.1

ER.RTN

MOVNUM
SAVE

OK.RTN
RESTOR

NUM

GETPTIR = 0

This is the input-page pointer.

PUTPTR = GETPTR+2 This is the output-page pointer.

SEC

LDX EA+1
LDA EA

SBC SA

STA NUM
BCS MOVE.1
DEX

SEC

TXA

SBC SA+1
STANUM+1
BCS MOVNUM
LDA #ERROR
RTS

LDY #3

LDA GETPTR,Y
PHA

DEY

BPL SAVE

SEC

LDA SA+1
CMP DEST +1
BCC MOVEUP
BNE MOVEDN
LDA SA

CMP DEST
BCC MOVEUP

BNE MOVEDN

LDY #0
PLA

STA GETPTR,Y
INY

CPY #4

BNE RESTOR
RTS

.WORD 0

Set NUM = EA — SA

Now NUM = EA — SA.
If EA less than SA,
return with error code.
Save the 4 zero-page
bytes we'll use.

Is DEST less than START?

If so, we'll move down.

If not, we'll move up.

SA, destination are in the same
page.

If SA more than destination, we'll
move down. If SA less than destina-
tion,

we'll move up. If they are equal, we'll
return bearing okay code.

Restore 4 zero-page bytes that were
used by the move code.

Restored last byte yet?

If not, restore next one. If so,

return, with move complete and zero
page preserved.

This 16-bit variable holds the number of
bytes to be moved.



Optimizing for Speed

Moving a page at a time is the fastest way to move data, and for large blocks we
can move most of the bytes this way. Therefore, when moving data we’ll move one
page at a time until there is less than a page to move; then we'll move a byte at a time
until the entire source block is moved. MOVE-UP and MOVE-DOWN must test to
see if they have more or less than a page to move, and then branch to dedicated code

that either moves a page or moves less than a page.

Figure 10.2: Move a block up.
Flowchart of the MOVEUP routine.

MOVE-UP

MOVEUP

SET PAGE POINTERS
T0 HRIGHEST PAGE IN

SOURCE
DESTINATION BLOCKS

MORE

THAN
ONE PAGE
TO M’OVE

YES

MOVE A PAGE UP,
STARTING AT THE TOP

DECREMENT PAGE
POINTERS

THAN A
JES PAGE LEFT

TO MOVE
P

NO

MOVE LESS THAN A
PAGE UP, STARTING
AT THE TOP

RETURN BEAR-
ING OKAY CODE

Using figure 10.2 as a guide, we can write source code for MOVE-UP:
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NEXT.1

NEXT.2

NEXT.3
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LDA NUM+1
BEQ LESSUP

LDY NUM+1
LDA NUM
SEC

SBC #$FF.

BCS NEXT.1
DEY
TAX

STY PUTPTR+1
TXA

CLC

ADC SA

STA GETPTR
BCC NEXT.2
INY

TYA

ADC SA+1
STA GETPTR+1

TXA

CLC

ADC DEST

STA PUTPTR
BCC NEXT.3
INC PUTPTR+1
LDA PUTPTR+1
ADC DEST +1
STA PUTPTR+1

More than one page to move?

If not, move less than a page up.

To move more than a page, set the page
pointers GETPTR and PUTPTR to the
highest pages in the source and destina-
tion blocks. To do this, treat X as the
high byte and Y as the low byte of a
pointer, which we'll call (X,Y). First set
(X,Y) = NUM — $FF, the relative ad-
dress of the highest page in the block.
Now Y is high byte of block size.

Now A is low byte of block size.
Prepare to subtract.

Now A is a low byte of (block size —
$FF.)

Now (X,Y) = NUM — $FF.
X is low byte, Y is high byte of NUM —
$FF.

Prepare to add.

Now GETPTR = SA + NUM — $FF
(the last page in the origin block).

Prepare to add.

Now PUTPTR = DEST + NUM - $FF
(the last page in the destination block).
Now the page pointers (GETPTR and
PUTPTR) point to the last page in, respec-
tively, the origin and destination blocks.



PAGEUP
UPLOOP

LESSUP

SOMEUP

LOPAGE

LDX NUM+1
LDY #$FF

LDA (GETPTR),Y
STA (PUTPTR),Y
DEY

BNE UPLOOP
LDA (GETPTR),Y
STA (PUTPTR),Y
DEC GETPTR+1
DEC PUTPTR+1
DEX

BNE PAGEUP
JSR LOPAGE

LDY NUM

LDA (GETPTR),Y
STA (PUTPTR),Y
DEY

CPY #$FF

BNE SOMEUP
JMP OK.RTN
LDA SA

STA GETPTR
LDA SA+1

STA GETPTR+1
LDA DEST

STA PUTPTR
LDA DEST +1
STA PUTPTR+1
RTS

Move-Down: MOVEDN

Figure 10.3 shows an algorithm for moving a block of data down through

memory.

Load X with number of pages to move.
Move a page up.

Get a byte from origin block.
Put it in destination block.
Adjust index for next byte down.
Loop if not the last byte.

Move last byte.

Decrement page pointers.

Still more than a page to move?

If so, move up another page.

Set GETPTR, PUTPTR to bottom of
origin and destination blocks.

Set index to number of bytes to be
moved.

Move a byte.

About to move last byte?

If not, move another.

If so, return bearing “OK" code.
Set page pointers to the bottom
of the origin and destination
blocks.

Return to caller.
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Figure 10.3: Move a block down.
Flowchart of the MOVEDN routine.

MOVEDN

SET PAGE POINTERS TO
LOWEST PAGE IN SOURCE,
DESTINATION BLOCKS

MOVE A PAGE DOWN,
STARTING AT THE
BOTTOM

INCREMENT PAGE
POINTERS

MORE
THAN A
PAGE LEFT
TO MOVE

NO

MOVE LESS THAN A PAGE
DOWN, STARTING AT
THE BOTTOM

RETURN
BEARING OKAY
CODE

Using figure 10.3 as a guide, we can write source code for the move-down

routine:

MOVEDN

PAGEDN

JSR LOPAGE
LDY #0

LDX NUM +1
BEQ LESSDN

LDA (GETPTR),Y
STA (PUTPTR),Y
INY

Set page pointers to bottom of origin
and destination blocks.

Y must equal zero whether we move
more or less than a page.

More than one page to move?

If not, move less than a page down.
Move a page down.

Get a byte from origin block

and put it in destination block.
Moved last byte in page?



BNE PAGEDN

INC GETPTR+1 Increment page pointers.

INC PUTPTR+1 \
DEX Still more than a page to move?

BNE PAGEDN If so, move another page down.

LDY #0 Move less than a page down starting at

the bottom.

LESSDN LDA (GETPTR),Y Get a byte from origin...
STA (PUTPTR),Y and put it in destination block.
INY Adjust index for next byte.
SEC
CPY NUM Moved last byte yet?
BCC LESSDN If not, move another.
JMP OK.RTN If so, return to caller, bearing “OK"”
code.
Speed -

For large blocks of data, most bytes will be moved by the page-moving code:
PAGE-UP and PAGE-DOWN. Since the processor spends most of its time in these
loops, let's see how long they will take to move a byte. (Appendix AS, Instruction
Execution Times, provides information on the number of cycles required for each
6502 operation.) Ordinarily I would not go into great detail concerning the speed of
execution of a small block of code, but these two loops form the heart of the move
utility, because they move most of the bytes in any large block. By making those
two loops very efficient, we can make the move utility very fast. In fact, these loops
will let us move blocks bigger than one page, at a rate approaching 16 cycles/byte
moved. (By way of a benchmark, that's more than twice as fast as the time required
to move large blocks with MOVIT, a smaller move program published in The First
Book of KIM.* MOVIT, made tiny [95 bytes] to use as little as possible of the KIM's
limited programmable memory, requires at least 33 cycles/bytes moved.)

MOVE.EA and MOVNUM are move utilities because they have input con-
figurations and performance suitable for many calling programs. But they are not
very convenient to the human user who simply wants to move something. With the
Visible Monitor and the move utility, you can move something from one place to

*Butterfield, et al, The First Book of Kim, Rochelle Park, NJ: Hayden
Book Company, 1977.
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another, but you have to know what addresses to set and you have to know the ad-
dress of the move utility itself.

That’s too much for me to remember. I want a tool, which will know the ad-
dresses and won't require me to remember them.

When I'm developing programs with the Visible Monitor and I want to move
some data or code from one place to another, I'd like to be able to call up a move
tool with a single keystroke — say “M.” It's easier for me to remember “ ‘M’ for
Move” than it is to remember the address of the move utility and the addresses of its
inputs,

Let’s say I'm using the Visible Monitor and I press “M." This invokes the move
tool. The first thing it should do is let me know that it's active. What if I hit the “M"”
key by mistake? The computer should let me know that I've invoked a new pro-
gram,

It should put up a title: “MOVE TOOL.” Then it should let me specify the start,
end, and destination addresses of a given block in memory. When these addresses
are set, the move tool can call MOV.EA, which will actually perform the move,

based on the addresses set by the user.
The top level of the move tool is therefore quite simple. Figure 10.4 shows the
flowchart for the following routine:

START

CLEAR SCREEN

DISPLAY TITLE

GET STARTING
ADDRESS
GET ENDING
ADDRESS
GET
DESTINATION
ADDRESS

CALL MOV. EA

RETURN

Figure 10.4: A mowve tool. Flowchart of MOVER routine.




MOVER

MOVER JSR TVT.ON

JSR PRINT:

.BYTE TEX,CR

.BYTE* MOVE TOOL'
BYTE CR,LF,LF

.BYTE ETX

JSR SETADS

JSR SET.DA
JSR MOV.EA

RTS

Select screen as an output device.
Put a title on the screen.

Get starting address,

ending address, and

destination address from user.

Move the block specified by those
pointers.

Return to caller, with requested block
moved and with zero page preserved.

Of course, MOVER can work only if we have a routine that lets the user set the
destination address. Let's write such a routine, and we'll be all set to move whatever

we like, to wherever we want it.

Set Destination Address: SET.DA

SET.DA JSR TVT.ON

JSR PRINT:
.BYTE TEX
.BYTE CR,LF,LF
.BYTE

.BYTE

BYTE ETX

JSR VISMON

DAHERE  LDA SELECT
STA DEST

LDA SELECT +1
STA DEST+1
RTS

DEST .WORD 0

Select TVT as an output device. All
other selected output devices will echo
the screen output.

Put prompt on the screen:

“SET DESTINATION ADDRESS “
“AND PRESS Q.”

Call the Visible Monitor, so user can
specify a given address.

Set destination address equal to
address set by the user.

Return to caller.
Pointer to destination of block to be
moved.
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See Chapter 12, Extending the Visible Monitor, to learn how to hook the
move tool into the Visible Monitor by mapping it to a given key. Then to move

anything in memory to anywhere else, you need only strike that key and the move
tool will do the rest.



Chapter | |:
A Simple Text Editbr

With the Visible Monitor you can enter ASCII text into memory by placing the
arrow under field 2 and striking character keys. But you must strike two keys for
every character in the message: first the character key, to enter the character into the
displayed address, and then the space bar, to select the next address. Furthermore, if
you want to enter an ASCII space or carriage return into memory, you'll have to
place an arrow under field 1 and enter the hexadecimal representation of the desired
character: $20 for a space; $0D for a carriage return. Then, of course, you'll have to
hit the space bar to select the next address, and the RIGHT-ARROW key to move
the arrow back underneath field 2, so that you can enter the next character into

memory.
If you only need to enter up to a dozen ASCII characters at a time, then the Vis-

ible Monitor should meet your needs. When you need to enter longer messages into
memory, you'll find yourself wanting a more suitable tool — a simple text editor.

Text editors come in many different shapes, sizes and formats. A line-oriented
editor, suitable for creating and editing program source files, requires that you enter
and edit text a line at a time. Usually each line must be numbered when it is entered;
then, in order to edit a line, you must first specify it by its line number.

On the other hand, a character-oriented editor allows you to overstrike, insert,
or delete characters anywhere in a given string of characters. Character-oriented
editors are frequently found in word processors for office applications, but don't get
your hopes up; this chapter will not present software nearly as sophisticated as that
available in even the humblest of word processors. However, it will present a very
simple character-oriented editor that will enable you to enter and edit text strings,
such as prompts, anywhere in memory.
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Structure

The text editor will have the three-part structure shown in figure 11.1. From this
we can write source code for the top level of the text editor:

INITIALIZE POINTERS

DISPLAY
CURRENT TEXT

GET A KEYSTROKE
AND HANDLE IT

Figure 11.1: Structure of simple text editor.

EDITOR JSR SETBUF Initialize pointers and variables required
by the editor.
EDLOOP  JSR SHOWIT Show the user a portion of the text
buffer.
JSR EDITIT Let the user edit the buffer or move
about within it.
CLC
BCC EDLOOP Loop back to show the current text.

Look familiar? It should. This is essentially the same structure used in the Vis-
ible Monitor. It's a simple structure, well-suited to the needs of many interactive dis-
play programs.

SETBUF

The text editor will operate on text in a portion of memory called the text buf-
fer. Because the editor must be able to change the contents of the text buffer, the buf-
fer must occupy programmable memory and may not be used for any other pur-
pose. This exemplifies a problem familiar to programmers: how to allocate memory
in the most effective manner. Memory used to store a program cannot be used at the
same time to store text; nor can memory allotted to the text buffer be used for stor-



ing programs or variables.

How do you get five pounds of tomatoes into a four-pound-capacity sack —
without crushing the tomatoes or tearing the sack? You don't. If you want to store a
lot of text in your computer’s programmable memory, you might not have room for
much of a text editor. On the other hand, an elaborate text editor, requiring a good
deal of programmable memory for its own code, may not leave much room in your
system for storing text.

Therefore, this text editor leaves the allocation of memory for the text buffer to
the discretion of the user. A subroutine called SETBUF sets pointers to the starting
and ending addresses of the text buffer. The rest of the editor then operates on the
text buffer defined by those pointers.

SETBUF sets the starting and ending addresses of the edit buffer. If you always
want to enter and edit text in the same buffer, then substitute your own subroutine
to set the starting and ending addresses to the values you desire. Otherwise, use the
following version of SETBUF, which lets the user define a new text buffer each time
it is called.

For testing purposes, you might even want to set the text buffer completely in-
side screen memory. This allows you to see exactly what's happening inside the text

buffer.

SETBUF
SETBUF JSR TVT.ON Select TVT.
JSR PRINT: Display “SET UP EDIT BUFFER.”
.BYTE TEX,CR,LF,LF
.BYTE ‘SET UP EDIT BUFFER’
.BYTE CR,LF,LF,ETX
GETADS  JSR SETADS Let user set starting address and end ad-
dress of edit buffer.
JSR GOTOSA Now SELECT = starting address of edit
buffer.
RTS Return to caller.

This version of SETBUF allows the user to set the text buffer anywhere in mem-
ory, provided that the ending address is not lower in memory than the starting
address. It returns with the SELECT pointer pointing at the starting address of the
buffer.
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SHOWIT

- Now that SETBUF has set the pointers associated with the text buffer, let’s
figure out how to display part of that buffer.

Figure 11.2 shows the simple 3-line display to be used by the text editor. “X”
marks the home position of the edit display. Everything in the edit display is relative
to the home position. Thus, to move the edit display about on your screen (ie: from
the top of the screen to the bottom of the screen), you need only change the home
position, which is set by SHOWIT.

LINE 1: X
LINE 2: SOME CHARACTERS FROM TEXT BUFFER GO HERE
LINE 3: M4 HHHH

Figure 11.2: Three-line display of simple text editor.

Line 1 is entirely blank. Its only purpose is to separate the text displayed in line
2 from whatever you may have above it on your screen.

Line 2 displays a string of characters from the edit buffer. The central character
in line 2 is the current character. The current character is indicated by an upward-
pointing arrow as in line 3. The address of the current character is given by the four
hexadecimal characters represented by “HHHH" in line 3.

The letter “M” in line 3 shows you where a graphic character will indicate the
current mode of the editor.

Modes

This editor will have two modes: overstrike mode and insert mode. In over-
strike mode you overstrike, or replace, the current character with the character from
the keyboard. In insert mode, you insert the keyboard character into the text buffer
just before the current character. How one sets these modes, a function for the
subroutine EDITIT, will be discussed later. But SHOWIT must know the current
mode in order to display the proper graphic in line 3 of the editor display.

Since we're going to have two modes, let's keep track of the current mode of the
editor with a 1-byte variable called EDMODE. We'll assign the following values to
EDMODE:



EDMODE = 0 when the editor is in overstrike mode.
EDMODE = 1 when the editor is in insert mode.

Any other value of EDMODE is undefined and therefore illegal. If SHOWIT
should find that EDMODE has an illegal value, then it should set EDMODE to some
legal default value — say, zero. That would make overstrike the default mode for

the editor.

We'll also need two graphics characters, INSCHR and OVRCHR, to indicate in-
sert and overstrike modes, respectively. In this chapter, the character to indicate a
given edit mode will simply be the first initial of the mode name: “0” for overstrike
mode, “1” for insert mode.

SHOWIT

JSR TVPUSH
JSR TVHOME

LDX TVCOLS
LDY #3

JSR CLR.XY
JSR TVHOME

JSR TVDOWN
JSR TVPUSH
JSR LINE.2
JSR TV.POP
JSR TVDOWN
JSR LINE.3
JSR TV.POP
RTS

SHOWIT

Save the zero-page bytes we'll use.
Set home position of the

edit display. ‘

Clear 3 rows for the

edit display.

Restore TV.PTR to home position of
edit display.

Set TV.PTR to beginning of

line 2 and save it.

Display text in line 2.

Set TV.PTR to beginning

of line 3.

Display line 3.

Restore zero-page bytes used.

Return to caller, with edit display on
screen, rest of screen unchanged, and
zero page preserved.

Of course, SHOWIT can work only if it can call a couple of routines (LINE.2
and LINE.3) to display lines 2 and 3 of the editor display, respectively. Let's write
those routines.
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Display Text Line

To display the text line, we simply need to copy a number of characters from
the text buffer to the second line of the editor display. Since the screen is TVCOLS
wide, we should display TVCOLS number of characters in such a way that the cen-
tral character in the display is the currently selected character. We can do that if we
decrement SELECT by TVCOLS/2 times, and then display TVCOLS number of

characters:

LINE.2 JSR PUSHSL
LDA TVCOLS
LSR A
TAX
DEX

LOOP.1 JSR DEC.SL
DEX
BPL LOOP.1
LDA TVCOLS
STA COUNTR

LOOP.2 JSR GET.SL
JSR TV.PUT
JSR TVSKIP
JSR INC.SL
DEC COUNTR
BPL LOOP.2
JSR POP.SL
RTS

Display Status Line

LINE.2

Save SELECT pointer.
Set X equal

to half the width

of the screen.

Decrement SELECT X times.

Initialize COUNTR. (We're

going to display TVCOLS characters.)
Get a character from buffer.

Put it on screen.

Go to next screen position.

Advance to next byte in buffer.

Done last character in row?

If not, do next character.

Restore SELECT from stack.

Return to caller.

Line 3 of the editor display provides status information: identifying the current
mode of the editor, pointing at the current character in line 2 of the edit display, and
providing the address of the current character.

150



LINE.3

LINE.3 LDA TVCOLS
LSR A A = TVCOLS/2
SBC #2 A = (TVCOLS/2) — 2
JSR TVPLUS Now TV.PTR is pointing 2 characters to
the left of center of line 3 of the edit
display.
LDA EDMODE What is current mode?
CMP #1 Is it insert mode?
BNE OVMODE If not, it must be overstrike mode.
LDA #INSCHR If so, load A with the insert graphic.
CLC
BCC TVMODE
OVMODE LDA #OVRCHR Load A with the overstrike graphic.
TVMODE JSR TV.PUT Put mode graphic on screen.
LDA #2
JSR TVPLUS Now TVPTR is pointing at the center of
line 3 of the edit display.
LDA ARROW Display an up-arrow here,
JSR TV.PUT pointing up at the current character.
LDA #2
JSR TVPLUS Now TV.PTR is pointing at the position
reserved for the address of the current
character.
LDA SELECT +1 Display address of current
JSR VUBYTE character.
LDA SELECT
JSR VUBYTE
RTS Return to caller.

We've chosen to define the editor’s current character as the character pointed to
by SELECT. We've already developed some subroutines that operate on the SELECT
pointer and on the currently selected byte, so we won't have to write many new
eﬁitor utilities; instead, we can use many of the SELECT utilities presented in earlier
chapters.

Edit Update

Now we can display the three lines of the edit display. What else must the editor

do? Oh, yes: it must let us edit. Here’s a reasonably useful, if small, set of editor
functions:
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® Allow the user to move forward through the message.

® Allow the user to move backward through the message.

® Allow the user to overstrike the current character.

® Allow the user to delete the current character.

® Allow the user to delete the entire message.

® Allow the user to insert a new character at the current character position.
® Allow the user to change modes from insert to overstrike and back again.

® Print the message.

® Allow the user to terminate editing, thus causing the editor to return to its

caller.

What keys will perform these functions? I'll leave that up to you by treating the
editor function keys as variables and keeping them in a table called EDKEYS (see
Appendix C11). To assign a given function to a given key, store the character code
generated by that key in the appropriate place in the table:

EDITIT JSR GETKEY
CMP QUITKY
BNE DO.KEY
PHA

JSR GETKEY
CMP QUITKY
BNE NOTEND

ENDEDT PLA
PLA
PLA
RTS
NOTEND STA TEMPCH

PLA
JSR DO.KEY
LDA TEMPCH

EDITIT

Get a keystroke from the user.

Is it the “quit” key?

If not, do what the key requires.
Save the key on the stack. If the user
gives us 2 “quit” keys in a row, we
should exit the editor. So let's see if
another QUITKY follows:

Is this key a “quit” key?

If not, then this is not the end of the
edit session, so we'd better handle both
of those keys, and in their original
order.

End the edit session:

Pop first “quit” key from stack.

Pop from stack the return address to
the editor’s top level.

Return to the editor’s caller.

Save the key that followed the “quit”
key.

Pop first “quit” key from stack.
Handle it.

Restore to the accumulator the key that
followed the “quit” key.



DO.KEY

DO.END
IFNEXT

IFPREV

IF.RUB

IF.PRT

IFFLSH

CHARKY

STRIKE

CMP MODEKY
BNE IFNEXT
DEC EDMODE
BPL DO.END
LDA #1

STA EDMODE
RTS

CMP NEXTKY
BNE IFPREV
JSR NEXTCH

RTS

CMP PREVKY
BNE IF.RUB
JSR PREVCH

RTS

CMP RUBKEY
BNE IF.PRT
JSR DELETE
RTS

CMP PRTKEY
BNE IFFLSH
JSR PRTBUF
RTS

CMP FLSHKY
BNE CHARKY
JSR FLUSH
RTS

LDX EDMODE
BEQ STRIKE
JSR INSERT
RTS

JSR PUT.SL

“DO.KEY” does what the key in the ac-
cumulator requires:

Is it the “change mode” key?

If not, perform the next test.

If so, change the editor’s mode...

and return.

Is it the “next” key?

If not, perform the next test.

If so, advance the current position by
one character...

and return.

Is it the “previous” key?

If not, perform the next test.

If so, back up the current position by
one character...

and return.

Is it the “delete” key?

If not, perform the next test.

If so, delete the current character...

and return.

Is it the “print” key?

If not, perfo.m the next test.

If so, print the buffer...

and return,

Is it the “flush” key?

If not, perform the next test.

If so, flush all text in the edit buffer...
and return.

OK. It's not an editor function key, so it
must be a regular character key. There-
fore, if we're in overstrike mode we'll
overstrike the current character with the
new character, and if we're in insert
mode we'll insert the new character at
the current character position.

Are we in overstrike mode?

If so, overstrike the character.

If not, insert the character...

and return.

Put the character into the currently
selected address, which is the address of
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INSERT

NEXT

OPENUP

ENDINS

JSR NEXTSL
RTS
PHA

JSR PUSHSL

LDA SA+1
PHA

LDA SA
PHA

LDA EA+1
PHA

LDA EA
PHA

JSR SAHERE

JSR NEXTSL
BMI ENDINS

JSR DAHERE

LDA EA
BNE NEXT
DEC EA+1
DEC EA

JSR MOV.EA

PLA

STA EA
PLA
STAEA+1
PLA

STA SA

the current character.

Advance to the next character position,
and return to caller.

Save the character to be inserted, while
we make space for it in the edit buffer...
Push the address of the current character
onto the stack.

Push starting address of the buffer

onto stack.

Push ending address of the buffer
onto stack.

Set SA = SELECT, so current character
will be the start of the block we’ll move.
Advance to next character position in
the text buffer.

If we're at the end of the buffer, we'll
overstrike instead of inserting.

Set DEST = SELECT, so destination of
block move will be 1 byte above block’s
start address (ie, we'll move a block up
by 1 byte).

Decrement end address

sO we won't move text

beyond the end of

the text buffer.

Now the starting address is the current
character, the destination address is the
next character, and the ending address is
one character shy of the last character in
the buffer. We're ready now to move a
block.

Open up 1 byte of space at the current
character’s location, by moving to DEST
the block specified by SA and EA.
Restore EA so it points to the last byte
in the edit buffer.
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