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EDITOR’'S INTRODUCTION
William B. Sanders, Ph.D.

This book is for the computer user who understands the fun-
damentals of BASIC programming and is wondering what to do
next. There is a point when the novice computer user reaches a
plateau, where he or she decides whether or not to learn more
about computer programming. At this point, one has little alter-
native than to make a giant leap into the world of machine level
language or into various other higher level languages. Mastering
elementary BASIC is often traumatic enough to dissuade the
budding programmer from risking his life on the cliffs of machine
language. So the decision is often limited to taking a leap into the
morass of a new language or doing nothing at all.

This book offers another choice. It is an INTERMEDIATE step
that will immensely improve Applesoft BASIC programming
skills and provide a whole array of proven programming tech-
niques. Yet at the same time, it deals with the familiar constructs
of Applesoft BASIC. In fact, the purpose of this book is to make
programming easier, not more difficult. Rather than looking at
BASIC in terms of single statements, functions or commands, it
shows the user how to deal with program blocks and modules.
Small, simple programs are fine for learning how to program, but
there will come a point at which you will want to write a useful,
fairly large program. If you've spent any time at all program-
ming, you must have LISTed others’ programs and asked your-
self, “How could they keep a big program like that straight?”
This book shows you how.

You may well wonder how writing larger, more sophisticated
programs can be easier than writing a small simple program. For
the most part, a large program is nothing more than a well
organized set of small programs, and the key to that is organiza-
tion and structure. First, rather than rewriting an entire pro-
gram every time you sit down at the computer this book shows
you how to save and then re-use program modules that can be
employed in several programs. With only a few program lines, it
is possible to connect several previously written modules into a
larger program. Thus, the larger program is actually simpler
than blindly piecing together a small one. Also by using struc-
tured programming techniques, you will be able to see more
clearly what you have done. For anyone who has written a huge



program and then gone back to it, one is often at a loss to remem-
ber what everything does and why it does it. By clearly docu-
menting and arranging it, any Applesoft progam can be made
clearer. Mr. Parker even provides some utilities to assist in mak-
ing Applesoft more lucid.

In addition to showing the user how to attack a programming
problem, this book shows how to master some of the more
advanced features of Applesoft. In my introductory book, The
Elementary Apple, I only wanted to get a new user started in pro-
gramming. The book was for someone who brought home their
computer and wanted to get started without too many tears.
However, DATAMOST wanted a book that would take the next
step in programming the Apple Computer. Therefore, many of
the features that were just touched upon in The Elementary
Apple, such as graphic animation, shape tables, POKEs, PEEKSs
and disk file handling, are explored in depth here.

Next, the book takes the first step toward advanced program-
ming. It is not the giant leap described above, but rather it is an
introduction to assembly language programming. The best way
to introduce an assembly level program is to explain how to use
an assembler, and that is exactly what it does. This gives the user
a chance to take a look before the leap. You will be shown how to
get an assembler up and working, along with some sample
assembly level programs. Everything will be kept simple, and
while you cannot expect to become an expert at assembly level
programming, you will learn enough to get started.

Finally, the book concludes with a number of utility programs
provided by the author, along with some suggested commercial
programs. All of these programs are utilities to make program-
ming easier, clearer and more efficient.

MEET THE AUTHOR

Bill Parker has the ideal background for creating a book such as
this. With a solid background in both journalism and computers,
he has both the ability to communicate clearly in English and to
write computer programs. Bill is a staff writer for Call-A.P.P.L.E.,
and former editor of the Sandy Apple Press, the club magazine of
Apple Corps of San Diego. He has taught computer courses in
both the University of California, San Diego and at San Diego
State University Extension programs. He is currently a full-time
computer consultant and writer.
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CHAPTER 1

INTRODUCTION TO STRUCTURED
PROGRAMMING ON THE APPLE

This book will take you from the point of being a fledgling Apple
programmer and show you some important principles that can
help you handle more complicated programming problems.

The method emphasized here is a technique known as structured
programming: a “one-step-at-a-time” method of reducing big
problems into smaller, more manageable ones.

The Hazards of Unstructured
Programming on the Apple

Consider the following two programs:

Program 1:

1001=1+1

110 GOSUB 200

120 GOTO 100

130 :

200 PRINT |

210 1F1 <100 THEN 120
220 RETURN

RUN

NOO,~WND -

11



8

9

10
11
12
13
14
15
16
17
18
18
20
21
22
23
24
25

?0UT OF MEMORY ERROR IN 210

Program 2:

180 FOR =1 TO 200
110 GOSUB 200

120 NEXT |

130:

200 PRINT |

210 1F 1 <100 THEN 120
220 RETURN

RUN
II

?NEXT WITHOUT FOR ERROR IN 120

Why are these programs generating nonsense error messages?
After all, little Program 1 couldn’t possibly consume all of the
Apple’s memory and line 100 of Program 2 contains a FOR state-
ment as plain as the nose on your face. So why the errors?
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These programs are typical examples of unstructured program-
ming, a kind of a programming “by the seat of your pants”
approach to problem solving. The problem with it is that it just
doesn’t follow the way your computer “thinks,” and the error
messages show it.

Another problem with this type of programming is that it is
unclear. The bigger the program becomes, the harder it is to read
and understand. This becomes an even bigger problem when
someone unfamiliar with your program needs to enhance, cus-
tomize or just learn from it. In extreme cases, you may not even be
able to understand your own program, which could occur if you
come back to it after a few months. Your memory of the intricate
portions of your program will be gone, and you will then be unable
to make sense of the more tangled portions of your own code.

Some computer scientists in the 1960’s noticed these things and
decided to take a long, hard look at the state-of-the-art in pro-
gramming at the time. This is what they found:

® There was no organized, systematic way of even approaching
aprogramming problem. Good programmers simply ‘“dovein”
(sound familiar?) and came up with something that worked —
most of the time. Bad programmers floundered about even
longer.

® There was no real assurance that a program was written
“correctly” and would be reliable.

® There was no standardized vocabulary for deseribing the way
aproblem was turned into a program (this is known as algorithm
development). You had to be intimately familiar with the com-
puter language chosen by the program author to understand
how he solved the problem.

® Programming projects became stalled for expensive periods
of time when old programmers left the project and new ones
came in to replace them. It took a certain amount of time just to
be able to understand what the previous programmer had
done and then to be able to continue from that point.
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® Flowcharts were worthless. Although they were supposed to
be done at the beginning of a problem to provide the program-
mer with an easy-to-follow graphical representation of the
steps necessary to write the program, they were frequently
left (if done at all) until after the program was up and running.
This happened because the more complicated a program
became, the more complicated (and unclear) the flowchart
became.

® Trying to read a long program in an effort to understand how
it worked was an exercise in futility, because control branched
all over (through the use of the ubiquitous GOTO statement).
This method of programming, which also prevented large pro-
grams from being broken into smaller, more manageable
“modules,” came to be known as spaghetti programming.

How DO

: YOU EVER é%
i F GET

ANYTHING / L staicrone
0o AN _DONE P / = [ProcravMNG

MAIN  [SPAGHETTI MAIN PROGRAM

PROGRAMI 22"
2
L\ |
o )
PRO A=
PAgTS e rocramfL—EIPROGRAM
0GR PARTS PARTS < ProcRAM
PRO ARTS | PARTS

PARTS

This sorry state of affairs led Edsger Dijkstra, one of the “Fathers
of Structured Programming,” to remark in the preface to his
book, A Discipline of Programming:

... on the one hand I knew that programs could have a
compelling and deep logical beauty, on the other hand I was
forced to admit that most programs are presented in a way
fit for mechanical execution but, even of any beauty at all,
totally unfit for mechanical appreciation.
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Fortunately, there is help! The same group of scientists who
analyzed the problems caused by ‘“normal” programming prac-
tices also came up with a way to avoid them. This method allowed
programmers to write programs with ‘“compelling and deep logi-
cal beauty” and has come to be known as structured programming.

Benefits of Structured Programming

We will now investigate the basic elements of structured pro-
gramming in Applesoft. Among its benefits are:

1.

Programs are more easily understood. Programs are easier to
read and the logic flow is easier to follow.

. The possibility of making errors is reduced. This is known as

“anti-bugging.” You may also have heard of this concept in
the well-known commercial where it is stated, “problems are
built out — not in.”

. Programs are easier to maintain. This makes it easier for any-

one to understand, improve or enhance your program.

. It’s faster to code with structured programming. The logic is

simple and straightforward.

. It provides an easier transition to other higher level languages.

Currently, most programs written with the aid of higher level
languages use structured programming techniques.

. It’s easier to code large programs. Large programs can be

broken into “modules” and given to different programmers for
development. This speeds up the development of the program
and makes it easier to coordinate the finished modules into one
system.

The Three Control Structures

The benefits of structured programming are the direct result of a
key discovery by researchers:
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No matter how complicated a program is and no matter in
which language a program is written, any program can be
written with just three basic control structures: sequence,
decision and loop.

As the name implies, control structures tell the computer which
instruction to execute next. It’s how you control the logic flow in
your program that determines how clear and manageable the
program is. Let’s take a look at some examples of each kind of
control structure:

SEQUENCE

True Control Structures Applesoft

100 X =3 1060 X =3
1M0Y =6 110Y=6
120 PRINT “THIS IS A TEST"120@ PRINT “THIS IS A TEST”

Here, you can see that there is no difference between true control
structures and the structures that Applesoft provides. This is
because sequential statements are the most basic commands
that can be used on a computer; all languages must use them.

DECISION
True Control Structures Applesoft
10 IFX>Y 100 IFX>Y
THEN PRINT “X > Y” THEN PRINT “X > Y”

This kind of IF THEN decision is the most basic decision struc-
ture available; all languages have this structure in one form
or another.

16



True Control Structures Applesoft

100 IF X > Y THEN 100 ON X > Y GOTO 110

: GOTO 140
118 X=3 118 X=3
120Y =6 120Y =6
130 PRINT “X > Y~ 130 PRINT “X > Y”
140 |IF END 140 REM IF END

This is an example of a multi-line IF THEN structure. Only the
most advanced BASICs have this feature. Note the use of the IF
END command to tell the computer where the end of the |F block
is. (Statements within the block are executed only if the |F condi-
tion evaluates to true.) Applesoft, which is a minimal BASIC,
must be “forced” to perform the same type of control through the
use of the ON GOTO statement. ON GOTO is used here instead
of IF THEN because, unlike IF THEN, if the ON condition is false,
control goes to the next statement within the current line.

100 IF X > Y THEN 100 0N X>Y GOTO 110

: GOTO 140
118 X=3 118 X=3
120Y =6 120Y =6

130 PRINT “X>Y” 130 PRINT “X>Y”
135 GOTO 160

140 ELSE 140 REM ELSE
1502 =5 150Z =5
160 IF END 160 REM IF END

With an IF THEN ELSE structure we can specify which of the two
blocks of code will be executed. If the condition is true, the first
block is executed and the second block is skipped. If the condition
is false, the first block is skipped and the second block is executed.
Notice here how closely Applesoft’s ON GOTO statement simu-
lates the true IF THEN ELSE structure. In fact, it can be read as:

ON X>Y GOTO 110: GOTO 140 —
IFX>Y THEN 110 ELSE 140

17



LOOP

True Control Structures Applesoft

166 FORI=1TO 10 108 FORI=1TO 10
1M X=X+1 1M X=X+1
120 NEXT | 120 NEXT |

As you can see, there is no difference between the true FOR
NEXT loop and the FOR NEXT loop provided by Applesoft.

100 REPEAT 100 REM REPEAT
110 INPUT ANSS 110 INPUT ANS$
120 UNTIL ANS$ = “STOP” 120 ON ANS$ = “STOP”
GOTO 130 : GOTO 100
130 REM UNTIL
ANSS$ = “STOP”

The REPEAT UNTIL loop is known as a “trailing loop” because
the decision to leave the loop is made after the body of the loop has
been executed. This means the body of a REPEAT UNTIL loop is
executed at least once.

100 WHILE ANS$ 100 REM WHILE ANSS$ < >
< > “STOP” “STOP”
110 INPUT ANSS$ 110 ON ANSS$< > “STOP”
GOTO 12@: GOTO 140
120 WEND 120 INPUT ANS$

130 GOTO 100
140 REM WEND

A WHILE WEND loop is known as a “leading loop” because the
decision to execute the loop is made before the body of the loop is
executed. This means it is possible to completely avoid executing
the WHILE WEND loop. In case you are not familiar with the
syntax, “WEND” simply means W(hile) END and marks the
end of the loop body.

18



The Problem With GOTOs

You may have heard that GOTOs are the archenemy of struec-
tured programming. In fact, if you look at the sample true control
structures, you’ll notice that there is not a single GOTO in the
entirelot. This notion may strike you as a bit odd, especially if you
are used to working with Applesoft which requires GOTOs to
perform loops and decisions.

When Applesoft was created, it was designed with a minimum of
features. Some of the first features to go were structured con-
cepts, which were thought at the time to be unnecessarily space
and time-consuming. Three control structures were built into
Applesoft: IF THEN, GOTO and FOR NEXT, because any of the
“true” control structures could be simulated by these. (GOSUB
is merely an extension of regular sequential programming.)

A problem quickly arose with the GOTO statement. It allowed a
“quick and dirty”’ means of transferring control throughout the
program and encouraged a “program first, think later” mentality.
If you got in a jam while writing a program, you simply put in a
GOTO to get out! As aresult, programs quickly degenerated into
a mass of twisted and even unused code.

A second problem with GOTOs in Applesoft is that they slow
down your program. To execute a GOTO statement, Applesoft
finds the line number by usually starting at the beginning of the
program and searching downward. GOTOs at the end of a large
program, then, are notoriously slow. The problem extends to
other versions of the GOTO statement, such as:

IF TRUE THEN 100
GOSUB 100
ON TRUE GOTO 100

Finally, GOTOs complicate program editing. If you happen to
delete a line that is the target of a GOTO statement, your pro-
gram will crash when it tries to execute the GOTO! True control
structures utilize the concepts of blocks of code that are delineated
by beginning and ending commands. For example, REPEAT
marks the beginning of a block of code to be executed and UNTIL
marks the end, thus making GOTOs and destination line num-
bers unnecessary. '
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ASA: An Alternative to GOTOs

In Chapter 10 of this book, you'll see a program that allows you to
use true structured programming with Applesoft. This program
is called, “ASA,” which means “Ampersand Structured Apple-
soft.” It works by using the “&” character to extend Applesoft’s
command set. Here are some examples:

DECISION

ASA Applesoft

108 & IFX>Y THEN 108 0ON X>Y GOTO 110@
: GOTO 140

118 X =3 118X =3
120Y =6 120Y =6
130 PRINT “X > Y” 130 PRINT “X > Y”
140 & END 140 REM IF END

100 & IF X >Y THEN

118 X=3
120Y =6
130 PRINT “X > Y”

140 & ELSE
1502 =25
160 & END

100 ON X > Y GOTO 110

: GOTO 140
110X =3
120Y =6

130 PRINT “X > Y”
135 GOTO 160
140 REM ELSE
150Z2=5

160 REM IF END

LOOP

ASA

100 & RUN

110 INPUT ANSS$

120 & STOP IF
ANS$ = “STOP”

Applesoft

100 REM REPEAT
110 INPUT ANSS$
120 ON ANS$ = “STOP”
GOTO 130 : GOTO 1020
130 REM UNTIL

ANSS$ = “STOP”

20



100 & ON ANSS < > 108 REM WHILE

“STOP” ANSS$ < > “STOP”
110 INPUT ANSS 110 ON ANSS$ < > “STOP”
GOTO 120 : GOTO 140
120 & CONT 120 INPUT ANS$

130 GOTO 100
140 REM WEND

Notice that in the loops, RUN STOP is used instead of REPEAT
UNTIL and ON CONT is used instead of WHILE WEND. This is
done to reduce the amount of coding necessary to interpret the
commands following the “&”’ character. To keep the explanation
brief, Applesoft reduces a set of “reserved words” like RUN and
STOP to one byte “tokens.” A one byte character is infinitely
easier to handle than a multi-byte word like, “REPEAT”, which
is not normally recognized by Applesoft as a valid command.

With ASA, you'll find that your Applesoft programs are easier to
create and change. In addition, they execute faster than the
GOTO equivalent. Examples in this book will usually use normal
Applesoft. You are free to choose the method you find more
comfortable.

Nesting

Despite the many anti-bugging features of control structures,
there is still one way programs are commonly fouled up: the lack
of proper “nesting.” There may be occasions in which you will
have to place one control structure inside another. This is
called “nesting’’:

108 FORLINE=1TO5

11@ FORCLMN =1TO 20
120  PRINT **;

130 NEXT CLMN

148 PRINT

150 NEXT LINE

21



Output:

sk ok sk ok sk ok ok ok sk ok okok sk ok sk R ok K
sk ok ko ko skok ok ok ok ok ok K ok K
sk o sk o ok ok ok o ok ok ok ok ok ok ok K
sk ok ok ok ok ok sk ok ok ok ok o ok ok sk ok ok K
sk o sk ok ok ok ok ok ok o ok ok ok ok ok ok ok K

In this program, which prints out a box of ““stars,” thereis a FOR
NEXT loop (lines 110-130) nested inside another FOR NEXT loop
(lines 100-150). As explained so eloquently by William B. Sanders
in his book, The Elementary Apple: (See pg. 3-16 for an interest-
ing picture of this.)

Think of nested loops as a series of fish eating
one another, the largest fish’s mouth encom-
passing the next largest and so forth down to the
smallest fish.

Any control structure can be nested inside any other. With proper
nesting, however, there is only one entry point into a control
structure and one exit point. Troubles begin when you violate
this principle. (The first two programs at the beginning of this
chapter are classic examples of violations of this rule.) The con-
cept of proper nesting will be brought out more fully in a later
chapter on flow diagramming.

A Word On Variable Names

The previous “draw stars” program was easy to understand
because:

1. Each statement was on a separate line.

2. Long, self-descriptive variable names were used.
3. Loop index variables were used.

4. Numbers were used instead of variable names:

22




108 FORLINE=1TO5

118 FORCLMN=1T020
120  PRINT "*%;

130 NEXT CLMN

140 PRINT

15@ NEXT LINE

However, it can be made to run significantly faster by:

1. Putting as many statements on one line as possible.
2. Using at most two letters for a variable name.

3. Not using loop index variables in NEXT statements.
4. Using variables instead of numbers:

180 N1 =1
N5 =5
:NT =20

: FOR LN = N1 TO N5
FOR CL= N1 TO NT
PRINT “*;
NEXT
: PRINT
: NEXT

There are commercial products on the market now that can “op-
timize” Applesoft by changing the first version above into the
second version. As you can see, however, clarity is beginning to
suffer at the expense of execution speed. As will be explained in
the next section, it is a good idea to have two versions of the pro-
gram you are working on, one “for show” and the other “for

execution.”

Program List Formatting

You may have noticed that the programs listed here look a lot
“cleaner” than the way you can get programs to appear on your

23



sereen with Applesoft’s LIST command. This is due to the fact
that the LIST routine in Applesoft is very short and can only pro-
vide a minimum of formatting. The problem becomes very apparent
with more complicated programs:

210 LET D$ = CHR$ [13) + CHR$
(4):0P$ = D$ + “OPEN":DE$ =
D$ + “DELETE":WRS$ = D$ + “WR
ITE”:CL$ = D$ + “CLOSE™:Q$ =
CHR$ (34):N$ = “CONVERT": PRINT
OP$N$; DESNS; OPSNS; WRSNS: POKE
33,33: LIST 50000 -: POKE 3
3,4@: PRINT “RUN 5000@": PRINT
D$“CLOSE CONVERT": END

50000 D$ = CHR$ (13) + CHR$ (4)
: GET N$: PRINT N$: HOME : INVERSE

: PRINT * CON
VERT ": NORMAL
: PRINT

50001 PRINT “WHAT NAME WOULD YOU
LIKE TO SAVE THE CONVERTE
D (TEXT FILE) VERSION OF THE
PROGRAM AS?”: PRINT

50002 INPUT “REMEMBER TO PUT A¢
.T"ON THE END OF THENAME TO
MAKE IT DIFFERENT FROM THE
APPLESOFT NAME: ";N$

50003 PRINT D$“OPEN ";N$;D$"“DELE
TE ";N$;D$"OPEN ";N$;D$“WRIT
E”;N$: POKE 33,33: LIST @34
8998: LIST 50005 - : TEXT : PRINT
D$*“MONO”

50004 HOME : INVERSE : PRINT “DO
NE!”: NORMAL : PRINT : PRINT
“ ATEXT FILE VERSION OF T
HIS PROGRAM”: PRINT “NOW EXI
STS UNDER THE NAME OF:”: PRINT
: PRINT N$: PRINT D$“CLOSE "
;N$: DEL 50000,50004
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Now, compare the previous program with this version:

100 REM
110 REM
120 REM
130 REM
140 REM
150 REM
160 REM
170 REM
180 REM
180 REM
200 REM

3k 3k 3k 3k 3k 3k 3k ok ok ok 3k 3k ok ok ok sk ok ok ok sk ok sk ok sk ok sk ok skook ok sk sk sk sk sk kosk ok ok ok

= MAKE CONVERT ==
RUN THIS PROGRAM TO
CREATE “CONVERT".
‘EXEC CONVERT WILL
THEN CONVERT ANY
PROGRAM IN MEMORY
INTO A TEXT FILE
UNDER ANY NAME
YOU LIKE.

sk ok ok ok ok sk ok ok ok sk sk sk ok sk ok ok sk 3k sk ok ok ok sk ok ok ok ok ok ke ok ok ok skok ok ok ok ok sk ok

* K K K ¥ ¥ ¥ ¥ *
* K K K ¥ ¥ K ¥ ¥

210 LET D$ = CHR$(13) + CHR$(4)
: OP$ = D$ + “OPEN"
: DE$ = D$ + “DELETE”
: WR$ = D$ + “WRITE”
: CL$ = D$ + “CLOSE"
: @% = CHR$(34)
: N$ = “CONVERT”
. PRINT OP$N$; DESNS; OPSNS; WRENS
: POKE 33,33
. LIST 50000-
: POKE 33,40
: PRINT “RUN 50000@"
: PRINT D$“CLOSE CONVERT"
: END
50000 D$ = CHR$(13) + CHR$(4)
. GET NS
: PRINT NS
: HOME
: INVERSE
: PRINT * CONVERT
: NORMAL
: PRINT
50001 PRINT “WHAT NAME WOULD YOU LIKE
TOSAVETHE  CONVERTED(TEXTFILE)
VERSION OF THE PROGRAM AS?”
. PRINT
50002 INPUT “REMEMBER TO PUT AT ON THE
END OF THENAME TO MAKE IT DIFFERENT
FROM THE APPLESOFT NAME: ”;N$
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50003 PRINT D$"OPEN ”;N$; D$“DELETE ";N$;
D$“OPEN ";N$; D$“WRITE ";N$
: POKE 33,33
: LIST 3,48999
: LIST 50005-
: TEXT
: PRINT D$“MONO”

50084 HOME
: INVERSE
: PRINT “DONE!”
: NORMAL
: PRINT
: PRINT “A TEXT FILE VERSION

OF THIS PROGRAM”
: PRINT “NOW EXISTS UNDER THE
NAME OF:”

: PRINT
: PRINT N$
: PRINT D$"“CLOSE ";N$
: DEL 50000,50004

You’'ll notice that the clarity of this program has been greatly
enhanced simply by controlling the spacing between state-
ments. Both programs are identical and run the same. The first
was listed with Applesoft’s built-in LIST command, the second
was converted into a text file and edited with a word processor.
(Any word processor that can handle text files will do; most
Apple owners already own at least one word processor.)

This brings us to an important point: Applesoft will fight you
tooth and nail over structured programming. This is because it
was developed before the concept of structuring was thought
desirable for personal computers and also because it had to be a
“stripped-down,” small-as-possible language to fit within a
small portion (12K) of memory in the Apple’s ROM. (Other more
powerful BASICs typically consume at least twice as much
memory and run slower than Applesoft.)

In order to follow the idea of illustrating how structured pro-
gramming increases clarity, programs listed in this book will be
formatted as shown above. You can perform the same process by
using the above program (that’s why it’s listed here) to convert
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programs into text files and then using a word processor to pro-
perly format your listing. (The text file version can be RUN just
like the Applesoft version simply by first EXECuting it back
into memory.)

This means that to do things right, you will wind up with two files
for every properly structured Applesoft program you write: an
“execution copy” (in Applesoft) that will be directly RUNable in
a‘‘stripped-down” version and a “presentation copy’’ (a text file)
that is properly REMarked and formatted for maximum clarity.
This is especially important when you need to explain how your
program works to someone else, such as in commercial documen-
tation, magazine articles and the like.

Summary

Unstructured programming is often called programming “by the
seat of your pants.” It requires no forethought and generally
leads to spaghetti code. Among its drawbacks:

* Hard to understand large programs.

* No assurance of reliability.

*

No standardized vocabulary.
Unable to break program into modules.

Flowcharts are worthless.

Structured programming is an example of “think first, pro-
gram later.” Among its benefits:

* It is easy to understand.
* Tt is reliable.
* It uses a standardized vocabulary.

* It breaks a program into modules.
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* Flow diagrams are helpful.
* Tt is easier to code.

There are three basie control structures in structured program-
ming: Sequence, Decision and Loop. Decision can be expressed
by IF THEN and IF THEN ELSE. Loops can be expressed by
FOR NEXT, REPEAT UNTIL, and WHILE WEND. ON GOTO
must be used in Applesoft to simulate the IF THEN ELSE,
REPEAT UNTIL and WHILE WEND structures.

GOTOs are to be avoided whenever possible. They have the
following drawbacks:

* They encourage sloppy programming.

* They slow down program execution.

* They complicate editing.
Unless & (ampersand) commands are used to extend Applesoft’s
command set, GOTOs must be used to simulate certain control
structures. Their use must be limited to that function.
Nesting refers to the placing of one control structure inside
another. There must be one entry point and one exit point for
every control structure or an improper nesting condition will
result and strange syntax errors may occur during program
execution.
Two programs may be needed when using structured program-
ming in Applesoft: a Presentation Copy (for clarity) and an

Execution Copy (for speed). Here are two lists of elements that
are characteristic of each type:

Presentation Copy (text file)

1. Each statement is listed on a separate line.

2. Self-descriptive variable names are used.
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3. Long loop index variable names are used.
4. Numbers are used instead of variable names.

5. Plenty of REMarks are used.

Execution Copy (Applesoft program)

1. Two letter variable names are used.

2. Short loop index variable names are used.
3. Variables are used instead of numbers.

4. No REMarks.

For Further Reading

Algorithms + Data Structures = Programs, Niklaus Wirth
(Prentice-Hall, Englewood Cliffs, NJ, 1976). The classie,
definitve statement on structured programming. Not for the
beginning student, however. Just something to keep in mind
when you are ready for it. May well “expand your program-
ming horizons.”

How To Write An Apple Program, Ed Faulk (Datamost, Inc.,
Chatsworth, CA, 1982). Good discussion on structured pro-
gramming in Applesoft.

Introduction To Computers and Data Processing, Gary Shelly
and Thomas Cashman (Ahaheim Publishing, Fullerton, CA,
1980). Textbook with in-depth coverage of general structured
programming techniques. Numerous full color illustrations
and flowcharts.

Problem Solving and Structured Programming In BASIC,
Elliot Koffman and Frank Friedman (Addison-Wesley, Read-
ing, MA, 1979). Excellent, down-to-earth book on structured
programming in a wide variety of BASIC capabilities. Tech-
niques presented here are easy to apply to Applesoft.
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CHAPTER 2

PROBLEM SOLVING USING
STRUCTURED PROGRAMMING

The Five Steps of Algorithm Development

Within the discipline of structured programming, there is a cer-
tainway to go about solving a problem. This way provides a clear
and logical path to program problem solving. Let’s take a look at
how this is done.

UNSTRUCTURED
PROGRAMMING

ROUTE
‘ BEWARE of Buags

A properly structured program is a restated expression of a prob-
lem in machine executable form. This means that the program is
the problem, rewritten in a way that allows the computer to
analyze it and print out an answer.
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The method of deciding how to restate (solve) a problem is called
algorithm development. It can be summarized in five steps:

Structured Programming: Problem Solving Steps

QU O DN =

. General Statement of the Problem.

. Data Table.

. Stepwise Refinement (Top Down Design).
. Language Implementation.

. Debugging/Modification.

Here’s what each step means:

1

2

. General Statement of the Problem: You must crystalize
what it is you're trying to accomplish into one (or just a few)
statement(s). At this point, you are just trying to focus on the
essence of the problem. Do not worry about how to actually
solve the problem or how to state it in a way “close” to how it
would be written in Applesoft.

. Data Table: On a separate sheet of paper, keep track of the
variables used during program development. This is espe-
cially important with Applesoft, where only the first two let-
ters in Applesoft variable names are significant. A helpful
suggestion is to capitalize just the first two letters of variable
names in the data table to make the significant portion of the
variable name stand out better.

For example, a program like the one presented below, which
does not keep track of the fact that FILENO and FINISHED
look the same to Applesoft, results in the destruction of the
variable used to keep track of the file number:

1@ FILENO = FILENO +1

20 INPUT “FINISHED? (1=Y, @=N): ”; FINISHED
30 IF NOT FINISHED THEN 10

40 PRINT FILENO

(You'll find that determining the output variables first makes
the creation of the data table easier.)

A data table also provides documentation for what the vari-
ables do. This can help someone else who is not intimately
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familiar with your program to understand how it works. Final-
ly, as we will see later, a data table can help you debug
your program.

. Stepwise Refinement: Continually restate the general state-
ment of the problem in simpler steps, until it becomes very
easy to translate the steps into actual Applesoft statements.
This “top down” design ‘“‘begins at the beginning,” and works
its way down into finer and finer detail until you finally wind
up with executable code.

The opposite of this process is known as “bottoms up” pro-
gramming, which refers to beginning the programming process
with simple Applesoft routines that you “know” work and
gradually building them into a complicated program. This is
the antithesis of structured programming: while it is useful for
experienced programmers working with short, uncomplicated
programs, it can result in all of the bad qualities previously
mentioned that are associated with spaghetti programming.

You’ll notice that as you refine the problem, the language you
use will gradually change from plain English to a sort of “com-
puterese,” e.g., “Draw a box of stars” becomes:

Step 1. For 5 lines

Step 2. For 20 columns

Step 3. Print an “*” at the column and line
indicated

This language is known as pseudo code and will be discussed
later.

. Language Implementation: Depending on your familiarity
with Applesoft, you will reach a point in the stepwise refine-
ment process of a problem when you intuitively recognize
what Applesoft statements are needed to solve the problem.
You can then begin the actual writing of the program.

In some cases, you will be unable to figure out how to trans-
late a step into Applesoft. In this case, leave the step and
assume that you will figure it out later. This is called a stub pro-
cedure and allows you to proceed with the rest of the program.
An example of this would be:
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10 INPUT “ENTER ANGLE: ”; ANGLE

20 REM COMPUTE & PRINT TANGENT OF ANGLE
HERE

30 INPUT “AGAIN? ”; ANSWERS

40 IF ANSWERS = “YES” THEN 10

In the above example, statement 20 is a stub procedure (using
a REM statement), waiting for the programmer to figure out
how to find (and print) the tangent of an angle. Stub pro-
cedures give you the advantage of being able to finish the rest
of the program.

5. Debugging/Modification: It's rare when a program runs
right the first time. Mistakes in a program are called “bugs”
and the process of finding and removing them is called, “debug-
ging.” A useful way of catching bugs is to hand trace a pro-
gram manually (i.e., without RUNning it on the Apple) and
use the data table to record how the variables change. If the
variables change the way you want them to, chances are pretty
good that your program will run.

Also, as you run your program, you'll probably notice ways it
can be improved. As you make changes, the possibility of
introducing a bug increases and the debugging/modification
cycle begins all over again.

An Actual Example:
The Shadow and the Building

Let’s take a look now at an actual problem and see how the prin-
ciples of structured programming can help solve it.

You notice that a certain tall building casts a
shadow on the ground and wonder if it’s possible
to find its height from the length of the shadow
it casts.
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Here's the procedure, broken down by steps:

STEP 1. General statement of the problem: Find the height of a
building from the length of the shadow it casts.

STEP 2. Data Table: The data table will have to be filled out in
parts as the program develops. For right now, this is what we
know: (Hint: It's easiest to begin by defining the output variables
first.)

Input Constants, Functions Output
Variables & Temporary Variables
Variables
SHADOW HEIGHT

STEP 3. Stepwise Refinement:

1. Find the length of the shadow.
2. Use trigonometry to find the height of the building.
3. Print out the height of the building.

Step 2 stands out like a sore thumb. For most of us, it is just too
vague to be translated directly into Applesoft. Let’s recall our
high school trigonometry and refine that step a bit.

The triangle formed by the building and the shadow it casts is
called a right triangle because it contains a right angle (or an
angle of 90 degrees). A principle of trigonometry states that the
length of any side of a right triangle can be found from the length
of any other side and one of the non-right angles of the triangle.

It’s becoming rather obvious that we are going to need another
input variable, the angle between the end of the shadow and the
top of the building. This is called the angle of elevation. Let's
update our data table to reflect this new addition:
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Input Constants, Functions Output
Variables & Temporary Variables
Variables
SHADOW HEIGHT

ANGLE

Any trigonometry textbook will tell us that the tangent of the
angle of elevation is equal to the height divided by the length.
Restating this, we find that the height is equal to the tangent of
the angle of elevation times the length. We are now ready to
update our pseudo code with a substep (indicated by a “.17”):

1. Find the length of the shadow.
2. Use trigonometry to find the height of the building.
2.1 Compute the height as the tangent of the angle of
elevation times the shadow length.
3. Print out the height of the building.

Are we done yet? No, because of an idiosynerasy of Applesoft: it
expects all angles to be expressed in radians (there are “pi”
(8.14) radians in 180 degrees) and not degrees. This means that
we must add another substep:

1. Find the length of the shadow.
2. Use trigonometry to find the height of the building.
2.1 Convert the angle of elevation into radians.
2.2 Compute the height as the tangent of the angle of
elevation (in radians) times the shadow length.
3. Print out the height of the building.

Problem Solving Using Structured Programming

We must also update our data table:

Input Constants, Functions Output
Variables & Temporary Variables
Variables
SHADOW PI=3.14 HEIGHT

ANGLE
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It should be obvious by now that we are ready to translate each
step and substep directly into Applesoft. The process of stepwise
refinement has made this task almost trivial. Notice also that you
may have to rethink your algorithm several times during this
process, inserting substeps, and clarifying what you mean.

STEP 4. Language Implementation: We now have everything we
need to write our Applesoft program directly from the data table
and the pseudo code:

100 Pl = 3.14 : REM NOTE HOW CONSTANTS
COME FIRST

110 INPUT “SHADOW LENGTH: ”; SHADOW

120 INPUT “"ANGLE: ”; ANGLE

130 RADIANS = (ANGLE * Pl) / 180

140 HEIGHT = TAN[{RADIANS) * SHADOW

150 PRINT “BUILDING HEIGHT IS: ”; HEIGHT

] RUN

SHADOW LENGTH: 100
ANGLE: 45
BUILDING HEIGHT IS: 88.92033831

STEP 5. Debugging/Modifications: This program ran right the
first time! You’ll find this experience to be more and more com-
mon as you adopt structured programming techniques.

The Four Standard Program Modules

The Building Height Estimator program can be “spiffed up” a bit
to make each of its main parts easier to see and understand.
There are four main parts or modules of a program: Identifica-
tion, Data Table, Initialization and Main Program:

1 BB REM e ok ok 3k ok ok 3k 3k ok ok sk ok sk ok ok ok ok ok sk ok skok sk ok ks skock sk sk sk k ok sk sksk sk kok

110 REM * BUILDING HEIGHT *
120 REM * ESTIMATOR *
130 REM * BY BILL PARKER *

14@ REM sk 3k 3k 3k 3k 3k 3k 3k 3k ok ok ok ok ok ok ok sk ok ok sk sk ok sk sk sk ks sk sk sk skok sk sk sk sk sk sk kok
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(Identification Module:
Contains the program’s title, author and description of
how it works.)

150 REM THIS PROGRAM COMPUTES
160 REM THE HEIGHT OF A BLDG
170 REM FROM THE LENGTH AND
180 REM ANGLE OF ITS SHADOW

190 BREM “F--cmmmmmcmmeeet +
200 REM : DATA TABLE :
2910 REM +--ccmmmmmeeeee +
(Data Table Module:

Contains a description of all variables used in the program.)

220 REM INPUT VARIABLES

230 REM SHADOW=LENGTH OF SHADOW
240 REM ANGLE=ANGLE BETWEEN

250 REM BUILDING AND SHADOW

260 :

(Initialization Module:
Although in this program this is part of the Data Table,
this is where variables are defined.)

270 REM CONSTANT

280 Pl =3.14

290 :

300 REM OUTPUT VARIABLE

310 REM HEIGHT=HEIGHT OF BLDG
320 :

(Main Program Module:
Main program begins here.)

330 REM +---mmmmmmmmmmeeeeee +
340 REM : MAIN PROGRAM
358 REM F---mmmmmmmmmemeeeee o 4



360 REM GREETING SCREEN
370 TEXT
:HOME
380 INVERSE
:PRINT" BUILDING HEIGHT ESTIMATOR"™
: NORMAL
: PRINT
: PRINT
390
400 REM GET INPUTS
410 INPUT “SHADOW LENGTH: ”; SHADOW
420 INPUT “ANGLE: "; ANGLE
430 :
440 REM COMPUTE HEIGHT
450 RADIANS = (ANGLE * Pl) / 180
460 HEIGHT = TAN(RADIANS) * SHADOW
470
480 REM DISPLAY RESULTS
490 PRINT
: PRINT “BUILDING HEIGHT IS: ”; HEIGHT

Note the format of the REM statements. There are many ways to
REMark a program, but the method shown here is one of the
“safest” for two reasons:

-They are short (less than 33 characters wide) to insure a neat
printout for users with a 40 column screen.

-There are no embedded control characters in the REM state-
ments. There are some commercial Applesoft editors available
that allow you to embed a CTRL-M or a CTRL-J(useful for going
to the next line) or aCTRL-H (forces a backspace to cover up a
line number). While this provides for a very impressive program
listing on the screen or on a printer, it can really foul things up in
a hurry if you try to capture the program in a text file or try to
transmit the program over a telephone line to another computer
with a modem.

Another item: The Renumber program on the DOS 3.3 System

Master diskette was used here to keep the line numbers nice and
neat after statements were added to the program. Instructions

39



on how to use the Renumber utility (which is designed so it can be
in the computer at the same time as a program under develop-
ment!) can be found by RUNning the program called, RENUM-
BER INSTRUCTIONS on the DOS 3.3 System Master diskette.

While RENUMBER INSTRUCTIONS contains a more detailed
explanation than what will be presented here, nevertheless, here
is a brief description of how to use it:

STEP 1: Make sure that you have saved the program you are
working on and insert your DOS 8.3 System Master diskette.

STEP 2: RUN RENUMBER (yes, it's an Applesoft program)
and press the RETURN key twice. Renumber will load in a
machine code program that actually does all the work and “hide”
it in the upper part of RAM, just under DOS.

STEP 3: LOAD the program you want to renumber and edit it as
you normally would. Renumber will stay out of the way, allowing
you to use your program nearly any way you like. When you want
to renumber your program, you can just type in something as
simple as: &F1000@. The & (ampersand) is used to “activate” the
machine code RENUMBER program, which then reads the F
and the 1000 and interprets these characters to mean, “renum-
ber the Applesoft program in memory, making the first line num-
ber 1000 and incrementing by 1@ until the end of the program is
reached.” Therenumbering takes placevery quickly and smooth-
ly; normal control of your Apple will then be returned to you.

Summary

The method of deciding how to restate (solve) a problem is called
algorithm development. It can be summarized as follows:

The Five Steps of Algorithm Development

General Statement of the Problem

Data Table

Stepwise Refinement (Top Down Design)
Language Implementation
Debugging/Modification

AR N
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A General Statement is the essence of what you are tiying to
accomplish in plain English.

A Data Table is a list of variables used in your program, organized
according to type: input, output, constants, functions and tem-
poraries. A Data Table serves as documentation for how your
variables function and can also help you debug your program.

Stepwise Refinement is the continual breakdown of the General
Statement into sentences that become very close to (approx-
imate) Applesoft statements. The sentences are halfway be-
tween English and Applesoft and are known as pseudo code.

Language Implementation is the almost trivial task of trans-
lating pseudo code into actual Applesoft statements.

Debugging is the process of finding and removing errors in your
program. Antibugging is writing your program in such a way
that the errors never occur in the first place.

Modification refers to finding ways your original program can
be improved.

Top Down Design means creating a program by beginning with
a general statement of the problem and refining it into smaller,
more manageable steps. It requires planning ahead and results
in better programs. Bottoms up programming refers to creating
a program by starting with a small procedure that works and
expanding it into a more complicated program. It requires no
forethought and generally results in spaghetti programming.

A stub procedure is a REMark statement that stands in place of
aprocedure that will be coded later. It allows the programmer to
proceed with the rest of the program and can also be used in
debugging to isolate faulty sections of code.

There are four main parts or modules of a program: Identifica-
tion, Data Table, Initialization and Main Program:

The Identification Module contains the program’s name, author
and purpose.
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The Data Table Module contains a list of variables used in
the program.

Initialization Module refers to variables which must be defined
or procedures which must be performed before the main program
can work correctly.

The Main Program is the body of the program; it contains the
essence of what you are trying to accomplish.

For Further Reading

Algorithms + Data Structures = Programs, Niklaus Wirth
(Prentice-Hall, Englewood Cliffs, NJ, 1976). The classic, defini-
tive statement on structured programming. Not for the begin-
ning student, however. Just something to keep in mind when you
are ready for it. May well “expand your programming horizons.”

How To Write An Apple Program, Ed Faulk (DATAMOST, Inc.
Chatsworth, CA, 1982). Good discussion on structured program-
ming in Applesoft.

Introduction To Computers and Data Processing, Gary Shelly and
Thomas Cashman (Anaheim Publishing, Fullerton, CA, 1980).
Textbook with in-depth coverage of general structured pro-
gramming techniques. Numerous full color illustrations and
flowcharts.

Problem Solving and Structured Programming In BASIC, Elliot
Koffman and Frank Friedman (Addison-Wesley, Reading, MA,
1979). Excellent, down-to-earth book on structured program-
ming in a wide variety of BASIC capabilities. Techniques presented
here are easy to apply to Applesoft.
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CHAPTER 3

INTRODUCTION
TO FLOW DIAGRAMS

Sometimes, when working on large, complicated programs, you
may find that even the best use of pseudo code and stepwise
refinement still does not yield results that are understandable
to you.

In such cases, it may be helpful to create a chart of what it is
you're trying to accomplish. Such a chart is called a flow diagram.

The Basics

The basic components of flow diagram figures are:

\
O ¢

Node Flow Arrows

Decision Loop
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Task Process

C D

Terminal
FIGURE 3.1

Here is an example with a couple of one-line sequential instructions:

?

INPUT
INPUT N A

NUMBER

O

?

PRINT
PRINT N A

NUMBER

O

FIGURE 3.2
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We can combine these structures at their common node points to
form a program:

100 INPUT N INPUT

NUMBER

PRINT
118 PRINT N A

NUMBER

FIGURE 3.3 6

We can indicate the beginning and end of an actual program

with “terminals”:
"—— o

INPUT
100 INPUT N A
NUMBER

PRINT
118 PRINT N THE

NUMBER

END
FIGURE 3.4
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The Control Structures

Decisions are indicated by structures branching off to the side
and meeting again at a common node:

IF THEN
_ () «— 1 Entry Point
100 IF N<100 THEN
PRINT “OK”
PRINT
“OK"
MESSAGE
\1 Exit Point
IF THEN ELSE
100 ON N<100 GOTO 110 100 & IF N<100 THEN
: GOTO 130 11@ PRINT "OK”
110 PRINT "OK” 120 & ELSE
120 GOTO 150 130@ PRINT “NOT OK”
130 REM ELSE 140 & IF END
140 PRINT
“NOT OK”

150 REM IF END

PRINT PRINT
“NOT OK” “0K"”
MESSAGE MESSAGE
FIGURE 3.5 {'\ﬁ
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LOOPS

FOR 10
STARS
FOR NEXT 6
100 FOR 1=1T0 10 ::'T';'\L
110 PRINT “**;
120 NEXT
100 & RUN
11@ INPUT ANSS
120 & STOP IF
ANS$="DONE"

REPEAT
UNTIL
DONE

REPEAT UNTIL

100 REM REPEAT

11@ INPUT ANSS$ 6

120 ON ANS$="DONE" RES‘;E)TNSE
GOTO 13@: GOTO 100

130 REM UNTIL ANS$="DONE”

100 & ON ANS$="YES"

11@ INPUT “VALID?";
ANSS$

120 & CONT

WHILE WEND

100 REM WHILE VALID
110 ON ANS$="YES” GOTO 120 6

: GOTO 140 GET
120 INPUT “VALID?";ANSS$
130 GOTO 100 RESPONSE

140 REM WEND

FIGURE 3.5
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Nesting

The advantage of using flow diagrams to illustrate how a pro-
gram works really stands out when nested control structures
are used:

100 ON A>B GOTO 11@: GOTO 130
11@ IF C>D THEN
PRINT “TEST 1”
120 GOTO 140
130@ PRINT “TEST 2~
140 REM IF END

130
PRINT PRINT
SECOND FIRST
TEST TEST
MESSAGE MESSAGE
140
FIGURE 3.6
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Flow Diagrams vs. Flowcharts

The previous figure shows two key features of flow diagrams: the
control lines do not cross and the diagram “unfolds” into a spa-
cious and almost symmetrical chart. With this system, it’s easy to
see why program reliability is assured: there is simply no other
path for the program to take.

This is in contrast to flowcharts, which are holdovers from
unstructured days:

Example of a Bad Flowchart
O
PRINT
c>D FIRST
> TEST
MESSAGE.
PRINT
SECOND
TEST
MESSAGE

5

FIGURE 3.7
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Flowcharts mindlessly follow just one rule: if true, branch to the
right; otherwise branch down. While figure 3.7 does not appear
to be totally unclear, it is not as clear as the structured version in
figure 8.6. The truth be told, it is typical to find flowcharts with
control lines crossing each other, helter-skelter and with control
figures sprawled all over the page in one, big confusing mess.

Another Example of a Bad Flowchart

COND 1 COND 2 TASK 1
TASK 2

CONX TASK 3

?

FIGURE 3.8
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Refining Flow Diagrams

Flow diagrams can be refined just as pseudo code can. Here’s a
simple program that begins with the first level of refinement:

START

ENTER
PASSWORD

1. Enter a password
2. Leave a message
3. Say goodbye

LEAVE
MESSAGE

SAY
GOODBYE

FIGURE 3.9
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Note here that the “process” box at top which indicates a further
level of refinement. We now can finish up with the subsequent
level(s) of refinement by placing additional “expansion” dia-
grams off to the side of the main diagram:

START

1. Enter a password

1.1. Repeat
1. 1.1.1. Get password
ENTER ) 1.2 Until correct password
WOR . Leave a message
PASSWORD 3. Say goodbye
2.
LEAVE
MESSAGE
3.
SAY
GOODBYE
ENTER
END PASSWORD
. REPEAT
UNTIL
CORRECT
PASSWORD
1.1.1.
GET
PASSWORD
FIGURE 3.10
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Actual Example

Here is a sample pseudo code listing and flow diagram for a pro-
gram that reads all the file names off a disk and stores them in an

array. (The actual program is listed in the next chapter on sample
algorithms.)

LOAD ALL FILE NAMES

Pseudo Code

1. Display greeting screen.
2. Load all file names from directory into array.
2.1. Repeat (all steps beneath 2.1).
2.1.1. Read a directory sector into the buffer,
2.1.1.1. Callthedirectory read routineindexed by whether
or not this is the first time the routine has been called.
2.1.2. Initialize Beginning and End of Name Pointers.

2.1.3. While not end of directory and Beginning of Name
Pointer <= end of buffer.

2.1.3.1. Increment file name counter.

2.1.3.2. While End-of ‘Name Pointer points to a blank
2.1.8.2.1 Decrement End-of-Name pointer.

2.1.3.3. For each character in the current file name.
2.1.8.8.1. Make sure the high bit is off.
2.1.8.8.2. Addthecharactertothenamebeing
constructed in the array.

2.1.3.4. Move Beginning and End-of-Name Pointers to
next name

2.2 Until end of directory.
3. Clear error condition caused by RWTS.

4. Print the file names loaded.
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LOAD ALL FILE NAMES

Flow Diagram

START

DISPLAY
GREETING
SCREEN

r

READ
ALL
FILE NAMES

CLEAR
ERROR
CONDITION

PRINT THE
FILE NAMES

FIGURE 3-11 (continued)
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LOAD ALL
FILE NAMES

2.1

REPEAT
UNTIL

END OF

DIRECTORY

6 2.1.1.

2.1.2.

2.1.3.

FIGURE 3.11

READ IN
A
DIRECTORY
SECTOR

I

INIT
NAME
PTRS

WHILE NOT
EOD &
NAME PTR

STILLGOOD
2.1.3.1. INC.
NAME CTR
21322 MOVE END
NAME PTR
TO FIRST
NON-BLANK
CHAR.
2.1.3.3.
PROCESS
EACH
CHARACTER
2.1.3.4.
MOVE NAME
PTRS TO
NEXT NAME
{continued)
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2.1.3.2.

MOVE END
NAME PTR

WHILE PTR
IS ON
BLANK
CHAR.

DEC.
END NAME
PTR

2.1.3.3. £ROCESS EACH
CHARACTER

FOR EACH
CHARACTER
IN FILE
NAME

KILL
HIGH
BIT

2.1.3.3.2.

ADD CHAR.
TO NAME
IN ARRAY

FIGURE 3-11
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Summary

A flow diagram is a graphical representation of the logic flow of
a program. It is a simplified version of pseudo code and can be
used when the pseudo code of alarge, complicated program is not
clear.

The figures used in flow diagrams represent nodes, flow lines,
tasks, processes, decisions, loops and terminals.

Flow diagrams can be nested and refined just like pseudo code.
Unlike flowcharts, flow diagrams unfold into spacious, almost
symmetrical diagrams with control lines that do not cross. A
properly drawn flow diagram is proof of the program’s reliability.

For Further Reading

Introduction To Computers and Data Processing, Gary Shelly and
Thomas Cashman (Anaheim Publishing, Fullerton, CA, 1980).
Textbook with in-depth coverage of general structured program-
ming techniques. Numerous full color illustrations and flowcharts.

Problem Solving and Structured Programming In BASIC, Elliot
Koffman and Frank Friedman (Addison-Wesley, Reading, MA,
1979). Excellent, down-to-earth book on structured program-
ming in a wide variety of BASIC capabilities. Techniques pre-
sented here are easy to apply to Applesoft.
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CHAPTER 4
USEFUL ALGORITHMS

This chapter contains some practical routines and subroutines
for use in your own programs. These examples are used to illus-
trate the use of structured programming and are solutions to com-
monly occurring problems. Such solutions are called algorithms.
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Sort Algorithms

Three commonly used sort algorithms are presented here: bubble,
select and Shell. It must be remembered that these are “bare
bones” subroutines. The name of the actual array (if itisnot A$())
and the size of the array (ARRAYSIZE in these examples) must
be specified.

In addition, since speed is a critical factor in sorting, certain
liberties were taken with Applesoft to avoid GOTOs wherever
possible: a special form of the FOR NEXT loop was used--

FORI=0TO 1
(stmts)

| = (exit condition): «— Note use of Boolean expression
NEXT |

This type of looping structure adjusts the loop index variable | to
keep the loop repeating until the exit condition is true. This
then, is a REPEAT UNTIL loop in disguise. The use of the FOR
NEXT loop in this manner is not generally allowed from a struc-
tured standpoint because it is too easy to fall into “spaghetti”
programming.

Bubble Sort

The bubble sort is the easiest sort for beginning programmers to
design. Itis also the slowest of all the sort algorithms. It works by
starting at the top of the array and comparing subsequent pairs
of elements, switching out of order pairs as it works it way down
to the bottom of the array. It repeats this process until it can go all
the way to the bottom of the array without switching any pairs
(i.e., the array is properly sorted). The slowness of this method is
due to the fact that many comparisons and switches are needed
for every pass through the array. Note the use of the SRTED
(sorted) flag to keep the logic structured:

160 REM BUBBLE SORT

20 S1$="CAT" : 52%$="BAT" : S3$="D0G"
30 GOSUB 100

40 END
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100 REM REPEAT

110 FOR SRTED =@ TO 1
FOR | =1 TO ARRAYSIZE - 1
SRTED = 1
IF AS(1+1) < AS(l) THEN
SRTED = 0
TEMPS$ = AS(])
AS(l) = AS(1+1)
. AS$(I+1) = TEMP$
120 NEXT
. NEXT
: RETURN

: REM UNTIL SORTED

Results:

BAT
CAT
DOG

Select Sort

The select sort works by scanning the entire array and selecting
the least element. The least element is then swapped with the top
element and the size of the array is reduced from the top element.
The process is repeated, with the array growing shorter until the
array is in order.

A common use of this method is to sort a hand of freshly dealt
cards into order. Assuming that a 9, 7, 2, 4 and an 8 have been
dealt, the hand is scanned for the least card, which in this case is
the 2. The 2 is moved to the left side of the hand and the four
remaining cards, 9, 7, 4 and 8, are scanned again. The 4 card is
moved to the left side and the remaining three cards are
scanned, ete:
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9 7 2 4 8
A The hand is scanned for the least card

2 9 7 4 8

A The least card is placed at the beginning
2 9 7 4 8

A Scanning begins again

2 4 9 7 8 and the process is repeated
2 4 7 9 8 until the cards are in order
2 4 7 8 9
2 4 7 89

The select sort is faster than the bubble sort but is slower than
others. Its beauty lies in its simplicity: it consists primarily of just
two FOR NEXT loops:

10 REM SELECT SORT

20 S1$="CAT" : S2$="BAT" : S3$="D0OG"
30 GOSUB 100

40 END

100 FOR 1 =1 TO ARRAYSIZE -1
: FORJ=1+4+1 TO ARRAYSIZE
IF AS(J) < A$(l) THEN

TEMPS$ = A$(1)
ASB(l) = AB(J)
: A$(J) = TEMPS$
120 NEXT
: NEXT
: RETURN
Results:
BAT
CAT
DOG
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Shell Sort

The Shell sort of algorithm was invented by a mathematician
named Donald Shell. The Shell algorithm works to avoid “public
enemy #1” of all sort algorithms: wasting time on comparisons
and swapping. Unlike the bubble and the select sorts, where a
dramatic increase in time is needed to sort large arrays, the Shell
sort is one of fastest, all-around sorts available. (Because of the
complexity of code involved, however, its advantages are not
seen until an array of intermediate size (approximately 100
elements) is sorted.)

Unfortunately, the explanation of how it works is not simple and
only a brief description can be given here. The Shell sort works by
determining a “stride” or a distance between elements. The
elements at the beginning and end of the stride are compared and
swapped if out of order. The stride is moved down to the next pair
and the process is repeated until the program “walks through”
the array. The stride length is reduced and the program walks
through the array again. This process is repeated until the stride
length is less than one element. Its speed results from elements
being selectively swapped over large distances. Interestingly
enough, the speed of this sort can be “fine tuned” by the stride
determining statements at the beginning of the program. It is
curious to note that no one yet has discovered the formula for
determining stride lengths that deliver the fastest results!

10 REM SHELL SORT

20 S1$="CAT": S2$="BAT" : S3$="D0OG"
30 GOSUB 100

40 END

100 STRIDEBND = 1
110 STRIDEBND = 3 * STRIDEBND + 1
: IF STRIDEBND < ARRAYSIZE THEN 110

120 REM WHILE STRIDEBND >=1
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13 FORI=0T0O1
: STRIDEBND = (STRIDEBND - 1)/ 3
: IFSTRIDEBND <1 THEN 170
140 FOR BTM = STRIDEBND + 1 TO ARRAYSIZE
LNTH = BTM - STRIDEBND
: TEMPBTMS$ = A$(BTM])
150 IF AS(LNTH) > TEMPBTMS$ THEN
AB(LNTH + STRIDEBND) = A$(LNTH])
LNTH = LNTH - STRIDEBND
: IFLNTH > @ THEN 150
160 A$(LNTH + STRIDEBND) = TEMPBTM$
: NEXT
1=0
170 NEXT
: RETURN

: REM WEND [WHILE END)

Results:

BAT
CAT
DOG

DOS Algorithms

Two useful DOS algorithms are presented here: how to load the
directory into an array and how to read or write any track or
sector.

Load Directory Into An Array

The directory of a normal DOS 3.3 diskette can contain up to 105
file names. A CATALOG command will display the names, but
youwillbeunableto‘‘capture” the information and manipulate it
into other useful formats. The algorithm presented here reads all
of the file names from the directory (including deleted files!) and
loads them into the array of your own choice. You can write your
own program to take advantage of this and do some customiza-
tion such as fancy double column catalogs, printing the names in
condensed type on a mailing label for your disk, ete., ete.
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10 REM LOAD DIRECTORY INTO AN ARRAY
15 DIM FILNAMES$(105])

20 REM CONSTANTS

30 RDDIRSEC = 45073 : REM READ DIRECTORY
SECTOR ROUTINE

40 B1STNAME = 46281 : REM BEG OF 1ST FILE
NAME IN BUFFER

S50 EBUFFER = 46522 : REM END OF FILE NAME
BUFFER

60 REM PROGRAM VARIABLES

70 REM NAMENO : REM FILE NAME NUMBER
80 REM BNAMEPTR, ENAMEPTR : NAME
POINTER BEG & END

100 REM REPEAT

110 CALL RDDIRSEC + 15 * [NAMENO > Q)
: BNAMEPTR = B1STNAME

120 REM WHILE NOT END OF DIR &
130 REM BEG OF NAME PTR <= END OF BUFR

14@ ON (PEEK(BNAMEPTR-3) < > 0)
AND (BNAMEPTR <= EBUFFER)
GOTO 15@

: GOTO 210 : REM <-- ELSE

158 NAMENO = NAMENO + 1

. ENAMEPTR = BNAMEPTR + 29

160 REM WHILE END OF NAME PTR = BLANK
170 IF PEEK(ENAMEPTR) = 160 THEN
ENAMEPTR = ENAMEPTR -1
GOTO 170

180 FOR CHAR = BNAMEPTR TO ENAMEPTR
: BYTE = PEEK[CHAR)
. IF BYTE > 127 THEN BYTE = BYTE - 128
190 FILNAMES(NAMENO) =
FILNAMES(NAMENO) + CHRS(BYTE)
: NEXT
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200 BNAMEPTR = BNAMEPTR + 35
: GOTO 120

210 ON (PEEK(BNAMEPTR-3) = () GOTO 220
: GOTO 100

220 REM UNTIL END OF DIRECTORY
Results:

FORI=1TONAMENO: PRINT FILNAMES(I): NEXT

HELLO
FID

PROG 1
PROG 2

RWTS

RWTS are theinitials chosen by Apple Computer Inc. to stand for
“Read or Write a Track and Sector.” As the name implies, RWTS
routines allow you to directly read a 256-byte sector from the disk
or write a sector to the disk. Uses for this include changing the
name of your disk, changing the name of your HELLO program,
making permanent patches to DOS, hiding secret codes, examin-
ing sectors, and similar DOS operations.

While the basie principles of RWTS are outlined on pp. 94 - 98 of
The DOS Manual, the reader of that publication is warned in the
very first paragraph, “You may skip this section if you're not
familiar with machine language.”

Actually, things don’t have to be that difficult. You can do the
same thing from Applesoft with a minimum of muss and fuss.
(See A Simplified Approach to RWTS by the author in CALL -
A.PP.L.E. In Depth: All About DOS, for further details and a
useful utility that uses RWTS.)
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The following program performs RWTS for you — all you have to
do is tell it which track and sector and whether you want to read
from the disk or write to the disk and it will do all the work. Note
that the routine uses a fixed buffer provided by DOS at 46267 to
46522, To read the buffer after you load a disk sector into it, just
PEEK atthat range. To change the buffer before writing it out to
the disk, just POKE the new values into that range also:

10 REM RWTS

100 INPUT “ENTER TRACK, SECTOR:”; TK, SC
: INPUT “READ (1) OR WRITE (2):”; RWCODE
: POKE 45121, RWCODE
: POKE 45975, TK
: POKE 45976, SC
: CALL 45111 =— RWTS routine
: POKE 45121, 2 =<— Restore write code
: POKE 72,0 <— Clear error condition

EXEC Files

EXEC files are text files of valid Applesoft or DOS commands
that can be executed with the EXEC command. Their primary
advantage is that they are executed as they are read from the
disk; they do not alter any program or pointer in memory.

One area where an EXEC file comes in handy is with binary files.
Often the name of a binary file does not indicate where the file
loads into memory or its length. The beginning address is vital to
ensure that files don’t load on top of one another; the length is
needed during a BSAVE.

The EXEC file presented below tells you the starting address and
length of the last BLOADed or BRUNned binary file. The pro-
gram MAKE FIND LAST BFILE creates EXEC file FIND LAST
BFILE, which in turn displays in decimal and hexadecimal the
starting address and length of the last binary file BLOADED or
BRUN. (A simplerversion of this program appears in Bill San-
der’s book, The Elementary Apple. The version below is more
powerful and shows off some tricks you can do with monitor
routines.)
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MAKE FIND LAST BFILE

1@ REM MAKE FIND LAST BFILE
1@0@ LET D$ = CHRS (13) + CHRS (4)
:0P$ = D$ + “OPEN"
:DE$ = D$ + “DELETE”
:\WR$ = D$ + “WRITE”
:CL$ = D$ + “CLOSE”
:N$ = “FIND LAST BFILE”
:Q$ = CHRS$ (34): REM QUOTE
11@ PRINT OPSNS; DESNS; OPSNS; WRSNS
120 PRINT
"9,
Q$“LAST BINARY FILE AT:*G%$
: PRINT
“CALL -998
:CALL -998
LN
Qs" A"Q$
“PEEK(43634)+256*PEEK(43635)"
Qs", L"Q$
“PEEK(43616)+256*PEEK(43617)"
13@ PRINT
“POKE 69,PEEK(43635)
:POKE 7@,PEEK(43634)
:POKE 58,65
:POKE 59,249
:POKE 49,0
.0n
Qs" A$"QS
“::CALL -327
:POKE 69,PEEK(43617)
:POKE 7@,PEEK(43616)
:POKE 58,65
:POKE 59,249
:POKE 49,0
.0n
Qs%", L$"Q$
“.:CALL -327
:CALL -998
:CALL -998"
14@ PRINT CLSNS
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Summary

A solution to a problem is called an algorithm. Three types of
sample algorithms for commonly occurring programming pro-
blems on the Apple were presented in this chapter: Sort, DOS
and EXEC algorithms.

Three types of sort algorithms were presented: bubble, select
and Shell. The bubble is the slowest sort, but the one that is
usually thought of by beginning programmers. The select sort is
simpler and faster than the bubble sort and works well with short
to intermediate length arrays. The Shell sort is complicated, but
is one of the fastest sorts for intermediate to lengthy arrays.

Two types of DOS algorithms were presented: how to load the
directory into an array and how to read or write any track or sec-
tor (RWTS). Loading the directory into an array allows the pro-
grammer to do fancy catalog displays, disk labels, ete. The
RWTS routine presented here provides for a simple way of read-
ing or writing a disk sector without the bother of machine
code interfacing.

The example used to illustrate how to use EXEC files from a
structured standpoint is a utility that finds the starting address
and length of the last BLOADed or BRUNned binary file. This
information is displayed in both decimal and hexadecimal form
and requires no knowledge of DOS file storage areas.

For Further Reading

Algorithms + Data Structures = Programs, Niklaus Wirth
(Prentice-Hall, Englewood Cliffs, NJ, 1976). The classic, definitve
statement on structured programming. Not for the beginning
student, however. Just something to keep in mind when you are
ready for it. May well “expand your programming horizons.”
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CHAPTER 5
TEXT FILES

Purpose of Text Files

Text files provide a convenient means of storing large amounts of
data on a disk for later retrieval and manipulation. If you central-
ize data in a text file, you can write any number of other pro-
grams to access thefile. This concept is known as database design
and provides for an efficient means of giving different programs
access to a large body of data.

Another use of text files unique to the Apple is that if valid
Applesoft, DOS, or monitor commands are saved in a text file, the
EXEC <name of text file> command will execute the com-
mands, just as if you had typed them in on the keyboard yourself.
Further information on this can be found in The Apple II DOS
Manual and in The Elementary Apple.

Structure of Text Files and the Disk

Despite the advent of newer and more powerful operating sys-
tems, Apple’s DOS 3.3 still has some powerful features: it can
typically hold more files on a disk and it uses less disk space for
smaller files.

A standard Apple disk is divided into 35 concentric“rings” called
tracks. Each track is divided into 16 wedge-shaped “sectors,”
giving a total of 16 * 85 = 560 sectors on a disk. Each sector holds
256 bytes or characters, giving the maximum number of bytes on
a disk 256 * 560 = 143,360. It is more convenient to divide this
number by 1,024 (a “K” or Kilobyte) and express it as 143,360 /
1,024 = 140K.

DOS resides on the outer three tracks of the disk and the direc-
tory resides on the middle track (track 17 / $11 hex). This results
in the subtraction of four tracks for a total usable file space of
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560 - 4*16 = 496 sectors or (496 * 256) / 1,024 = 124K bytes. (In
case you're curious, the directory is put in the middle of the disk
to reduce access time for the drive’s head to reach it.)

The first sector of track 17 is reserved for something called
“VTOC” (Volume Table of Contents). VTOC is used to keep track
of which sectors are free, or available for file storage. This
scheme serves to protect files that you’ve saved to disk: their
storage sectors are marked in VTOC as “in use.” Utility pro-
grams that compute the amount of free space on the disk usually
examine VTOC for the basis of their calculations.

WHAT DO YOU MEAN
WHICH TRACK SHoULD
WE GOTO? THE RACE
TRACK OF COURSE.

The remaining 15 sectors in track 17 are reserved for the direc-
tory. Each directory sector can contain up to seven file names,
making a total of 7 * 15 = 105 file names possible in your direc-
tory. Thus, it is possible to have several screenfuls of text file
names displayed with the CATALOG command!

If you were to use one of the commercially available “Disk Zap”
programs, you would see that a text file is composed of hex-
adecimal numbers. The hexadecimal system is “base 16” which
means that it has 16 digits, 0,1,2,3,4,5,6,7,8,9,A,B,C,D,E, Fto
use in creating numbers as opposed to our “base 10” number sys-
tem, which only has 10: 0, 1, 2, 3, 4,5, 6, 7, 8, 9. If you converted
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these hexadecimal numbers into decimal, you would see that
they correspond to something called an ‘““ASCII Chart.” You ecan
see an example of an ASCII Chart on pg. 138 of the Applesoft
BASIC Programming Reference Manual.

However, thereis a fly in the ointment; all of the characters in an
Apple text file have 128 added to their ASCII value! This is
peculiar to the Apple and is done to help it distinguish ASCII
characters from non-ASCII characters. An ASCII character with
128 added to it is said to be in “Apple ASCIL,” “high ASCII” or
“negative ASCIL,” while regular or true ASCII is known as “low
ASCII” or “positive ASCIL.” Here are some examples:

ASCII Decimal Hex
Character Lo ASCIl/ Lo ASCIi/
Hi ASCII Hi ASCII

Upper case letters

A 65 193 $41 $C1

B 66 194 $42 $C2

C 67 195 $43 $C3
Lower case letters

a 97 225 $61 $E1

b 98 226 $62 $E2

c 99 227 $63 $E3

Digits

0 48 176 $30 $BO

1 49 177  $31 $B1

2 50 178 $32 $B2
Punctuation |

, 44 172 $2C $AC

- 45 173 $2D $AD

. 46 174 $2E $AE
Control characters

<NULL> 0 128 $00 $80

<CTRL C> 3 131 $03 $83

<CTRL D> 4 132 $04 $84

<CR> 13 141 $0D $8D
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Notice from the above that the Apple ASCII code for the charac-
ter“0” is“B0” and not “0”. If your disk zap program shows you a
“00” in thefile, you are looking at the ASCII <NULL> character
and not zero. NULL:s are used in text files to tell the Apple when
it has reached the end of the file or a record.

You should also note that while it is possible to POKE a number
such.as 255 (which consists of three digits) into a single byte in
RAM, it will be written out to the disk file as three bytes: “2”, “5”
and “5”. Applesoft is capable of reducing a three-digit number
such as “255” into what is known as a “binary image” and put-
ting it into a single byte. DOS, however, does not have this
capability. Thus all Apple text files are “pure” ASCII; there are
no binary representations of numbers in them.

Basic File Structure: Records and Fields

Files are usually composed of two structures: records and fields.
A file is composed of many records:

Text File Structure

Record 1:

Record 2:

Record 3:

Records, in turn, are composed of fields:

Text File Structure
Record 1: Field 1 Field 2 Field 3
Record 2: Field 1 Field 2 Field 3
Record 3: Field 1 Field 2 Field 3
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Though not shown here, for simplicity’s sake a <CR> (141 or
$8D) is at the end of every record and a < NULL > (0) is at the
end of every text file to help DOS find its way around the file.

For example, if we wanted to construct a file of names, addresses

and phone numbers for a telephone directory, a typical file strue-
ture might look something like this:

SAMPLE TELEPHONE DIRECTORY FILE STRUCTURE

Record 1 [JOHN |SMITH 802 BRICK ST.|GLENDALE |CA|90023|714| 202-9123

Record 2 |BILL REYNOLDS [90E. 43RD ST.|NEW YORK|NY | 10123]217{ 952-0721

Record 3 [NICOLE | TURNER 601 WING ST. |[SAN DIEGO{CA |92115{619| 562-4213
" a8 9 73— 78

column*

no. for LAST CITY zIp PHONE

beginning FlrsT  NAME STREET i CODE NUMBER

offield  name  FIELD AppRess 200 srate FIELD cope a
Fewp  (°9) FIELD Fewo ®  mewo @

(10) (20) (2) (3)
FIGURE 5.1

Sequential and Random Access Files

A problem pops up immediately here, though: what do you do
with the extra space left over when information does not fill up
the field completely?

JOHN SMITH (

FIGURES5.2
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There are two techniques for dealing with this situation. The first
avoids the wasted space by separating the fields with a single
character called a “delimiter.” DOS uses a comma as a field
delimiter, but with the use of the LEFT$, RIGHT$ and MID$
string manipulation functions, a delimiter can be any character
youwant. Itis usually best to pick a character which would not be
confused with a valid data character in the rest of the record.
Under this technique, records have different lengths. This is
called sequential file organization.

Here is an example that uses the “@” character as a delimiter:

SEQUENTIAL FILE ORGANIZATION

Uneven Record

T T
JOHN@SMITH@BO2 BRICK ST.((:@GLENDALEéCA@sooza(:@ﬂ4(:-)202-91 23 ]i— Lengths

| T T T T T T
BILLG REYNOLDS@1900 E. 43RD ST.Q NEW YORK®NY@10123@217 ©952-0721 |
T T
NICOLE@ TURNER®601 WING ST.@SAN DlEGOéCA(%MHS@&B @l562—421 :1]
:

Different TNo Wasted Space
Field Lengths

FIGURE 5-3

Note that it is usually simpler, faster and easier to write each
field out as a record by itself (i.e., one field per record). This
makes the <CR> serve as both an “end of field” delimiter and an
“end of record” delimiter.

The second technique uses the blank space to keep the fields
lined up evenly from record to record. Under this technique, all
records have the same length. This is called random access file
organization.

RANDOM ACCESS FILE ORGANIZATION

Same Record LengthsD

JOHN SMITH 802 BRICK ST. GLENDALE CA |90023]| 714 202-9123
BILL REYNOLDS | 1900 E. 43RD ST. NEW YORK NY[10123] 217 952-0721
NICOLE TURNER 601 WING ST. SAN DIEGO CA[92115| 619 562-4213
Same Field Lengths S Padded With Blanks
FIGURE 5-4
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Apple DOS supports both types of file organization and has
specific commands for each one. However, this is not to say, that
there are only these two types of file structures. Ther