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Preface 

Tlzis book 1s mtended Jàr use wlllz a first course in electrical engineerzng. 

ln many colleges and universities suclz a course will be preceded or accompa

nied by an introductoiy physics course m wlllch the basic concept, of electricúy 

and magnelism are introduced, mos! often Jrom the jield aspecl. Such a 

background 1s nol a prereq111slte, however. Circuit elements are mtruduced 

and dejined here in terms of their circuzt eq11alwns; only incidental comments 

are ojfered aboul the pertinent .field relationships. Severa! o/ the baslc con

cepts of electriczly and magnetism are discussed (or reviewed) zn the·jirst 

chapter. 

It zs the rzuthors' zntention tlzat tlzis !ext be onefrom wlziclz a student may 

teaclz lzimself; it is written to tlzc student and nut to lhe instructor. Eaclz new 

/erm is clearly dejined when zl is jirst zntruduced, if ai all posszbie. The baszc 

materzal ajJpears toward the beginning o/ each chapter and is explained care

.fully and in detail; numerical examples are usually used tu introrluce and sug

gesl general results. Dnll prob!ems appem ai tlze end cf most sec/zom;· they 

are generally szmple, and lhe ans1.nrs rzre given /ll random order. Tlze more 

difficult proUems u.·hich appear 11/ lhe end of tlzc chaptni are lll lhe urder 

vf fnesentation rf the lexl materwl. Tlzese /Jroblems are occasiona!ly userf to 

mtroduce less imporlrml or more advanced !opies through a gwded step-b)1-

rtep procedure, as well as to introduce tupics which will appear in the Jol!ow-

111g c!w/Jler. The introdur/zon and res11lti11g repetltion are botlz impurtant to lhe 

lcarning /nocess. T'lze /1rob!ems indica/ui�)' tlze :,�vmbol •are partzcular0' suit

ablefor selfs!udy and are answered ai lhe end uf lhe book. ln ali, tlzere are 

264 dril! prnblems, eaclz corZS1sting of three paris, 2 77 problems wilh com

plete or partia! answers, and 341 olher problems ai lhe end of lhe clzajJlers, 

or 882 problcms zn all. 
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The general arder ef the material has been selected in arder that the student 
may learn as many ef lhe techniques ef circuit analysis as possible in 
the simplest context, namely, the resislive circuit. The exlension ef lhese tech
niques to more advanced circuils ajfords the opportunity both for review and 
generali;::,ation. Numerous examples and problems are possible since lhe solu
tions are not mathematically involved. This first parl ef the text may 
be covered in three to six weeks, depending upon lhe students' background and 

ability, and upon the course intensity. 

The second section ef the text is devoted to the natural response, and the com
plete response to d- c excitation, ef the simpler RL, RC, and RL C circuits. 

Differential and integral calculus are necessary, but a background in dijferential 
equations is not required. The unit step is introduced as an important singu
larity function; the unil impulse is lhe subject of an isolated chapter which 
may be omitted, iJ desired, since jurlher applications ef the unit impulse are 
almost entirely restricted to problems at lhe end of subsequent chapters. 

The third part of the text introduces lhe frequency domain and initiates 

operations wilh complex numbers by concenlrating on sinusoidal analysis, but 
lhe complete response ef sinusoidally excited circuits is used to tie togelher lhe 

material ef the preceding two parls. 

ln lhe fourth part ef the book, lhe complex frequency concepl is introduced, 

and its use in relating lhe forced response and the natural response is 
emphasi;::,ed. 

The fiflh pari begins with a consideration of magnetic coupling, which is 
basically a two-port phenomenon, and logically leads into a consideration of 
two-port network analysis and an introductory discussion ef topology. The 
concluding chaplers are devoted to polyphase circuits and Fourier analysis. 

It is felt that lhe material is more lhan adequate for a two-semester course, 
but some selection may be made from lhe final four chapters, and lhe chapter 

on the unit impulse may be omitted. No material is included in the text which 

will not be ef some value in the following term; operalional methods, signal

.fiow graphs, lhe relalionship of circuit theory to field theory, and advanced 
topologic concepts are subjects which are relegaled to subsequent courses. The 

goal is the student's ability to write correct circuit equationsfor any circuit and 
his ability to solve lhe less complex cases and to understand the solutions. 

The only justification which lhe authors can o.ffer for presenting another 

introductory circuits book is that ef an improved pedagogy. There are no 
starlling new developmenls, no drastically dijferent approaches, and no full
color three-dimensional illustrations. There is, however, a logical trai[ lead
ing Jrom definition, through explanation, descriplion, illuslration, and numeri
cal example, to problem-solving ability and to lhe obvzous expectalion ef the 
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authors that the student con tinuously ask himselj, "Why does this happen? 
How is it related to last week's work? Where do we logically go next?" There 

is a tremendous amount of enthusiastic momentum in a beginning electrical 
engineering student, or in any student beginning a study of electrical circuits 
early in his college lije, and thzs may be preserved by providing frequent drill 
problems whose succesiful solution confirms the student's progress in his own 
mind, by integrating lhe various sections into a coherent whole, by pointing out 

future applications and more advanced techniques� and by maintaining an 

in terested, inquisitive altitude in the student. 
Approximately 90 per cent of the material in lhe text has been taught suc

cesifully at Purdue University over a period of three years as a two-semester 
course having two lectures, two recitatzon-problem periods, and one laboratory 
or laboratory-preparation period each week. 

WILLIAM H. HAYT, JR. 
JACK E. KEMMERLY 
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Chapter 1 Definitions and Units 

1 - 1  INTRODUCTION 

Ten or fifteen years ago, an introductory textbook on electric-circuit analysis 
would have begun with a description of the electrical engineer's place in science 
and industry, his glorious achievements of the past, and the lucrative and 
challenging life ahead. Now, however, it is becoming increasingly common for 
students of mechanical engineering, civil engineering, chemical engineering, 
and other engineering curricula ,  as wel l  as an occasional studeHt of mathematics 
or physics, to study introductory circuit analysis witb the electrical engineer. As 
a matter of fact ,  courses in beginning circuit analysis are now being taken by 
engineering students before they have become identified with a particular 
branch of engineering. 

If  we have already entered or intend to enter an electrical engineering pro
gram,  then circuit analysis simply represents the introductory course in our 
chosen field. If  we are associated with some other branch of engineering, then 
circuit  analysis may represent a large fraction of our total study of e lectrical 
engineering, but i t  also enables us to continue our electrical work in electronics, 
instrumentation, and other areas. Most important,  however, is the possibility 
given to us to broaden our educational base and become more informed mem
bers of a team which may be primarily concerned with the development of some 
electrical <levice or system . Effective communciation within such a team can be 
achieved only if the language and definitions used are famil iar to al i .  

Few of the engineering accomplishments of the recent past can be credited to 
a single individual. The era of the Edison-type inventor has passed, and a 
graduating engineer should expect to become part of a group consisting of 
many kinds of engineers, applied mathematicians, and physicists . The group 
effort wi l l  be coordinated by technical ly trained managers, and the technical 
products will be produced, sold, and often operated and maintained by men 
having scientific or engineering training. The engineering graduates of today are 
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3 Defi11itions and Units 

not all employed solely lo work on the technical design aspects of engineering 
problems. 

ln order to contribute to the sol ution of these engineeri ng problems, an 
engineer must acquire many skills, one of which is a knowledge of electric
circuit analysis. 

Wc shall begin this stud y by considering systems of units , di mensions ,  and a few 
basic definitions and convcntions in this first chapter . For those who havc no 
knowledge of basic electricity and magn etism , the elementary subject material 
is includcd in this chaptcr . lt should be rapid reading for anyone having an 
adequate background in introductory physics, but it should be read carefully by 

ali. After these introduclory lopics have becn mastered , we can thcn turn our 
attention lo a simplc electric circu it . 

1-2 SYSTEMS OF UNITS 

We must first establish a com mo n langúage. Enginccrs cannot communicatc 
with one another in a mcaning ful way unlcss each term used is clear and 
definitc. lt is a lso truc that little learning can be achieved from a te xt book 
which does not define carefully each ncw quantity as it is introduced. If we 
spcak in the vague gcneralities of a television commercial--"gets clothes up to 
40 per cent whiter" -and do not bother te define whi teness or to provide units 
by whic h it may be measured , then we shall certainly nol succeed in engineering, 

although we might sell a lot of soap. 
ln ordcr lo state the value of some measurable quantity, we must give both a 

number anda unit, such as "3 inches." Fortunately vve a!l use thc sarne number 
syslem and know it well. This is not as truc for the units, and so.me time must 
be spent in bccoming familiar with a suitable syst ern of unils. Wc must agrec 
on a standard unit and be assured or its permanence and its general accepta
bility. The standard unit of length should not be defined in lerms of the dis
tance between two rnarks on a certain rubber band; this is not permanent, and 
furthermore evcry body else is using another standard. 

Wc shall also need te define each technical tcrm at lhe time it is introduced, 
stating the definition in terms of previously defincd units and quant ities. Here 
the definition cannol alwa ys be as general as the more theoretically minded 
might wish. For instancc , it wili soon bc necessary to define " voltage ." We must 
either accepl a very complete and general defínition, which we can neither ap-· 
preciale nor un derstand now, or cise adopl a less general but simpler definition 
which wiil satisfy our purposes for the prescnt. By the time a more general 
definition is needed, our familiarity with the simp ler concepts will hclp our 
undcrstanding at that tirne 

lt will also become evident tha1 many quantities are so closely related to each 
other that thc first onc defined nceds a few subsequent definitions before it can 
be thoroughly understood. As an cxample, when the "circuit elemenl" is 
defined it is most convenient to define it in terms of " curre nt" and "voltagc ," 
and when current and voltage are defined, it  is  helpful to do so with reference 
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to a circuit element. None of these three definitions can be well understood 
until ali have been stated. Therefore, our first definition of the circuit element 
may be somewhat inadequate, but then we shall define current and voltage in 
terms of a circuit element and finally go back and define a circuit element more 
carefully. A study of electromagnetic theory should provide us with a more 
general definition of both current and voltage. 

We have very little choice open to us with regard to a system of units. The 
one which we shall use has been adopted by ali the major professional electrical 
engineering societies, it is used consistently throughout the electrical engineer
ing journals, and it is the language in which today's textbooks are written. 
This is the rationalized mks (meter-kilogram-second) system of units introduced 
by G. Giorgi in 1 902. 

The three fundamental units ,  the meter, the kilogram, and the second, were 
defined by a commission of French scientists in the late 1 700s. At that time it 
was their intention that the meter be exactly one ten-millionth of the distance 
from the earth's pole to its equator. This distance was marked off by two fine 
lines on a platinum-iridium bar which had been cooled to zero degrees centi
grade. Although more accurate surveys have shown since that the marks on 
the bar do not represent this fraction of the earth's meridian accurately, the dis
tance between the marks was accepted internationally as the definition of the 
standard meter until 1 960. ln that year, an international commission defined 
the meter as 1 ,650,763 .73 times the wavelength of radiation of the orange line 
of krypton 86. The definitions are equivalent, but the newer definition is much 
more permanent. 

The fundamental unit of mass, the kilogram, was defined as the mass of 
a platinum block located with the meter bar at the lnternational Bureau 
of Weights and Measures in Sevres, France. The mass of this block is approxi
mately equal to one thousand times the mass of one cubic centimeter of pure 
water at 4 º C. 

The third fundamental unit, the second, was first defined as 1 /86,400 of a 
mean solar day. At the present time, it is defined as 1 / 3 1 ,556,925 .9747 of the 
tropical year 1 900. The two definitions were exactly equivalent in 1 956. 

There are severa! advantages which are inherent in the rationalized mks 
system of units. One is embodied in the word "rationalized," which signifies 
that a factor of 4'1T has been eliminated from severa! important equations by 
incorporating it within two constants, the permittivity and permeability of free 
space. Since these equations appear in more advanced work, and the constants 
themselves appear only rarely in circuit theory, it is relatively unimportant to 
us now whether or not our system of units is rationalized. 

The second advantage lies in the use of the decimal system to relate larger 
and smaller units to the fundamental unit. Thus, every unit in the rationalized 
mks system is related to its fundamental unit by some power of 1 0 . Furthermore, 
standardized prefixes have been adopted to signify these various powers. The 
more common ones are : pico- (p- ,  1 0-12 ) ,  nano- (n-, 1 0-9) ,  micro- (µ.-, 1 0-s), 
milli- (m-, 1 0-3) ,  centi- (c-, 1 0-2) ,  deci- (d-, 1 0-1 ) ,  deka- (dk-, lQl) ,  hekto
(h-,  1 02 ) ,  kilo- (k-, 1 03) ,  mega- (M-, 1 06) ,  giga- (G-,  lQ9) ,  and tera- (T-, lQ12) .  
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Thus, a mil l isecond ( msec) is one-thousandth of a second and a kilometer (km) 
i s  one thousand meters. It  is apparent now that the gram was originally estab
lished as the fundamental unit of mass, and the kilogram then represented merely 
one thousand grams. Now the kilogram is our fundamental unit, and we could 
describe the gram as a mil l iki logram if we wished to be confusing. Combina
tions of severa! prefixes may also be used, such as the mill imicrosecond, but the 
term nanosecond is preferred . 

This power-of-10 relationship is not present in the so-called British system of 
units which is in common use in this country. There are many occasions when 
the results of an engineering analysis must be transformed into the British sys
tem of units for use in the shop or for clarity in discussions with others. Most 
of us have a better mental picture of two inches than we do of five centimeters. 

The fundamental British units are defined in  terms of the rationalized mks 
units as follows: one yard is exactly 3600/393 7 meters, one pound (mass) is 
0.453593 ki logram, and the second is common to both systems. 

[NOTE: Throughout the text, dril l  problems appear following sections in 
which a new principie is introduced, in  arder to allow the student to test his 
understanding of the basic fact itself. The problems are useful in gaining 
familiarization with new terms and ideas and should ali be worked . More 
general problems appear at the ends of the chapters. The answers to the drill 
problems are given in random arder. For example, in Drill Prob. 1 - 1 ,  the 
answers are (a) 3 .94, (b) 0. 1 5, and (c) 1 . 80.] 

Drill Problem 

1-1 Find the ratio of the first quantity of each pair to the second: 
(a) a length of 1 decimeter and a length of 1 inch; (b) a mass of 
3 X J05 micrograms and a mass of 0.002 kilogram; (c) a time of 1 hour 
and a time of 2 X 1 Q6 mill iseconds. 

Ans. 0. 15 ;  3 .94 ;  1 .80 

1 -3 MECHANICAL UNITS 

We now have the three fundamental un i ts, the meter, the kilogram, and the 
second, which are used to m�asure the three quantities, length, mass, and time. 
Before we meet our first electrical quantity and define the unit with which it is 
to be measured, it is necessary to consider severa! additional mechanical 
quantities and the units in which each is measured. ln order to do this, dimen
sional symbolism will be introduced. 

The quanti ties mass, length, and time are assigned the dimensional symbols 
[M], [L], and [T]. The dimensional symbol of a new quantity may be obtained 

from the quantity's defining formula, neglecting all  dimensionless multiplying 
constants and derivative and integral signs ; any formula will do. Thus, whether 
we define velocity as the quotient of distance and time v = x/t or as the rate of 
change of distance with respect to time v = dx/ dt, substitution of the correct 
symbols for distance and time leads to the dimensional symbol for velocity 
[L 1 1]. Area has the dimensional symbol [L2], indicating the units of meters 
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squared. The dimensional symbol is not a formula ; it contains no constants, 
and the symbol for area is the sarne whether we are considering a circle or 
a square. 

The use of dimensional symbolism wil l  enable us to check the dimensions of 
each side of an equation and quickly uncover any careless errors we may have 
made . It wil l  also provide us with a clearer picture of the significance of new 
combinations of familiar quantities .  For example, severa! chapters from now 
the product of the two quantities electrical resistance and capacitance will begin 
to appear frequently, and the use of dimensional symbols will show immediately 
that the dimensional symbol of the product is [ T]. Thus this product is 
measured in  seconds, and we should then expect to find a physical i nterpreta
tion in terms of some descriptive time interval. 

Now let us consider severa! other mechanical quantities which will concern 
us and then describe their units and dimensional symbols. Acceleration is de
fined as the time rate of change of velocity and has the units meters per second 
per second [Li2]. No special  name is given to this unit or to the unit of velocity. 

The basic unit of force, however, has been termed the newton, which is one 
meter-ki logram per second per second [ML12]. The dimensional symbol may be 
checked by using dimensional symbols in Newton's third law, F = ma. One 
newton is equivalent to 0.2248 1 pound of force or to 105 dynes, a unit  in the cgs 
( centimeter-gi:am-second) system of units. The average nineteen-year-old male 
has a mass of 68 kilograms and exerts a torce of 670 newtons on the scales. 

The basic unit  of work or energy is the joule, defined as one newton-meter 
[ML212]. The application of a constant force of one newton through adis
tance of one meter requires an energy expenditure of one joule. This sarne 
amount of energy is required to lift this book, weighing about ten newtons, a dis
tance of about ten centimeters. The joule is equivalent to 107 ergs, another 
cgs unit, or to 0.73 756 foot-pound. 

The last mechanical quantity with which we shall concern ourselves is power, 
the rate at which work is done or energy expended. The basic unit of power is 
the watt ,  onejoule per second, [ML213]. One watt is equivalent to l/745.7 
horsepower, 1 07 ergs per second, or O.  73756 foot-pound per second. 

Drill Problem 

1-2 Determine the average power, in watts, required to : (a) raise a 
weight of 1h lb a distance of 2 ft in 10 sec ; (b) expend l erg every micro
second; (c) accelerate a neutron (m = l . 67  X 10-27 kg) to l per cent of 
the velocity of light in 0.0001 nanosec. 

Ans. 0. 1 watt; 0.0752 watt ; O. l 35 7 watt 

1-4 THE UNIT OF CHARGE 
Before beginning a discussion of electricity and electric circuits, we may define the 
c lass of electrical phenomena which we are going to consider in terms of 
an analogy. When we hold a baseball out at arm's length and release it ,  we 
know that it falis toward the earth because of the gravitational force exerted on 
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i t .  We can also describe precisely how it accelerates, whal its velocity is at any 
given inst ant, when i t  reaches a given point, and where i t  will be at a given in
stant. Few of us understand, however, why it falls. Although we understand 
very well what gravi tational forces do, we do not know what they are. 

ln an analogous way, an elcctrical engineer is very fami liar with the forces, 
meter deflections, heating effects, and other measurable responses caused by 
electrici ty, but he is only rarely concerned with the theoretical (and philosophi
cal) nature of electricity itself. Therefore, our goal is a competence in observing 
electrical phenomena, describing them mathematically, and putting them to a 
practical use. We shall be only incidentally concerned with their cause. 

Suppose that we take a small piece o[ some light. material such as pith and 
suspend it by a fine thread. Ifwe now rub a hard rubber comb with a woolen 
cloth and then touch the pith ball with tlie comb, we find that the pith bali 
tends to swing away from it; a force of repulsion exists between the comb and 
the pith bali. After laying down the comb and then approaching the pith bali 
with the woolen cloth, we can see that there is a force of attraction present be
tween the pith bali and the woolen cloth. 

We explain both of these forces on the pith bali by saying that they are 
electrical forces caused by the presence of eleclrical charges on the pith bali, the 
comb, and the woolen cloth. ln an analogous way, we attribute the force on 
the baseball to a grav1lational force caused by the presence of gravitationai 
masses in the baseball  and the earth. The reason for each force is unknown, 
but its existence is very familiar. 

Our experiment shows clearly that the electrical force may be one of either 
attraction or repulsion, and in this respect the gravitational analogy breaks 
down. As far as we know at the present t ime, a gravitational  repulsive force 
does not exist. 

We explain the existence of an electrical force of both attraction and repul
sion by the hypothesis that there are two kinds of charge and that like charges 
repe'l and unl ike charges attract. The two kinds of charge are cal led positive 
and negative, although we might have cal led them gold and black or vitreous 
and resinous (as they were termed many years ago ). Arbitrari ly, the type of 
charge original ly present  on the comb was called negative by Benjamin 
Franklin, and that. on the woolen cloth, posit ive . 

We may now describe our experiment. in these new terms . By rubbing the 
comb with the cloth, a negative charge is produced on the comb and a positive 
charge on the cloth. Touching the pith bali with the comb transferred some of 
its negative charge to the pith bali ,  and the force of repu lsion between the l ike 
kinds of charge on the pith bali and comb caused the bal i  to move away. As we 
brought the posi tively charged woolen cloth near the negatively charged pith 
bali, a force of attraction between the two different kinds of charge was evident. 

We also know now that ali matter is macle up of fundamenta! building blocks 
cal led atoms and that the atoms, in turn, are composed of different kinds of 
fundamental particles. The three most important particles are the electron, the 
proton, anel the neutron. The electron possesses a negative charge, the proton 
possesses an equal-magnitucle positive charge, and the neutron is neutral, or has 
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no charge at ali . As we rubbed the rubber comb with the woolen cloth, the 
comb acquired its negative charge because some of the electrons on the wool 
were rubbed off onto the comb ; the cloth then had an insufficient number of 
electrons to maintain its electrical neutrality and thus behaved as a positive 
charge. 

The mass of each of the three particles named above has been determined 
experimentally and is 9. 1 083 X 1 0-3 1 kg for the electron and about 1 840 times 
as large for the proton and the neutron. 

Now we are ready to define the fundamental unit of charge, called the 
coulomb after Charles Coulomb, the first man to make careful quantitative 
measurements of the force between two charges. The coulomb can, of course, 
be defined in any way we wish as long as the definition is convenient, 
universally accepted, permanent, and does not contradict any previous defini
tion. Again, this leaves us no freedom at ali because the definition which is al
ready universally accepted is as follows : two small ,  identically charged particles 
which are separated one meter in a vacuum and repel each other with a force 
of 1 0-1c2 newtons possess an identical charge of either plus or minus one 
coulomb. The symbol e represents the velocity of light, 2.99796 X 1 08 m/sec. 
ln terms of this unit, the charge of an electron is a negative 1 . 60206 X 1 0- 19 
coulomb, and one coulomb (negative) therefore represents the combined charge 
of about 6.24 X 1 018 electrons. 

We shall symbolize charge by Q or q ;  the capital letter is reserved for a charge 
which does not change with time, or is a constant, and the lower-case letter rep
resents the general case of a time-varying charge . We often call this the instan
taneous value of the charge and may emphasize its time dependence by writing 
it as q(t) . This sarne use of capital and lower-case letters will be carried over to 
ali other electrical quantities as well. The dimensional symbol for charge is [QJ .  

Drill Problem 

1 -3 How many electrons constitute a charge of: (a) - 1 Q8 µpcoulombs? 
(b) - 1 0-16 megacoulomb? (e) - 1 0-6 mcoulomb? 

Ans. 6.24 X 1 08 ;  6 .24 X 1 08 ;  6 .24 X 1 09 

1 -5 C URRENT, VOLTAGE, AND POWER 

The electrical phenomena discussed above belong to the field of electrostatics, 
which is concerned with the behavior of electric charges at rest. This is of in
terest to us only because it is a beginning and serves as a useful <levice to define 
charge. 

One part of the experiment, however, departed from electrostatics, the process 
of transferring charge from the wool cloth to the comb or from the comb to the 
pith bal i .  This idea of "transfer of charge" or "charge in motion" is of vital 
importance to us in studying electric circuits, becaus-:, in moving a charge from 
place to place, we may also transfer energy from one point to another. The 
familiar cross-country power transmission line is a practical example. 
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. 
Of equal importance is the possibil ity of varying the rate at which the charge 

ts transferred in order to communicate or transfer intelligence. This process is 
the basis of communicati0n systems such as radio, television, and telemetry. 

Charge in motion represents a current, which we shall define more carefully 
below. Current, flowing along a discrete path, such as a metallic wire, has both 
a magnitude and a direction associated with it ;  it is a measure of the rate at 
which charge is moving past a given reference point in a specified direction. 
We shall study the process of measuring and defining this rate by an example. 

Let us consider a discrete path along which charge can move and ask a num
ber of questions about the manner in which charge is traveling along this lead 
or conductor. As a first-hand observer, we shal l place a very small student at 
point A on the path and ask him to record the total amount of charge which 
has passed him since some reference time t = O. We ask that he take data 
every second1 and then give him these detailed instructions : 

1 .  The positive direction is to your right. 
2. If positive charge moves past you in the positive direction, add the mag

nitude of the charge. 
3. If positive charge moves in the negative direction, subtract the charge 

magnitude. 
4. If negative charge moves in the positive direction, also subtract the 

charge magnitude. 
5. If negative charge moves in the negative direction, add the charge 

magnitude. 

The observer watches for 8 sec, records his data, and then hands us the graph, 
Fig. 1 - 1 ,  explaining that q is the total charge which has moved past him since 
t = O . 

Now we see that there are many ways i n  which this record might be inter
preted. For instance, in the first second either one unit positive charge moved 
by to the left or one negative charge moved past to the right. The sarne 
alternative is present for the second 1 -sec interval. As a matter of fact, in either 
of these intervals the observer might have had to count 1 00 unit positive charges 
moving to the right and 1 0 1  moving to the left. Perhaps positive and negative 
charges were in motion in both directions. 

It is fortunate that we do not need to know which specific one of this infinite 
number of possibilities actually occurred ; the electrical effects produced by each 
will be the sarne. 

We now refine the data by making measurements much more often, and this 
requires that smaller and· smaller elements of charge be counted. The limit is 
the amount of charge carried by a single e lectron.  The graphical record now 
appears as a smooth curve, Fig. 1 -2 .  

We are now ready to  consider the  rate at which charge is being transferred. 
ln the time interval extending from t to ( t + D.t), the charge transferred past the 
reference point has increased from q to (q + D.q).  If the graph is decreasing at 
this instant,  then D.q is a negative value. The rate at which charge is passing 

1 He is a small, quick student. 
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2 

- 1  
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Fig. 1 - 1  A graph of the total charge q which has passed a gwen reference 
point since t = O. The charge is measured over I -sec intervals. 

the reference point at ti me t is  therefore very closely equal to !':!iq / !':!it, and as the 
interval !':!it decreases, the exact value of the rate is given by the derivative 

dq - lim !':!iq 
dt - 6/-0 !':!it 

We define the current at a specific point and ilowing in a specified direction 
as the i nstantaneous rate at which positive charge is moving past that point in 
the specified direction. Current is symbolized by I or l, and thus 

. dq 1 = dt amp 

where an ampere is one coulomb per second [ Q/ 1 ) .  The use of the lower-case 
letter i is again to be associated with an instantaneous value. Using the data of 
Fig .  1 -2,  the instantaneous current is given by the slope of the curve at every 
point. This current is plotted in Fig. 1 -3 .  

The charge may b e  found from the current b y  integratirig. S ince 

. dq l = -dt 
then 

q = J i dt 
The total charge transferred between time to and t may be expressed as a defi
nite integral, 

[t . q = l dt 
. 'º 



ll Definitions and Unils 

Severa! different types of current are i l lustrated in Fig. l -4 .  A current which 
is constant is termed a direct current, or simply d-c, and is shown by Fig. l -4a. 
We shall find many practical examples of currents which vary sinusoidally with 
t ime,  Fig .  1 -4b ;  currents of this form are present  i n  the normal household cir
cuits .  Such a current is often referred to as al ternating curren t ,  or a-e. Ex
ponential currents and damped sinusoidal currents, sketched in Fig. 1 -4c and d, 
wi l l  also be encountered later. 

We establish a graphical symbol for current by using a closed arrowhead on 
the conductor. Thus, in Fig. 1 -5a the direc tion of the arrowhead and the value 
" +  3 amp" indicate either that a net posit ive charge of 3 coulombs/sec is moving 
to the right or that a net negative charge of minus 3 coulombs is moving to the left 
each second. ln Fig. l -5 b  there are agai n two possibilities : either minus 3 
coulombs/sec is flowing to the left or plus 3 coulombs/sec is flowing to the 
right. Al i  four of these statemen ts and both figures represent currents which 
are equivalent in  their electrical effects, and we say that they are equal. 

q(t) ( coulombs ) 

3 

-1 
-2 

i(t) ( amp ) 

- 1 

-2 

6 8 t ( sec ) 

Fig. 1 -2 A graph of the instantaneous value 
of the total charge which has passed a given 
reference point sznce t = O. 

1 ( scc ) 

Fig. 1 -3 The instantaneous current i = dq / dt, 
where q is given in Fig. 1 -2. 



12 The Resutive Circuit 

(a) 

(e) 

(b) 

Fig. 1-4 Severa! types of current: (a) direct current, or d-c; ( b) sinusoidal 
current, or a-e; (e) exponential current; ( d) damped sinusoidal current. 

It is convenient to think of current as the motion of positive charge even 
though it is known that current ftow in metallic conductors results from electron 
motion. ln ionized gases, in electrolytic solutions, and in some semiconductor 
materiais, positively charged elements in motion constitute the current. Thus, 
any definition of current can agree only with the physical nature of conduction 
part of the time. The definition and symbolism we have adopted are standard. 

We must next define a circuit element. Such electrical devices as fuses, light 
bulbs, resistors, bat�eries, capacitors, generators, and spark coils can be repre
sented by combinations of sim pie circuit elements. We shall begin by showing 
a very general circuit element as a shapeless object possessing two terminais at 
which connections to other elements may be made, Fig. 1 -6 .  This simple pic
ture may serve as the definition of a general circuit element. There is one path 
through which current may ftow into the element and a second through which 
current may ftow out of the element. Later we shall define particular circuit 
elements by describing the electrical characteristics which may be observed at 
their pairs of terminais. 

Let us suppose that direct current is ftowing into terminal A of Fig. 1 -6, 

Fig. 1 -5 Two methods of 
representation for the sarne 
current. 
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A 

B 

Fig. 1 -6 A general circuit element is 
characterized by a pair ef terminais to 
which other general  circuit elements 
may be connected. 

through the general element, and out of B. Let us also assume that the passage 
of this charge through the clemcnt requires an cxpenditure of energy. We then 
say that an electrical voltage or a po tentirz l dijference exists between the two term
inais,  or that there is a voltage or potential difference "across" the element. 
Thus,  the voltage across a terminal pair is a measure of the work required to 
move charge through the e lement .  Specifical ly ,  wc shal l  define the vol tage 
across the elemcnt as the work required to move a positive charge of one 
coulomb from one terminal through thc <levice to the other terminal .  The sign 
of the voltage wi l l  be discussed below. The unit of voltage is the volt, which is 
one joule per coulomb [ ML2 1 2 Q- 1 ] ,  and voltage is represented by E or e. 

The energy which is expended in forcing the charges through the element 
must appear somewhere else by the principie of conservation of energy. When 
we later meet specific circuit e lements ,  we should note whether the energy is 
stored in some form which is readily available or whether it changes irreversibly 
into heat. 

We must now establish a convention by which we can distinguish between 
energy supplied to the element by some externa! source and energy which may 
be supplied by the element itself to some externa! <levice. We do this by our 
choice of a sign for the voltage of terminal A with respect to terminal B. If  a 
positive current is ftowing into terminal  A of the element and if an externa! 
source must expend energy to establish this current, then terminal A is  positive 
with respect to terminal B. Alternatively, we may say also that terminal B is 
negative with respect to terminal A . 

The sense of the vol tage is indicated graphically by an open-headed arrow. 
ln Fig. 1 - 7a the voltage arrowhead is l ocated at terminal A, and thus terminal 
A is e volts positive with respect to terminal B. If  we later find that e happens 
to be minus 5 volts, then we may say either that A is  minus 5 volts positive 
with respect to B or that B is 5 volts positive with respect to A . Other cases are 
shown and described in Fig. 1 - 7 b, e, and d. 

No statement can be made concerning energy transfer in any of these four 
cases unti l  the direction of current ftow is specified. Let us assume that a cur
rent arrow is placed on each upper lead, directed to the right, and labeled " + 2 
amp " ;  then,  since in both cases e and d terminal A is 5 volts positive with re
spect to terminal B and since a positive current is entering terminal A, energy is 
being supplied to the element. ln  the remaining two cases, the element is de
livering energy to some externa! <levice . 

We have a lready defined power, and we shall represent it by P or p. If one 
joule of energy is  expended in  transferring one coulomb of charge through the 
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A 

i· = 
-
5 V 

B 

(a) 
A 

i· = 5 V 
B 

(e) 

A 

l e =  5 V 
• 
B 

A 
--

l e = -5 V 

B 

(b) 

(d} 

Fig. 1 -7  ln (a) and (b), 
terminal B is 5 volts posi
tive with respect to ter
m inal A; in (e) and (d), 
terminal A is 5 volts posi
tive with respect to ter
m inal B. 

<levice, then the rate of energy ex.penditure in transferring one coulomb of 
charge per second through the <levice is one watt. The power must be propor
tional both to the number of coulombs transferred per second, or current, and 
to the energy needed to transfer one coulomb through the element, or voltage. 
Thus, 

p = ei watt 

and dimensional symbolism may be used to check the result .  
With a current arrow placed on each upper lead of Fig. 1 . 7, directed to the 

right,  and labeled " + 2 amp," 1 0  watts is absorbed by the element i n  e and d 
and - 1 0 watts is absorbed in a and b. 

The conventions for currcnt,  voltage, and power are summarized in Fig. 1 -8. 
The sketch shows that i f  one terminal of the element is e volts positive with re
spect to the other terminal ,  and if a current i is  entering the element through 
the first terminal ,  then a power p = ei is being absorbed by or delivered to the 
element. This convention should be studied carefully,  understood, and memo
rized. ln other words it says that if current and voltage arrows are placed at 
the terminais of the element such that the voltage arrow is pointing toward the 
terminal  into which the i ndicated current is ftowing, and if these arrows are 
labeled with the appropriate algebraic quantities, the power absorbed by the ele
ment can then be expressed as the algebraic product of these two quantities. If 

Fig. 1 -8 The power absorbed by the 
element is given by the product, p = ei. 
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3 amp 

(a) 

l-2 V 

-3 amp 

-5 amp 

(b} (e) 

Fig. 1 -9 (a)  A power, p = ( 2 ) ( 3 )  6 watts, is absorbed by the ele
ment. ( b) A power, p = ( - 2) ( - 3 )  = 6 watts, is absorbed by the ele
ment. (e) A power, p = (4) ( - 5) = - 20 watts, is absorbed by the ele
ment, or 20 watts is delivered by the element. 

the numerical value of the product is negative, then the element is absorbing 
negative power or delivering power to some externa! element. The three ex
amples of Fig. 1 -9 further illustrate this convention. 

Drill Problems 

1 -4 Experimental measurements show that the total charge which has 
passed a given reference point between t = O and t is given by : 
t, seconds O 
q, coulombs O 0.4 1 4  

2 3 4 
1 .000 1 . 828 3 .000 

(a) Determine the approximate current at t = 2 by using the charge 
transferred during the previous 1 -sec interval . (b) Determine the ap
proximate current at t = 2 by using the charge trnnsferred during 
a 2-sec interval centered at t = 2. (e) The exact relationship between q and 
t is q = 2112 - 1 .  Find the exact value of i at t = 2 .  

Ans. 0 . 707  amp ; 0.693 amp; 0 .586 amp 

1 -5 Experimental measurements show that the current at a certain 
point varies with time in the following way : 
t, seconds O 1 2 
1, amperes - 1 .000 + 0.500 + 1 .598 

3 4 
+ 2 .000 + 1 .598 

(a) Find the approximate average current in each 1 -sec interval , the 
approximate charge transferred in each interval, and from this the total 
charge transferred between t = O and t = 4. (b) Find the approximate 
average current in each 2-sec interval, using only the data taken at 
t = O, 2, and 4 ;  the approximate charge transferred in each of the two 
2-sec intervals; and from this the total charge transferred between t = O 
and t = 4. (e) Determine the exact value of this charge if the current is 
z = - 1  + 3 sin (7rl/6). 

Ans. 4.59 coulombs ; 4.40 coulombs ; 3 . 79  coulombs 
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5 amp 

(a) 

-1.5 V 
� 

(b) 

Fig. 1-10 See Drill Prob. 1 -6. 

4 amp -2 amp 

r-3 v  

(e) 

1 -6 Determine the power being absorbed by the elements shown in 
Fig. 1 - 1  Oa, b, and e. 

Ans. - 6 watts ; - 6 watts ; 20 watts 

1 -6 TYPES OF CIRCUITS ANO CIRCUIT ELEMENTS 

Using the concept� of current and voltage, it is now possible to be more specific in 
defining a circuit element. 

It is important to differentiate between the physical <levice itself and the 
mathematical model of this <levice which we shall use to analyze its behavior in 
a circuit. Let us agree that we will use the expression "circuit element" to refer 
to the mathematical model. The choice of a particular model for any real 
<levice must be made on the basis of experimental data or experience ; we shall 
usually assume that this choice has already been made. We must first learn the 
methods of analysis of idealized circuits. 

Now let us distinguish a general circuit element from a simple circuit element by the 
statement that a general circuit element may be composed of more than one 
simple circuit element, but that a simple circuit element cannot be further sub
divided into other simple circuit elements. For brevity, we shall agree that the 
term circuit element generally refers to a simple circuit element. 

Ali the simple circuit elements that will be considered in the work that follows 
can be classified according to the relationship of the current through the element 
to the voltage across the element. For instance, if the voltage across the ele
ment is directly proportional to the current through it, or e = ki, we shall cal! 
the element a resistor. Other types of simple circuit elements have a terminal 
voltage which is proportional to the time derivative or the integral with respect 
to time of the current. There are also elements in which the voltage is com
pletely independent of the current or the current is completely independent of 
the voltage. 

By definition, a simple circuit element is the mathematical model of a two
terminal electrical <levice, and it can be completely characterized by its voltage
current reÍationship but cannot be subdivided into other two-terminal <levices. 
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The first element which we shall need is an ideal voltage source. It is character
ized by a terminal vol tage which is completely independent of the current 
through it. Thus, if we are given an ideal voltage source and are notified that 
the terminal voltage is 5 012 volts, we can be sure that at t = 1 sec the voltage 
will be 50 volts, regardless of the current that was flowing, is flowing, or is going 
to flow. The representation of an ideal voltage source is shown in Fig. 1 - 1 1 . 
The subscript s merely identifies the voltage as a "source" voltage. 

If a current arrow is placed on the upper conductor of this source and directed 
to the left ,  then the current i is entering the terminal at which the voltage arrow
head is located and the source thus absorbs a power p = e8i. More often than 
not, a source is expected to deliver power to a network and not to absorb it. 
Consequently, we might choose to direct the arrow to the right in order that e8i 
will represent the power del ivered by the source. Either direction may be used. 

The ideal voltage source does not represent exactly any real physical <levice, 
because it could theoretically deliver an infinite amount of energy from its 
terminais. Each coulomb passing through it receives an energy of e8 joules, and 
the number of coulombs per second is unlimited. The ideal voltage source 
does, however, furnish a reasonable approximation to severa! practical voltage 
sources. An automobile storage battery, for example, has a terminal voltage of, 
say, 1 2  volts that remains essentially constant as long as the current through it 
does not exceed a few amperes. The small current may be flowing in either 
direction through the battery, corresponding to power furnished by the battery 
to the headlights while it is discharging or to power absorbed by the battery 
from the generator or a battery charger while it is charging. An ordinary 
homehold electrical outlet also approximates an ideal voltage source providing 
the voltage e8 = 1 1 5  V2 cos 277601 volts ; the representation is valid for currents 
less than perhaps 20 amp. 

An ideal voltage source which has a constant terminal voltage is often termed 
an ideal d-c voltage source and is represented by either symbol shown in Fig. 
1 - 1 2 . Note in Fig. l - l  2b that when the physical plate structure of the battery is 
suggested, the longer plate is placed at the positive terminal . 

The other ideal source which we will need is the ideal current source. Here, the 
current through the element is completely independent of the voltage across it. 
The symbol for an ideal current source is shown in Fig. 1 - 1 3. If is is a constant, 
we cal! the source an ideal d-c source . There is no other graphical representa
tion for the ideal d-c source. 

Like the ideal voltage source, the ideal current source is at best a reasonable 
approximation for a physical element. An ideal d-c source represents very 
closely the electron beam of a synchrotron which is operating at a constant 

Fig. 1 - 1 1  The circuit symbol ef an 
ideal voltage source. 
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2 amp 

(a) 

l 2 .. amp • 

6 ví-=-T 
(b) 

Fig. 1 -12 A lternative representations ef a constant or d-c ideal voltage 
source. ln (a) the source is delivering 1 2  watts and in ( b) the battery 
is absorbing 1 2  watts. 

(a) 

Fig. 1 - 13 The circuit symbol ef an 
ideal current source. 

(b) 

Fig. 1-14 (a) An  electrical network which is not a circuit. (b)  A network 
which is a circuit. 

Fig. 1 -15 See Drill Prob. 1 -7. 

-8 amp 
(a) (b) (e) 
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beam current of perhaps one microampere and will continue to detiver one 
microampere to almost any <levice placed across its "terminais" (the beam and 
the earth). The ideal current source is also a good representation for a pentode 
vacuum tube, and it is very useful in simplifying the analysis of transístor and 
vacuum-tube operation. 

Both of these sources are aclive elements ; they are capable of delivering power 
to some externa! <levice. For the present we shall think of a passive element as 
one which is capable only of receiving power. However, we shall later see that 
severa! passive elements are able to store a finite amount of energy and then re
turn it later to an externa! element, and since we shall still wish to call such an 
element passive , it will be necessary to improve upon our two definitions then. 

The interconnection of two or more sim pie circuit elements is called an elec
trical network. If the network contains at least one closed path, we shall cal! it 
an electric circuit. Every circuit is a network, but not ali networks are circuits. 
Figure 1 - 1 4q shows a network which is not a circuit, and Fig. 1 - 1 4b shows a net
work which is a circuit 

A network which contains at least one active element, such as a voltage or 
current source, is an aclive network. A network which does not contain any active 
sources is a passive network. 

Drill Problem 

l-7 Determine the power being supplied by the ideal sources shown 
in Fig. 1 - 1 5a, b, and c. 

Ans. 80 watts ; 48 watts ; - 30 watts 

Problems 
•1 Determine the dimensional symbols for torque, angular velocity, angular 

acceleration, and momentum. 
2 The total charge passing a givcn reference point in a specified direç;tion is 

measured, and the result is plotted as a function of time in Fig. 1 - 1 6. 
(a) Determine the charge transferred between t = 2 and t = 3. (b) Using 
graphical methods, sketch the current as a function of time. 

•3 If q(t )  = - t3 + 7 t2 - 1 1 1, find and plot i( t) for O � t � 5. The result 
should agree with the sketch of Prob. 2b. 

4 The current flowing in a specified direction at a given point is measured, 
and the result is �hown as a function of ti me in Fig. 1 - 1 7 . By graphical 
methods determine : (a) the maximum value of the current ; (b) the aver
age value of the current in the interval O � t � 1 0 ; (c) the total charge 
transferred past the reference point between t = O and t = 1 0 . 

•5 If i = c0.25t - c0.5t , find the total charge transferred between t = o and 
t = 1 0. The result should check the answer of Prob. 4c. 

•6 (a) The current at a given point in a certain circuit may be written as a 
function of time, i( t) = - 3 + t. Find the total charge passing the point 
between t = 99 and t = 1 02 sec. (b) The total charge which has moved 
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q(I) ( ooulombs ) 
6 

-6 

Fig. 1-16 See Prob. 2 .  

to the right past point A m a circuit since t = O is expressed as a func
tion of time, q(t) = - 3  + 1. Find the current . flowing to the left at point 
A at 1 = 3 sec. 

7 ln charging a storage battery it is found that an energy of 1 watt-hr is ex
pended in 1 5  minutes in sending 1 50 coulombs through the battery. 
(a) What is the voltage between the battery terminais? (b) What is the 
magnitude of the average charging current? 

8 Protons enter a certain particle accelerator with no kinetic energy and 

Fig. 1 - 17  See Prob. 4. 

i(t) ( amp ) 

0.2.5 

0.20 

0.15 

0.10 

0.05 

o 
o 3 4 5 6 7 8 9 10 1 (sec)  
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3 amp 3 amp _ amp 

i2 V j- v 15 V 

(a) (b) (e) 

Fig. 1 - 18 See Prob. 1 1 .  

leave with an  energy o f  1 0- 1 2 joule. I f  1 0 14 protons pass through each sec
ond : (a) what is is for this "d-c source ,"  and (b) what is the "voltage" be
tween its "terminais"? 

•9 A periodic voltage for which e = 10 volts, O <  t < 2; e = O volts, 2 < t < 5; 
e = 1 0  volts, 5 < t < 7; e = O volts, 7 < t < 1 0 ;  etc . ; is applied to a gen
eral circuit element. Terminal A is positive with respect to terminal B by 
this voltage. The current entering the element at terminal B is also 
periodic : i = O amp, O < t < 1 ;  i = 2 amp, 1 < 1 < 3; i = O amp, 
3 < t < 6; i = 2 amp, 6 < t < 8; i = O amp, 8 < t < 1 1 ;  etc. Find the 
average power delivered to or absorbed by the element, and state whether 
the element is active or passive . 

10 Terminal A of a simple circuit element is 1 volt positive with respect to ter
minal B, and a current of 1 amp is entering the element at terminal A.  
Sketch the element and indicate the values of current and voltage. Now 
indicate seven other equivalent methods of indic_ating thls sarne voltage 
and current on the element. 

1 1  Complete the sketches shown in Fig. 1 - 1 8  so that the current, voltage, and 
absorbed power are clearly indicated on each. 

•1 2  A certain passive circuit element has the characteristic that the instantane
ous voltage across it is always exactly three times the cube of the instantane
ous current through it. (a) What power is being dissipated when i = 0. 1 ,  
1 ,  1 0  amp? (b) I f  i = 2 sin 2'171,  sketch e(t) , - 1  � 1 � 1 .  



Chapter 2 Experimental Laws and 

Simple Circuits 

2- 1 INTRODUCTION 

ln the last chapter we became familiar with the ideal voltage and current 
sources and were cautioned that they were idealized elements which could only 
be approximated in a real circuit. Another idealized element, the linear resis
tor, will be introduced in this chapter. 

We must next accept two fundamental laws as being axiomatic. With these 
laws, with the three simple circuit elements, and with the few definitions we al
ready have; we may then begin to study simple electric circuits. This study 
will be restricted almost completely to analysis, which is the process by which 
the voltage and current associated with each element in a given circuit are de
termined. Fortunately, a complete analysis is not usually necessary, for often 
only a specific current, voltage, or perhaps power is needed. 

After a proficiency in analysis has been achieved in this and other early 
courses, problems in synthesis may be considered. Here we are given a mathe
matical description of the desired behavior of a circuit and must determine the 
necessary elements and their interconnection in order to obtain the desired 
response. Synthesis problems may often have more than one solution. 

The final type of circuit problem, and the one for which engineering s�laries 
are most often paid, is that of design. A real, physical, manufacturable, salable, 
economical, reliable <levice is the desired end product. Sometimes size, weight, 
temperature characteristics, and even eye appeal must be considered in the de
sign. It is obvious that experience is a prerequisite for design proficiency ; it is 
also evident that analysis and synthesis must come first. 

This chapter and the following one are restricted to the analysis of simple 
circuits containing only ideal current sources, ideal voltage sources, and resis
tors. ln analyzing these circuits we shall use severa! network transformations, 
network theorems, and mathematical methods which we shall later be able to 
apply, with only slight modifications, to circuits containing other types of 

22 
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passive elements excited by time-varying sources. We shall learn the methods 
useful in circuit analysis by applying them to the simplest possible case, the re
sistive circuit. 

2-2 OHM'S LAW 

The simplest passive element, the resistor, may be introduced by considering the 
work of an obscure German physicist, George Simon Ohm, who published a 
pamphlet in 1 82 7  entitled "Die galvanische Kette mathematisch bearbeitet. "1 
ln it were contained the results of one of the first efforts to measure currents and 
voltages and to describe and relate them mathematically. One result was a 
statement of the fundamental relationship we now call Ohm's law, even though 
it has since been shown that this result was discovered 46 years earlier in Eng
land by Henry Cavendish, a brilliant semirecluse. However, no one, including 
Ohm, we shall hope, knew of the work clone by Cavendish because it was not 
uncovered and published until long after both were dead . .  

Ohm's pamphlet received much undeserved criticism and ridicule for severa! 
years after its first publication, but it was later accepted and served to remove 
the obscurity associated with his name. 

Ohm's law states that the voltage across many types of conducting materiais 
is directly proportional to the current ftowing through the material, 

e = iR 

where the constant of proportionality R is called the resistance. The unit of re
sistance is the ohm [ML2 11Q-2] ,  which is one volt per ampere and customari ly 
abbreviated by a capital omega, Q.  

When this equation is plotted on e versus i axes, it is a straight l ine passing 
through the origin. The equation is a l inear equation, and we shall consider it 
as the definition of a linear reszslor, Hence, if the ratio of the current and volt
age associated with any simple circuit element is a constant, then the element is 
a l inear resistor and has a resistance equal to the voltage-current ratio. 

Again, it must be emphasized that the l inear resistor is an idealized circuit 
element ;  it is a mathematical model of a physical <levice. " Resistors" may be 
easily purchased or manufactured , but it is soon found that the voltage-current 
ratio of this physical <levice is reasonably constant only within cettain ranges of 
current, voltage , or power and depends also on temperature and other environ
mental factors. We shall usually refer to a linear resistor as simply a resistor, 
using the longer term only when the linear nature of the element needs emphasis. 
Any resistor which is nonlinear will always be described as such. Nonlinear re
sistors should not necessarily be considered as undesirable elements. Although it 
is true that their presence complicates an analysis, the performance of the <levice 
may depend on or be greatly improved by the nonlinearity. Zener diodes, 
voltage-regulator tubes, and fuses are such elements. 

Figure 2 - 1 shows the most common circuit symbol used for a resistor. ln 
1 "The Galvanic Circuit lnvestigated Mathematically." 
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i 

D· 
Fig. 2-1 
resistor. R 
= e2/R. 

The circuit symbol for a 
= e/i and p = ei = i2R 

accordance with the voltage, current, and power conventions adopted in the last 
chapter, the product of e and i gives the power absorbed by the resistor. This 
absorbed power appears physically as heat and is always positive ; a resistor is 
a passive element that cannot deliver power or store energy. Alternative ex
pressions for the absorbed power are 

e2 p = ei = i2R = -
R 

The ratio of current to voltage is also a constant, 

!:... = G 
e 

where G is called the conductance. The unit of conductance is the mlw 
[M- 1L-2 TQ2] ,  one ampere per volt, and is abbreviated by an inverted omega, U.  
The sarne circuit symbol i s  used to represent both resistance and conductance. 
The absorbed power is again necessarily positive and may be expressed in terms 
of the conductance by 

i2 p = ei = e2G = -
G 

Thus a 2-ohm resistor has a conductance of Y.? mho, and if a current of 5 amp 
is flowing through it, a voltage of 1 0  volts is present across the terminais and a 
power of 50 watts is being absorbed. 

Ali the expressions above have been written in terms of instantaneous current, 
voltage, and power, such as e = iR and p = ei. It is apparent that the current 
through and voltage across a resistor must both vary with time in the sarne 
manner. Thus, if R = 1 0  ohms and e = 2 sin 1 001, then i = 0.2 sin 1 001; 
the power, however, is 0 .4 sin2 1 001, and a simple sketch will illustrate the dif
ferent nature of its variation with time. Although the current and voltage are 
each negative during certain time intervals, the absorbed power is never negative. 

Drill Problems 

2- 1 Find the resistance of a resistor that : (a) has a voltage of 1 00 volts 
across it and a current of 20 amp through it ;  (b) absorbs 48 watts with 
a current of 4 amp flowing through i t ;  (e) has a voltage of 50 volts across 
it and is absorbing energy at the rate of 1 000 joules/sec. 

Ans. 3 ohms; 2.5 ohms; 5 ohms 
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2-2 Find the power absorbed by a resistor that : (a) has a conductance 
of 2 mmhos and draws 1 00 ma;  (b) dissipates 1 0  watts when a current 
of 500 amp flows through it ; (e) has a conductance of 25 JLmhos and re
quires 400 joules to force 2 coulombs through it. 

Ans. 5 watts ; 1 watt ; 10 watts 

2-3 KIRCHHOFF'S LAWS 

We are now ready to consider current and voltage relations in simple net
works resulting from the interconnection of two or more simple elements. The 
elements will be connected by electrical conductors, or leads, which have zero 
resistance, or are peifectly conducting. Since the network then appears as a num
ber of sim pie elements and a set of connecting leads, it is called a lumped-constant 
network. A more difficult analysis problem arises when we are faced with a 
distributed-constant network, which essentially contains an infinite number of 
vanishingly small elements. This latter type of network is considered in later 
courses. 

A point at which two or more elements have a common connection is called 
a nade. Figure 2-2a shows a circuit containing three nodes. Sometimes networks 
are drawn so as to trap an unwary student into believing that there are more nodes 
present than is actually the case. This occurs when a node, such as node 1 in 
Fig. 2-2a, is shown as two separate junctions connected by a (zero-resistance) 
conductor. However, ali that has been clone is to .spread the common point out 
into a common line. Node 1 has been redrawn in this fashion in Fig. 2-2b. 

Another term whose use will prove convenient is a branch. We may define a 
branch as a single path containing one simple element which connects one node 
to any other node. The circuit shown in Fig. 2-2a and b contains five branches. 

We are now ready to consider the first of the two laws named for Gustav 
Robert Kirchhoff, a German university professor who was born about the time 
Ohm was doing his experimental work. This axiomatic law is called Kirchhoff's 
current law, and it states that the algebraic sum of ali the currents entering any 
node is zero. 

Although we cannot rigorously prove the law at this time,2 we should at least 

2 Thc proof i s  based on the h y pothesis that charge is  conserved, or that it can be neither cr(:ated nor 
destroyed. V\Te might j ust as well  accept Kirchhoff's current law as being axiomatic instead of accept

ing the conserva r i o n  of chargc. 

(a) (b) 

Fig. 2-2 (a) A circuit con
taining three nodes. ( b) Node 
1 is redrawn to look like two 
nodes; it is still one node. 
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agree that it seems plausible. Suppose we consider the nade shown in Fig. 2-3 
at which three elements are joined together. Surrounding this nade is a closed 
surface containing a volume V, within which we shall let the total charge be q. 
The total current entering V is therefore the algebraic sum of ali the currents 
entering V, iA + i8 + ic. This is equivalent to stating that charge is entering V 
at the rate of iA + iB + ic coulombs/sec. Hence, the charge q within V must 
be increasing at the rate of iA + iB + ic coulombs/sec, and 

. . . dq 
IA +  lB + lC = dt 

Now we let V become vanishingly small and find that no electrical <levice other 
than the nade itself is within V. A nade, however, cannot store, destroy, or gen
erate charge. Therefore, dq/dt must be zero, and 

iA + iB + ic = Ü 
This argument may be extended to any number of branches joined at a nade. 

It is evident that we may also state Kirchhoff 's current law in other ways. 
For instance, the algebraic sum of ali the currents leaving a nade is zero, or the 
algebraic sum of ali the currents entering a nade must equal the algebraic sum of 
ali the currents leaving a nade. These three forms lead directly to the three 
equivalent equations written below for the nade shown in Fig. 2-4, 

iA + iB - ic - iv = O 
ic + iv - iA - iB = O 

iA + iB = ic + iv 
A compact expression for Kirchhoff's current law is 

N 2; in = O 

and this is just a shorthand statement for 

ii + iz + i3 + · · · + iN = Ü 
When this form is used, it is understood that the N current arrows either are ali 
directed toward the nade in question or are ali directed away from it. 

Fig. 2-3 A closed surface surrounds a 
volume V and encloses a node. 
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Fig. 2-4 Kirchhojf's current law en
ables us to write iA + iB - ic - in 
= O, ic + in - iA - iB = O, or 
iA + iB = ic + in. 

It is sometimes helpful to interpret Kirchhoff 's current law in terms of a 
hydraulic analogy. Water, like charge, cannot be stored at a point, and thus if 
we identify a junction of severa! pipes as a node, it is evident that the number of 
gallons of water entering the node every second must equal the number of 
gallons leaving the node each second. 

We now tum to Kirchhoff 's voltage law. This law states that the algebraic 
sum of the voltages around any closed path in a circuit is zero. Again, we must 
accept this law as an axiom, even though it is developed in introductory electro
magnetic theory. 

ln view of our definition of voltage as the energy expended in moving a unit 
positive charge through the element, an equivalent statement of Kirchhoff's 
voltage law would seem to say that no energy is expended in moving the unit 
positive charge about any closed path. l t  turns out that this statement is cor
rect for a circuit, or at least for its mathematical model ; it is not true for a gen
eral path in a region of space containing time-varying magnetic fields. This 
statement may be clarified by considering a gravitational analogy. To raise a 
mass from a point at one elevation to a higher point and then to lower it to the 
original point requires no net expenditure of energy, regardless of the path 
taken. This interpretation corresponds to the application of Kirchhoff's voltage 
law to a circuit. However, let us suppose that there is a strong narrow jet of 
wind blowing upward at one point on the earth 's surface. If we lift our mass 
outside the jet and then lower it within the jet, we must obviously do more work 
than if we had reversed the procedure, that is, raising it within the jet and 
lowering it outside it .  The work we do depends on the path. The presence of 
a time-varying magnetic field has much the sarne effect ; the energy we expend 
in moving the charge depends on the particular path we take through the 
magnetic field. Now, time-varying magnetic fields are intimately associated 
with inductors, as we shall see in Chap. 4, but Kirchhoff 's voltage law may still 
be applied to circuits containing inductors. The reason is that, as soon as an 
inductance value is specified, a path is inferred. ln circuit analysis, we are not 
concerned with the specific path taken through the inductor ; we are concerned 
only with the voltage-current relationships at the element terminais and with the 
energy required to move a unit positive charge through the element. 

ln summary, then, Kirchhoff 's voltage law is applicable to circuits because 
physical <levices are reduced to mathematical models in such a way that the law 
will be applicable. We should not be surprised to find that the work expended 
in carrying a unit positive charge around some closed path in space is not al
ways zero. 
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A 

( ) 
B C 

Fig. 2-5 A simple circuit consisting 
of two elements connected together. 

ln a circuit, then, t 'lere is a single, definite value of energy associated with the 
two terminais of the element. Let us see how this statement leads to Kirchhoff's 
voltage law. Everybody who performs the coulomb-carrying experiment arrives 
at the. sarne answer, regardless of the path taken in moving the charge about the 
circuit. Suppose that we have a choice of two paths along which we may move 
our charge from one point to another in a circuit, such as that available when 
two elements are connected as shown in Fig. 2-5 . We may proceed from A to 
B either through the element on the left or through that on the right. We 
should expect the energy expended to be the sarne along either path. Thus the 
voltages e1 and e2 are equal, 

or 

Since e2 - e1 is the algebraic sum of the voltages around this closed path, then 
Kirchhoff's voltage law is satisfied. 

Let us consider this sarne circuit in a slightly different way by determining 
the voltage between points B and C. We first carry our coulomb from B to A 
through the left element, supplying e1 joules of electrical energy to our coulomb, 
and then proceed to e through the right element, losing e2 joules of electrical 
energy from our coulomb. The voltage between B and C along this path is thus 

eBc = - e1 + e2 = e2 - e1 

However, we might also choose the short path along the perfect conductor con
necting B directly to C. The voltage here must be zero, for any nonzero voltage 
across a zero resistance will give rise to an infinite current which we reject as a 
physical impossibility. The voltage by this direct path is thus 

CBC = Ü 
If we again assume that the voltage or energy obtained along different paths 

is the sarne, then, once more, 

e2 - e1 = 9 
This latter point of view enables us to consider circuits composed of any num

ber of elements connected in a single loop. Since the voltage across a short piece 
of one of the perfect conductors must be zero, then the voltage around the re
mainder of the circuit must be zero. Thus, we may write 
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or 
fl ::: l 

Fig. 2-6 A circuit used to illustrate 
dijferent methods of applying Kirch
hojf 's voltage law. 

where we agree that ali the voltage arrows are directed the sarne way about the 
path (ali clockwise or ali counterclockwise) .  

We may apply Kirchhoff's voltage law in  severa! different ways. For in
stance , in the circuit of Fig. 2-6, the voltage arrows unfortunately do not 
ali point in one direction. We might choose to reverse the arrow across element 
2 and then let that voltage be - e2 . It  follows then that . 

ei + ( - e2 ) + e3 = O 

We could instead reverse the arrows on the other two elements and change 
the signs on their voltages, 

Usually, it is much easier to move around the circuit mentally, writing down 
directly each voltage whose arrow is pointing in a direction opposed to that in 
which we are traveling and writing down the negative of every voltage which is 
directed with us. Clockwise travei around the above circuit then gives 

-e1 + e2 - e3 = O 

whereas counterclockwise travei yields 

ei - e2 + e3 = O 

These last four results are identical. 

Drill Problems 

2-3 How many nades are present in the circuit of Fig. 2- 7 a, b, and e? 

Fig. 2-7 See Drill Prob. 2-3. 

(a) (b) 

Ans. 4 ;  5 ;  5 

(e) 
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5 V 
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) 10 V 
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-20 V 
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Fig. 2-8 See Drill Prob. 2-4. 

-----7 
6 V 

i3 V 

e, «-

(b) 

}· 

2-4 Determine e,, in the circuit of Fig. 2-8a, b, and e. 

i 4 V 

Ans. - 20 volts ; - 5 volts ; O volts 

2-5 Determine i,, in the circuits of Fig. 2-9a, b, and e.  

Ans. 1 5  amp ; 9 amp; 8 amp 

2-4 ANALYSIS OF A SINGLE-LOOP CIRCUIT 

Having established Ohm's and Kirchhoff 's laws, we may ftex our analytical 
muscles by applying these tools in the analysis of a simple resistive circuit, such 
as the one shown in Fig. 2- ! 0a. We shall assume that the resistance values and 
the source voltages are known and attempt to determine the current through 
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each element, the voltage across each element, and the power delivered to or 
absorbed by each element. 

Our first step in the analysis is the assumption of directions for the unknown 
currents since we do not know a priori what these directions are. Arbitrarily", 
let us select an unknown current i which flows out of the upper terminal of the 
left voltage source. This choice is indicated by an arrow at that point in the 
circuit, as shown in Fig. 2 - l Ob. A trivial application of Kirchhoff's current law 
assures us that this sarne current must also flow through every other element in 
the circuit. We may emphasize this fact this one time by placing severa! other 
current symbols about the circuit. 

By definition, ali the elements that carry the same current are said to be con
nected in series. Note that elements may carry equal currents and not be in 
series ; two 1 00-watt lamp bulbs in neighboring houses may very well carry equal 
currents, but they do not carry the sarne current and are not in series. 

Our second step in the analysis is the choice of a voltage sense across each of 
the two resistors. We have already found that the application of Ohm's law, 
e = iR, demands that the sense of the current and voltage be selected so 

Fig. 2-9 See Drill P�ob. 2-5. 
12 amp 

l8 am4 
3 amp 

i . 

i, 

1 amp 

(a) (e) 

5 amp 8 amp 

-2 amp -4 amp i, 

(b) 
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(a) 

R, 
··� 

(b) 

Fig. 2-10 (a) A single-loop d-c circuit in which the source voltages and 
resistances· are given. ( b) Current and voltage sense arrows have been added 
to the circuit. 

that the current enters the terminal at which the voltage arrowhead is located. 
If the choice of the current direction is arbitrary, then the selection of the volt
age sense is fixed if we intend to use Ohm's law in the form e = iR. The volt
ages eRI and eR2 are shown in Fig. 2 - l Ob. 

The third step is the application of Kirchhoff's voltage law to the single doseei 
path present. Let us decide to move around the circuit in the clockwise direc
tion, beginning at the lower left corner, and write down directly every voltage 
whose arrow opposes our direction of travei and write down the negative of 
every voltage whose arrow agrees with our direction. Thus, 

- esI + eRI + e82 + eR2 = O 

.
Finally, we apply Ohm's law to the resistive elements, 

and 

and obtain 

This equation is solved for z� and thus 

where ali the quantities on the right side are known and enable us to determine i. 
The voltage or power associated with any element may now be obtained in 
one step by applying e = iR, p = ei, or p = i2R. 

Let us consider the numerical example illustrated in Fig. 2- 1 l a. Two batteries 
and two resistors are connected in a series circuit. The batteries are said to be 
series opposing since any assumed current must ftow into the positive terminal of 
one but out of the positive terminal of the other. If either is reversed, they will 
be series aiding. Currents and voltages are assigned to the circuit and indicated 
in Fig. 2- 1 l b, and Kirchhoff's voltage law yields 

- 1 20 + e30 + 30 + e15 = O 
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An application of Ohm's law to each resistor permits us to write 

- 1 20 + 30i + 30 + 1 5 i = o 

from which 

1 = 1 20 - 30 _ 2 amp 
30 + 15 

-

Thus, the voltage across each resistor is 

e3o = 2(30) = 60 volts e15 = 2( 1 5 )  = 30 volts 

The power absorbed by each element has been shown to be given by the prod
uct of the voltage across the element and the current flowing into the element 
terminal at which the voltage arrowhead is located . For the 1 20-volt battery, 
then, the power absorbed is 

Pi2ov = 1 20( - 2) = - 240 watts 

and thus 240 watts is delivered to other elements in the circuit by this source. ln a 
similar manner, 

P3ov = 30(2 )  = 60 watts 

and we find that this nominally <!_ctive element is actually absorbing power, de
livered to it by the other battery. 

The power absorbed by each resistor is necessarily positive and may be cal
culated by 

p30 = e3oi = 60(2)  = 1 20 watts 

or by 

P3o = i2R = 22(30) = 1 20 watts 

and Pi5 = e15 i = i2R = 60 watts 

Fig. 2-1 1  (a) A given series circuit. (b) The circuit with current and voltage 
symbols added. 

(a) (b) 
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10 V �li 
50 vi-=-

(a) 

12 n 

-7 V 
----7 

1 n 4 !2  

(b) 

Fig. 2-12 (a) See Drill Prob. 2-6. (b) See Drill Prob. 2-7. 

The results check because the total power absorbed rnust be zero, or in other 
words, the power delivered by the 1 20-volt battery is exactly equal to the surn 
of the powers absorbed by the three other elernents. A power balance is often a 
useful rnethod of checking for careless rnistakes. 

Before leaving this exarnple, it  is irnportant that we be convinced that our 
initial assurnption of a direction for current flow had nothing to do with the 
answers obtained. Let us suppose that we assurned the current i to be directed 
in a counterclockwise direction. Both resistor voltages rnust then be assigned 
opposite directions also, and we should have obtained 

- 1 20 - 30i + 30 - 1 5 i  = o 

and i = - 2 arnp, e3o = - 60 volts, and e15 = - 30 volts. Since each arrow now 
has the opposite direction and each quantity is the negative of the previously 
obtained value, it is evident that the results are the sarne. Each absorbed 
power will be the sarne. 

Any randorn or convenient choice of current direction rnay be rnade. Those 
who insist on positive answers rnay always go back and reverse the direction of 
the current arrow and rework the problern. 

Drill Problems 
2-6 ln the circuit of Fig. 2 - 1 2a, find : (a) the power absorbed by the 
3 -ohrn resistor ; (b) the power absorbed by the 1 2-ohm resistor; (e) the 
power delivered by the 50-volt source. 

Ans. 48 watts ; 200 watts ; 1 92 watts 

2-7 ln the circuit of Fig. 2 - 1 2b ,  find : (a) the power absorbed by the 
- 7-volt source ; (b) the power delivered by the 8-volt source ; (e) the 
power dissipated in the 4-ohm resistor. 

Ans. 24 watts ; 36 watts ; - 2 1  watts 
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2-5 THE SINGLE NODE-PAIR CIRCUIT 

The companion of the single-loop circuit discussed above is the single node-pair 
circuit in which any number of simple elements are connected between the 
sarne 'pair of nodes. An example of such a circuit is shown in Fig. 2- 1 3a. The 
two current sources and the conductance values are known, and we are to find 
the voltage, current, and power associated with each element once more. 

Our first step is now to assume a voltage across any element, utilizing any 
polarity or direction we desire . Then Kirchhoff 's voltage law forces us to 
recognize that the voltage across each branch is the sarne because a closed path 
proceeds through any branch from one node to the other and then is completed 
through any other branch. A total voltage of zero requires an identical voltage 
across every element .  We shall say that elements having a common voltage 
across them are connected in parallel. Let us cal! this voltage e and arbitrarily 
select it as shown in Fig. 2- 1 36. 

Two currents , flowing in the resistors, are then selected in conformance with 
the convention established with Ohm's law. These currents are also shown in 
Fig. 2- 1 36. 

Our third step in the analysis of the single node-pair circuit is the application 
of Kirchhoff's current law to either of the two nodes in the circuit. It is usually 
clearer to apply it to the node at which the voltage arrowhead is located, and 
thus we shall equate the algebraic sum of the currents leaving the upper node 
to zero, 

- 1 20 + i3o + 30 + i1 5 = O 

Finally, the current in each resistor is expressed in terms of e and the con
ductance of the resistor by Ohm's law, 

i3o = 30e and ii 5 = 1 5e 

and we obtain 

1201 >mp 

- 1 20 + 30e + 30 + l 5e = O 

Fig. 2-13 (a) A single node-pair czrcuit. (b )  A voltage and two currents 
are assigned. 

·1 30 u 
30 ampl 15 u 

30 u IS U 1201 
amp 

i ,. Í1s 

(a) (b) 
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(a) 

-3r" ampi 

12 !l 

Thus, 

e =  2 volts 

12 !l 

i3o = 60 amp and 

i-15 amp 

se" ampi 
(a) See Drill 

3 !l Fig. 2-14 
Prob,2-8. ( b) See Drill 
Prob. 2-9. 

(b) 

ii 5 = 30 amp 

The severa! values of absorbed power are now easily obtained. ln the two 
resistors, 

P3o = 30(2)2 = 1 20 watts 

and for the two sources, 

P
i5 = 1 5(2)2 = 60 watts 

P12oa = 1 20( - 2) = - 240 watts P3oa = 30(2) = 60 watts 

Thus, the larger current source delivers 240 watts to the other three elements in 
the circuit, and the conservation of energy is checked again. 

The similarity of this example to the one previously completed, il lustrating 
the solution of the series circuit, should not have gone unnoticed. The numbers 
are ali the sarne, but currents and voltages, resistances and conductances, and 
"series" and "parallel" are interchanged. This is an example of duality, and the 
two circuits are said to be exact duais of each other. If the element values or 
source values were changed in either circuit, without changing the configuration 
of the network, the two circuits would be duais, although not exact duais.

· 
We 

shall study and use duality later, and at this time should only suspect that any 
result we obtain in terms of current, voltage, and resistance in a series circuit 
will have its counterpart in terms of voltage, current ,  and condl.lctance for a 
parallel circuit. 
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Drill Problems 

2-8 ln the circuit of Fig. 2- l 4a, ' find : (a) the power absorbed by the 
0 .0 1 -mho conductance ; (b) the power absorbed by the 0 .04-mho con
ductance ; (e) the power deli\:'.

_
ered by the 5-amp source. 

Ans. - 1 000 watts ; 1 600 watts ; 400 watts 

2-9 ln the circuit of Fig. 2 - 1 4b, find : (a) the power absorbed by the 
3-ohm resistor ; (b) the power absorbed by the 9-amp source ; (e) the 
power absorbed by the - 3-amp source. 

Ans. 48c41  watts ; 36c41 watts ; - 1 08c4t watts 

2-6 RESISTANCE AND SOURCE COMBINATION 

Some of the equation writing that we have been doing for the simple series and 
parallel circuits can be avoided. This is achieved by replacing relatively compli
cated resistor combinations by a single equivalent resistor whenever we are not 
specifically interested in the current, voltage , or power associated with any of the 
individual resistors in the combinations. Ali the current, voltage, and power 
relationships in the remainder of the circuit will be the sarne. 

We first consider the series combination of N resistors, shown schematically in 
Fig. 2- 1 Sa. The broken line surrounding the resistors is intended to suggest 
that they are enclosed in a "black box," or perhaps in another roam, and we 
wish to replace the N resistors by a single resistor Req so that the remainder of 
the circuit, in this case only the voltage source, does not realize that any change 
has been made. The source current, power, and, of course, the voltage will be 
the sarne before and after. 

We apply Kirchhoff's voltage law 

es = e1 + ez + · · · + eN 

Fig. 2-15 (a) A circuit containing a series combination of N resistors. (b) 
A simpler equivalent circuit. 
r - - - - - - - - - - - - - ,  
1 R, R , RN 1 

! y y - - - -:JN i 
1 1 
1 1 
1 

- - - - 1 
L _ _ _ _ _ _ _ _ _ _ _ _  J 

(a) 

, - - - - - - - - - , 

··rffi·" i 
1 1 
L _ _ _ _ _ _ _ _ _  J 

(b) 
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and Ohm's law 

e8 = iR1 + iR2 + · · · + iRN = i( R1 + R2 + · · · + RN) 

and then compare this result with the simple equation applying to the equiva
lent circuit shown in Fig. 2- 1 5b ,  

C8 = iReq 

Thus, the value of the equivalent resistance for N series resistances is 

Req = R1 + R2 + · · · + RN 

It should be emphasized again that ifwe are particularly interested in the power 
delivered to Ra, for instance, and if Ra is then combined with severa) other series 
resistors to form an equivalent resistance, then Ra is gone and the power de
livered to it cannot be determined until Ra is identified by removing it from the 
combination. 

An inspection of the Kirchholf voltage equation for a series circuit also shows 
two other possible simplifications. Severa! ideal voltage sources in series may be 
replaced by an equivalent ideal voltage source having a voltage equal to the 
algebraic sum of the individual sources, and the order in which elements are 
placed in the series circuit makes no dilference. 

These simplifications may be illustrated by considering the circuit shown in 
Fig. 2- 1 6a. We first interchange the element positions in the circuit, being care
ful to preserve the proper sense of the sources, and then combine the three volt
age sources into an equivalent 90-volt source and the four resistors into an 
equivalent 30-ohm resistance, as shown in Fig. 2 - l 6b. Thus, instead of writing 

- 80 + l Oz - 30 + 7 z + 5z + 20 + 8l = O 

we have simply 

- 90 + 30i = o 

and i = 3 amp 

ln order to calculate the power delivered to the circuit by the 80-volt source ap
pearing in the given circuit, it is necessary to return to that circuit with 
the knowledge that the current is 3 amp. The desired power is 240 watts. 

Fig. 2-16 (a) A given series circuit. (b) A simpler equivalent circuit. 

80 vi 

(a) (b) 
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(a} (b) 

Fig. 2-1 7  (a) A circuit containing N parallel resistors having conductances 
GL G2, . . .  , GN. ( b) A simpler equivalent circuit. 

It is interesting to note that no element of the original circuit remains in the 
equivalent circuit, unless we are will ing to count the interconnecting wires as 
elements. 

Similar simplifications can be applied to parallel circuits .3 A circuit contain
ing N conductances in parallel , as in Fig. 2 - 1 7a,  leads to the Kirchhoff current 
law equation, 

is = ii + iz + + lN 

or is = eC1 + eC2 + · · · + eCN = e( C1 + C2 + · · · + CN) 

whereas its equivalent in Fig. 2 - 1  7 b gives 

and thus 

ln terms of resistance instead of conductance, 

+ -! 
RN 

or 

This last equation is probably the most often used means of combining parallel 
resistive elements. 

The special case of only two parallel resistors 

Req = 
l /R1 + l /R2 

or 

is needed very often. The last form is worth memorizing. 
Parallel current sources may also be combined by algebraically adding the 

individual currents , and the order of the parallel elements may be rearranged 
as desired. 

3 Duality. 
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r ' " 
1s n 

3 ampi 9 fl  6 ampi 4 ampl 
s n  a n  

(a) 

3 ampt r ·m

{ 

2 n 

Fig. 2-18 (a) A given circuit. (b) 
The simplified equivalent circuit. 

(b} 

The various combinations described in this section are used to simplify the 
circuit of Fig. 2- 1 8a .  Let us suppose that we wish to know the power and volt
age of the 3-amp source. We may just as well leave it alone, then, and com- _ 
bine the remaining two sources into one 2-amp source . The resistances are 
combined by beginning perhaps with the 3- and 9-ohm elements. Their 
paral lel equivalent is 2 . 25  ohms. The next step musl be the parallel combina
tion of the two 6-ohm resistors into a 3-ohm resistance, followed by the series 
combination of 3 ohms and 1 5  ohms. This 1 8-ohm resistance is finally com
bined in parallel with 2 .25 ohms, and the circuit of Fig. 2- 1 8b is obtained. 
Thus e is 1 0  volts, and the 3-amp source furnishes 30 watts to the remainder of 
the circuit. 

Now if we are belatedly asked for the power dissipated in the 1 5-ohm resis
tor, we must return to the original circuit . This resistor is in series with an 
equivalent 3-ohm resistance ; a voltage of 1 0  volts is across the 1 8-ohm total ;  
thus, a current of % amp flows through the 1 5 -ohm resistor and the power ab
sorbed by this element is (%)2( 1 5 ) ,  or 4.63 watts. 

To conclude the discussion of parallel and series element combinations, we 
should consider the parallel combination of two ideal voltage sources and the 
series combination of two ideal current sources. For instance, what is the 
equivalent of an ideal 5-volt source in parallel with an ideal 1 0-volt source? By 
the definition of an ideal voltage source, the voltage across the source cannot 
change ; by Kirchhoff 's voltage law, then, 5 equals 1 0  and we have hypothesized 
a physical impossibility. Thus, ideal voltage sources in parallel are permissible 
only when ·each has the sarne terminal voltage at every instant. Later, we shall 
see that practical voltage sources may be combined in parallel regardless of their 
terminal voltages and without any theoretical difficulty. 
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ln a similar way, two ideal current sources may not be placed in series unless 
each has the sarne current, including sign, for every instant of time. 

A voltage source in parallel or series with a current source presents an inter
esting litt le intellectual diversion. The two possi ble cases are i l lustrated by 
Prob. 29 at the end of the chapter. 

Drill Problems 

2- 10  Determine the equivalent resistance of the networks shown in 
Fig. 2- 1 9a, b, and e. 

Ans. 375 ohms ; 400 ohms ; 275 ohms 

2- 1 1  Determine the equivalent resistance of the networks shown in 
Fig. 2-20a, b, and e. 

Ans. 27 ohms ; 1 6.25  ohms ; 1 5 . 2  ohms 

2- 1 2 Find ix in the circuits shown in Fig. 2 -2 1a ,  b, and e. 
Ans. 5 amp ;  - 2 amp ;  1 .8 amp 

2- 1 3  Find e x  i n  the circuits shown i n  Fig. 2-22a, b, and e. 
Ans. 5 volts ; 4 volts ; - 2 volts 

100 !l 200 !l 300 !l 

50 !l 

� 

-

� 

900 !l 

(a} 

300 !l 

500 !l 

300 !l 

(e) 

5tlO !l 

� 

300 !l 

(b) 

Fig. 2-19 See Drill Prob. 2-10. 



I 

42 The Resistive Circuit 

10 {l each 
{a) 

5 {l 4 {l 

7 {l 

� 
12 {l 

3 {l 4 {l 

{e) 

Fig. 2-20 

Fig. 2-21 See Drill Probs. 2-12 and 2-15. 

12.5 {l 

1 {l 

50 {l i, 

1 {l IJO V 1 
8 {l 

20 {l 

i .  3 ampi 
20 {l 

{a) 

1 {l 6 {l i, 

20 vj 
8 {l 2 {l 

(e) 

10 {l 

(b) 

See Drill Prob. 2-11. 

9 {l 

4 {l 

4.5 {l 

5 {l 

{b) 
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2-7 VOLTAGE ANO CURRENT DIVISION 

ln combining resistances and sources, we have found one method of shortening 
the work of analyzing a circuit . Another useful shortcut is the application of. 
the ideas of voltage and current division. 

Voltage division occurs when an ideal voltage source is connected in series 
with two resistors, as illustrated in Fig. 2-23 .  The voltage across R2 is obviously 

or 

and the voltage across Ri is, similarly, 

The voltage appearing across either of the series resistors is the applied volt
age times the ratio of that resistance to •he total resistance . Voltage division 

Fig. 2-22 See Drill Probs. 2-13 and 2-14. 

r 
5 1.l 

0.1  u 
0 . 1  u 

+ u  

(a} 

8 mU 

l mU 6 mU 

(e} 

e ,  
� 

R , 

2 1)  

4 Ó 

� 
2 1)  e, 

4 !l 

15 !l 

9 !l 18 !l 

2 mU J" (b) 

Fig. 2-23 A n  illustration of voltage 
division. 
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Fig. 2-24 A numerical example illus
trating resistance combination and volt
age division. 

4 n 

i, 

6 0  

and resistance combination may both be applied, as in the circuit shown in 
Fig. 2-24. We mentally combine the 3-· and 6-ohm resistances, obtaining 
2 ohms, and thus find that ex is % of 1 2  sin t, or 4 sin t volts. 

The dual of voltage division is current division. We now are given a current 
source in parallel with two conductances, as exemplified by the circuit of 
Fig. 2-25 .  The current flowing through C2 is 

or 

and, similarly, 

Thus the current flowing through either of the parallel conductances is the 
applied current times the ratio of that conductance to the total conductance. 

Since we are given the value of the resistance more often than the conduct
ance, a more important form of the last result is obtained by replacing C1 by 
l /R1 and C2 by l/R2, 

and 

Nature has not smiled on us here, for these last two equations have a factor 
which differs subtly from the factor used with voltage division, and some effort 
is going to be needed to avoid errors . Many students look on the expression for 
voltage division as "obvious" and that for current division as being "different ."  
It also helps to realize that the larger resistor always carries the smaller current. 

As an example of the use of both current divisiôn and resistance combination, 

i, 

G, 

;, 

G, 
Fig. 2-25 A n  illustration of current 
division. 
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let us return to the example of Fig. 2-24 and write an expression for the current 
through the 3-ohm resistor. The total current flowing into the 3- and 6-ohm 
combination is 

1 2  sin t l = �������� 4 + (6)(3)/(6 + 3) 
and thus the desired current is 

. 12 s in t 6 . !3 = 4 + (6)(3)/(6 + 3) 6 + 3 = 'Yi sm t amp 

Drill Problems 

2- 14 Using voltage division and resistance combination, write directly 
the combination of numerical factors which will give the answer to 
each of the circuits of Fig. 2-22a, /;, and e. 

Ans. 5 volts ; 4 volts ; - 2 volts 

2- 15  Using current division and resistance combination, write directly 
the combination of numerical factors which will give the answer to 
each of the circuits of Fig. 2-2 1 a, b, and e. 

Ans. 5 amp ; - 2 amp ; 1 . 8 amp 

Problems 
•l A physical resistor often has a resistance which increases with temperature, 

and the temperature is a function of the power absorbed by it. As an ex
ample, suppose that R = 1 + T/300 and T = 1 50p, where T is in degrees 
centigrade and p is in watts. Find the resistance, temperature, and power 
when the current in the resistor is : (a) 0. 1 amp; (b) 1 . 0 amp. (e) What 
finite current will produce an infinite temperature and, hence, certain 
destruction of the resistor? Find the resistance , temperaturc, and power 
when the voltage across the resistor is : (d) 1 volt ;  (e) 1 0  volts. (f )  Show 
that no finite voltage will produce an infinite temperature . 

2 Show that an ideal voltage source. e8 = 1 00 c t  sin t connected to a 2000-
ohm resistor is supplying powers of 26 .2 ,  O, and 0 .48 watt at t = - 1 , O, 
and 1 sec, respectively. 

•3 Find R in the network of Fig. 2-26a. 
4 The resistance of a conductor having a length d and a uniform cross-sec

tional area A may be expressed in terms of the electrical resistivity p (rho) 
or conductivity a (sigma) of the material out of which it is made, provided 
that the current is uniformly distributed over the cross section. Thus, 
R = pd/A = d/aA , where p = 1 /a. The conductivities of several common 
conducting materiais are approximately : copper, 5 . 8  X 1 07 mhos/m; 
aluminum, 3.5 X 10 7  mhos/m ; carbon, 2.9 X 1 04 mhos/m. (a) A copper 
strap 0 .25 by 1 in. and 20 in. long carries a current of 200 amp. What is 
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�mp 

4/j 
2 f! 

(a) 

Fig. 2-26 (a) See Prob. 3. ( b) See Prob. 6. 

17 f! 

-2 amp 

--7 
10 V 

(b) 

the voltage between the two end faces of the strap? (b) An aluminum 
wire 5 miles long has a circular cross section of 1/2 in. diameter. If the volt
age between the ends of the wire should be no greater than 1 volt, what is 
the maximum current that the wire may carry? (e) Let us assume that one 
of Edison's early light bulbs was a 50-watt model operating from a 50-volt 
battery. If the carbon filament had a diameter of0.5 mm, how many inches 
long was it? The resistivity of carbon at the temperature of the filament 
may be assumed to be twice its room-temperature value, as given above. 

5 Experimental measurements show that the total charge which has entered 
terminal 1 of a 1 0-ohm resistor between t = O and 1 is : 
t, seconds O 
q, coulombs O 

1 2 3 
1 .05 2 . 20 3 .45 

4 
4.80 

(a) Determine i( t ) ,  the current entering terminal 1, approximately at t = 
1 ,  2, 3, and 4 by considering the charge transferred during the previous 1 -
sec interval . (b) The relationship between q(t )  and i(t) i s  q = t + 0.0512. 
Determine i( t) at t = O , 1 ,  2, 3, and 4. (e) Find the power being delivered 
to the resistor at t = 1 ,  2, 3, and 4 .  (d) Determine the total energy 
delivered to the resistor between t = O and t = 4 .  

Fig. 2-27 (a) See Prob. 7. ( b) See Prob. 8. 

0.9 1) 

2 amp 
3 amp 

10 V 
3 amp l {  • 

e 12 amp l 
} v  

(a) (b) 
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•6 Find the power delivered to the 8-ohm resistor in the network of Fig. 2-26b. 
7 ln the circuit of Fig. 2 -27a : (a) find the total power delivered to the three 

resistors ; (b) use Ohm's law and Kirchhoff 's current law to find the cur
rent in each branch ; (e) use Ohm's law and Kirchhoff 's voltage law to fihd 
the voltage across each branch ; (d) find the power delivered by each 
source. 

•8 (a) Find G in the circuit of Fig. 2 - 2 7 b .  (b) Determine the currents and 
voltages throughout this circuit .  (e) Find the power absorbed in each of 
the five branches. 

9 Apply Kirchhoff's laws to the networks shown in Fig. 2-28a and b and de
termine ix and ex at t = 1 msec. 

•10 An automobile storage battery is being charged by a battery charger. The 
circuit consists of the series combination of the battery charger, which is 
represented by a 1 5-volt ideal source in series with a resistance of 0. 1 ohm, 
an adjustable series resistor R, and the battery to be charged, represented 
by an 1 1 -volt ideal source in series with a resistance of 0 .3 ohm. The 
sources oppose each other. (a) Determine R so that a charging current of 
3 amp fiows. (b) What fraction of the power produced by the ideal 1 5-
volt source is delivered to the ideal 1 1 -volt source? (e) What fraction is 
lost in the internai resistance of the charger (0 . 1 ohm) and the battery 
(0. 3 ohm)? (d) What is the voltage across the series combination of the 
battery and its internai resistance? 

1 1  A certain 1 0-watt electrical <levice draws 2 amp. (a) If it is operat
ing 200 ft from a 6-volt source, what is the wire resistance in ohms per foot? 
(b) Locate a "wire table" and determine the gage number of the an
nealed copper wire which has a resistance per foot equal to or just less than 
this value. 

1 3  

(a) Determine the voltage across, the current through, 
delivered to each element in the circuit of Fig. 2-29a. 
doubling the voltage of every source affect the answers? 
doubling the resistance of every resistor affect the answers? 
Repeat Prob. 1 2 , part a, for the circuit of Fig. 2-29b. 

Fig. 2-28 See Prob. 9. 

( 3 - 0. 7E-'000 ' ) amp 

i . 
� 10 COS 4007rt V 

and the power 
(b) How does 
(e) How does 

(a) (b) 
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•14 ln the circuit shown in Fig . 2-30, it is not known whether the element at 
the left is a resistor, a current source, or a voltage source. (a) Determine 
the voltage across, the current through, and the power absorbed by each 
element. (b) Specify whether the unknown element is furnishing or 
absorbing power ; if it is absorbing power, determine its proper charatter
istics as a resistor, as an ideal voltage source, and as an ideal current 
source ; if it is delivering power, specify it completely as an ideal voltage 
source and an ideal current source. (e) Change "8 v" to " - 8  v" and re
peat parts a and b above. 

15  ln  the next chapter we will study the superposition theorem. It states that 
the response of a circuit containing severa! sources is the sum of the 
responses to the individual sources. Consider the simple circuit shown in 
Fig. 2-3 1 .  (a) Replace e82 by a short circuit (a perfectly conducting wire), 
and determine the resultant current i1 . (b) Replace e82 and insert a short 
circuit for e81 . Find the current i2 due to e82 . (e) With both sources 

€11 = 10 V 

--3> 

2 {J 3 {J 

(a} 

3 {J 

Í·•2 = -8 V 

5 {J 

(b) 

Fig. 2-29 (a)  See Prob. 12. ( b) See Prob. 13. 

8 {J 

3 {J 

4 {J 

í•.s = 14 V 

Fig. 2-30 See Prob. 14. 

Fig. 2-31 See Prob. 15. 
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H !  3 {J 6 {J 

(a) 

-J am� 

).J U 

(b) 

Fig. 2-32 (a) See Prob. 1 7. ( b) See 
Prob. 18. 

operating, "both currents" are now flowing. Indicate these two currents 
by two adjacent arrowheads, correctly sensed and labeled ii and iz . (d) 
Add ii and iz algebraically and indicate this total current on the circuit 
diagram.  (e) Apply Kirchhoff 's and Ohm's  laws to  the  original circuit 
and check your answer for the total current .  

• 1 6  An ideal 1 00-volt source is in series with a 1 00-ohm resistor and a resistor 
R 1 •  Determine the power delivered to R1 if R1 is : (a) 1 ,  1 0 , 50, 1 00, 200, 
1 000 ohms, and just R1 ohms. (b) Determine analytically the value of Ri 
which will absorb a maximum power. (e) Is this value of resistance 
affected by es,  the source voltage? (d) Is this value affected by the value of 
the series resistor, here 1 00 ohms? (e) Repeat part b, using e8 and R, in
stead of 1 00 volts and 1 00 ohms. 

• 1 7  Determine the voltage across, the current through, and the power deli,vered 
to each element in the circuit of Fig. 2-32a. 

1 8  Repeat Prob. 1 7  for the circuit of  Fig. 2-32b . 
•19 With reference to the circuit of Fig. 2 -33a : (a) How many nodes are pres

ent? (b) What is e14?  (e) What power is absorbed by the 0. 3 -mho con
ductance? (d) What power is delivered by the 1 0-amp source? (e) What 
power is del ivered by the 1 -ohm resistor? (f ) What is iz? 

20 Repeat Prob. 1 4  for the circuit of Fig. 2-33b .  
2 1  A power of 200 watts is to be delivered to the 50-ohm resistors shown in 

Fig. 2-34a and b. (a) Find e8 and l, . (b) Find the power furnished by the 
ideal voltage source. (e) Find the power furnished by the ideal current 
source. ( d) Find the power dissipated in each 1 0-ohm resistor. 

•22 Find the uoltage across each source in the circui ts of Fig. 2-35. 
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23 Find the current through the 2-ohm resistor of Fig. 2-36. 

/ 

•24 Find the equivalent resistance and equivalent conductance of the networks 
shown in Fig. 2-37a and b, respectively. 

25 Find the equivalent resistance of each network shciwn in Fig. 2-38. 
•26 The network shown in Fig. 2 -39a continues to the right in the sarne form . 

without end. Find the equivalent resistance. 

0.2 li 2 o 

(a} 

is V 4 0 
i7 

amp 

(b} 

Fig. 2-33 (a) See Prob. 19. (b)  See Prob. 20. 

10 o 

··i 50 o i,j 
10 o 

(a) (b) 

Fig. 2-35 See Prob. 22. 

3 ampj 8 0  4 0  

5 0 

(a) 

50 o 

9 0  

4 .5 o 

(b) 

0.3 li 1 0  

Fig. 2-34 
See Prob. 21. 

1 0  

1.5 o 1 o 
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27 ln the network of Fig. 2-39b, determine e and . i if a current of l amp 
is ftowing to the right in the 1 -ohm resistor. 

•28 Find i1 , i2 , and the power delivered by the source in the circuit of Fig. 2-40. 
29 Find the power absorbed by each element in the circuit of Fig. 2-4 1 .  

30 vi 

10 f! 

2 f! 

8 f! 

4 f! 

Fig. 2-36 See Prob. 23. 

10 f! 5 f! 

3 f! 1 f! 

Fig. 2-31 See Prob. 24. 

Fig. 2-38 See Prob. 25. 

(a) 

1 2  fl 

8 fl 

(b) 

16 f! 

96 f! 

32 f! 64 f! 

24 f! 48 fl 

37 f! 

0.5 1J 

I õ 

0.75 1J 0.5 1J 

2 f! 

(e) 
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(a) 

S íl  

Fig. 2-39 (a)  See Prob. 26. (b )  See Prob. 27. 

7 íl  4 íl  

3 íl 6 íl 

2 íl 

1 íl 

18 íl 

Fig. 2-42 (a) See Prob. 30. (b)  See Prob. 31. 

(b) 

Fig. 2-40 See Prob. 28. 

Fig. 2-41 See Prob. 29. 

2 íl 

+30 Find, in one calculation each, the voltage, current, and power associated 
with the 2-ohm resistor of Fig. 2-42a. 

31  Repeat Prob. 30  for  each 2-ohm resistor of  Fig. 2-42b. 
•32 A 1 0-volt source, a 4-ohm resistor, an 8-ohm resistor, and the parallel com

bination of a 6-ohm and 1 2-ohm resistor are ali in series. What power is 
delivered to the 6-ohm resistor? 
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33 Find the power delivered to each 1 2-ohm resistor m the circuits of Fig. 
2-43a and b. 

34 As a sim pie i l lustration of the difference between analysis and synthesis, 
consider the following two problems. The first has only one answer, and 
the second has an infini te number of answers. (a) A 1 00-volt ideal d-c 
source is in series with a 1 0-ohm and a 30-ohm resistor. Determine the 
power delivered to the 30-ohm resistor. (b) Eight small identical light 
bulbs are each to receive 5 watts. Design a circuit to do this, using only 
one voltage source. (The resistance of a lamp filament increases as the 
current through it increases. For the purposes of this problem, however, 
assume that the lamp obeys Ohm's law for ali voltages and currents. )  

•35 Find the value of R in the circuit shown in Fig. 2-43c. 
36 Either circuit of Fig. 2-44 may be used to measure resistance experimentally 

by the voltmeter-ammeter method. lf the meters are ideal , the resistance 
R is given by the quotient of the voltmeter and ammeter readings. How
ever, practical voltmeters are closely represented by a resistance Rv in 
parallel with an ideal (infinite-resistance) voltmeter and practical ammeters 
by a resistance Ra in series with an ideal (zero-resistance) ammeter. As
sume that the practical meters read E and /; the quotient is now not equal 
to R, but an errar term is present, E/ l = R + Rerror· (a) Calculate 
Re,ror for both circuits. (b) Determine R in terms of Rv and Ra so that the 
magnitudes of the errors in the two circuits are the sarne. (e) If Rv = 1 200 
ohms and Ra = 1 2  ohms, which circuit will give the better accuracy if R is 
about 50 ohms? 

H !  

2 íl 
1 2  íl 
(a) 

26 íl 12 íl 

(b) 

Fig. 2-43 (a) and (b) See Prob. 33. (e) See Prob. 35. 

Fig. 2-44 See Prob. 36. 

(a) 

R 

(b) 

4 íl 6 amp 3 íl 

R 
6 íl 

(e) 

R 
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;, 

Fig. 2-45 See Prob. 37. 

•• 
� 

R 

R ,  

(a) 

Fig. 2-46 See Prob. 38. 

ic 

·{ 

'• (v ) 

10 

5 

•• 
; . � 

30 n ic 

) 'e i 5 amp 

(a) 

is amp 

(b) 

i, ( amp )  

•37 The circuits shown in Fig. 2-45 appear in an example used in Sec. 8-7. 
Find eR, iR, eL, iL, ec, and ic in each circuit. 

38 The circui t of Fig. 2-46a contains a nonlinear resistor R in series with 
a voltage source and a linear resistor R i .  The relationship between eR and · 

iR is shown graphically in Fig. 2-46b. (a) If e8 is 8 volts and Ri is 8 ohms, 
find iR and the power absorbed by each of the three elements in the circuit. 
(b) Repeat for e8 = 1 2  volts and Ri = 4 ohms. 



Some Useful Techniques 

of Circuit Analysis 

3-1  INTRODUCTION 

We should now be familiar with Ohm's law and Kirchhoff 's laws and their ap
plication in the analysis of simple series and parallel resistive circuits. Further
more, we should be able to combine resistances or sources when they appear in 
series or parallel and be able to use the principies of voltage and current divi
sion when they will praduce answers more easi ly. The circuits on which we 
have been practicing are simple and of questionable practical importance ; they 
are useful in helping us learn to apply the fundamental laws. Now we must 
begin solving more complicated circuits. 

Physical systems which we shall want to analyze and design in the coming 
years will include electric and electranic contrai circuits, electrical communica
tion s·ystems, electrical energy converters such as motors anç:I generators, and 
electric power distribution systems. · Many of us will be confronted with allied . 
prablems involving heat flow, fluid flow, and the behavior of various mechanical 
systems. ln the analysis of any of these cases it is often helpful to replace the 
system with an equivalent electric circui t . As an example, we might consider a 
transístor amplifier, an electranic <levice which is a part of many communica
tion systems and contrai circuits. The transistor, along with severa! resistors 
and other passive circuit elements, is used to amplify or magnify an electrical 
signal and to direct the amplified signal to a desired load. It is possible to re
place the transístor, the resistors, the other passive circuit elements, the signal 
source, and the load by combinations of sim pie circuit elements, such as ideal 
current sources, ideal voltage sources, and ideal resistors . The solution of the 
prablem is then achieved by circuit methods and techniques which we either 
know already or will meet in this shapter. 

ln a similar way, we can replace complicated power distribution systems, 
motors, generators, and electrical transmission lines with equivalent circuits 
composed of simple circuit elements. 

55 
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When we are able to describe mathematically the behavior of fluid-flow and 
heat-flow systems, the dynamic response of aircraft control surfacts, and other 
nonelectrical phenomena, we shall see that the resultant equations are often 
precisely analogous to those describing current and voltage relationships in 
electric circuits. We may decide, then, that it is much easier and cheaper to 
construct the analogous electric circuit than it is to build a prototype of the actual 
physical system. The electric circuit may then be used to predict the perform
ance of the other system as various elements are changed and will lead to a better 
final design. This is the basis on which the electronic analog computer operates. 

It is evident that one of the primary goals of this chapter must be learning 
methods of simplifying the analysis of more complicated circuits. Among these 
methods will be superposition, mesh analysis, and nodal analysis. Most often 
we are interested only in the detailed performance of an isolated portion of a 
complex circuit ; a method of replacing the remainder of the circuit by a greatly 
simplified equivalent is then very desirable. The equivalent is often a single 
resistor in series or parallel with an ideal source. Thevenin 's and Norton's 
theorems will enable us to do this. 

We shall begin studying methods of simplifying circuit analysis by consider
ing a powerful general method, that of mesh analysis . 

3-2 MESH ANAL YSIS 

ln the first chapter, a circuit was defined as a network containing at least one 
closed path about which current might flow. The official name for this closed 
pat!'i is a loop. Thus, if we begin at a certain node and trace a continuous closed 
path through the network, passing through no node or element more than once 
and ending at the sarne node, that path is a loop. Figure 3- 1 shows severa! ex
amples. The particular paths considered are those which are drawn with heavy 
lines, and it is eviqent that the first two paths cannot be loops since the path 
either is not closed or passes through a node twice. The remaining four paths 
are ali loops. The circuit contains 1 1  branches. 

Now let us consider this sarne circuit drawn differently so that one of the 
branches passes over another without making any connection with it, as shown 
in Fig. 3-2 .  Such a network is said to be drawn in nonplanar form, whereas the 
circuit shown in Fig. 3- 1 is drawn in planar form. The mesh is a property of a 
planar circuit and is not defined for a nonplanar circuit. We define a mesh as a 
loop which does not contain any other loops within it . Thus, the loops indi
cated in Fig. 3- 1 e and d are not meshes, whereas those of e and J are meshes. 
This circuit contains four meshes. Although it may appear to be splitting hairs, 
we choose to describe the closed path of Fig. 3-2  as a loop but not a mesh. By 
merely redrawing the circuit, as shown in Fig. 3- lf, the loop becomes a mesh. 

Thus, it is seen that meshes are a property of networks which are drawn in 
planar form, and they cannot be identified until the network is drawn in 
planar form. This is not always possible. For example, the circuit of Fig. 3-3a 
can be redrawn in planar form, but the one shown in Fig. 3-3b cannot, and 
hence the method of mesh analysis is not applicable to it . 
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(a) (b) (e) 

(d) (e) (f) 

Fig. 3-1 (a) The path identi.fied by the heavy fine is not a loop since it is 
not closed. ( b) The path here is not a loop since it passes through the cen
tral no de twice. (e) This path is a loop but not a mesh since it encloses other 
loops. (d)  This path is also a loop but not a mesh. (e) and (f) Each ef these 
paths is both a loop and a mesh. 

ln order to identify the meshes in a given circuit, it is necessary first to draw 
the circuit in planar form, if it is not already in that form, and if it is possible 
to do so. If the network cannot be placed in planar form, then the method of 
mesh analysis is not applicable. ln  Chap. 18 we shall find that loop analysis 
is applicable to nonplanar circuits. 

We are now prepared to introduce the concept of a mesh current, and we shall 
do so by considering the analysis of the two-mesh circuit shown in Fig. 3-4a. 
As we did in the single-loop circuit, we shall begin by assuming a current 
through one of the branches. Let us call the current flowing to the right 
through the 6-ohm resistor ii .  We intend to apply Kirchhoff 's voltage law 

Fig. 3-2 The circuit ef Fig. 3-! (f) 
is redrawn as a nonplanar network. 
The closed path indicated is a loop but 
not a mesh. 
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(a) 

(b) 

Fig. 3-3 The circuit of (a) can be redrawn in planar form but the circuit 
of ( b) cannot be redrawn in planar form. 

around each of the two meshes, and the resulting two equations are sufficient 
to determine two unknown currents. Therefore we select a second current iz 
flowing to the right in the 4-ohm resistor. We might also choose to call the cur
rent flowing downward through the central branch i3 , but it is evident from 
Kirchhoff's current law that i3 may be expressed in terms of the two previously 
assumed currents as ( i 1 - i2 ) .  Finally, it may be helpful to indicate the volt
age across each resistor by using an appropriately sensed and labeled arrow. 
The assumed currents and the resultant voltages are shown in Fig. 3-4b. 

Fig. 3-4 (a) A gwen two-mesh 
circuit. ( b) Two currents are as
sumed, and the current through and 
voltage across every element are indi
cated in terms of these two assumed 
currents. 

(a) 

(b) 

lJO V 



59 Some Useful Techniques of Circuit Analysis 

Following the method of solution for the single-loop circuit, we now apply 
Kirchhoff 's voltage law to the left-hand mesh, 

or 
- 42 + 6i1 + 3(i1 - z2) = O 

911 - 3i2 = 42 

and then to the right-hand mesh , 

- 3(i1 - i2) + 4i2 - 1 0  = o  
or - 31 1 + 7 l2 = 1 0  

(3- 1 )  

(3-2) 
Equations (3 - 1 )  and (3-2) are independent equations ; one cannot be derived 

from the other. 1 There are two equations and two unknowns, and the solution 
is easi ly obtained by a systematic el imination of the variables. The solution 
shows that i1 is 6 amp, i2 is 4 amp, and ( i 1  - i2) is therefore 2 amp. The 
voltage and power relationships may be quickly obtained if desired . 

If our circuit had contained M meshes, then we should have had to a�sume 
M branch currents and write M independent equations. 2 The solution in gen
eral may be systematically obtained through the use of determinants, a proce
dure which will be described in the following section. 

Now let us consider this sarne problem in a slightly different manner by using 
mesh currents. We define a mesh curren l as a current which flows only around 
the perimeter of a mesh . If we label the left-hand mesh of our problem as mesh 
1 ,  then we may establish a mesh current i1 flowing in a clockwise direction about 
this mesh .  A mesh current is indicated by a curved arrow that almost doses 
on itself and is drawn inside the appropriate mesh, as shown in Fig. 3 -5 .  The 
mesh current i2 is established in the remaining mesh , again in a clockwise direc
tion. Although the direction is arbitrary, we shall always choose clockwi �� mesh 
currents because a certain error-minimizing symmetry then results in the equa
tions. 

We no longer have a current or current arrow shown directly on each branch 
in the circuit. The current through any branch must be determined by con
siderin

.
g the mesh currents flowing in every mesh in which that branch appears. 

This is not difficult because it is obvious that no branch can appear in more 
than two meshes. For example, the 3-ohm resistor appears in both meshes, and 
the current flowing downward through it is ( i1 - iz ) .  The 6-ohm resistor ap-
' lt will be shown in Chap.  1 8  that mesh eq uations are always independent.  

z The proof of this  statement wi l l  also be found in Chap. 1 8 . 

Fig. 3-5 A clockwise mesh cur
renl is indicated in each mesh. 

6 ll 4 ll 

lJO V 
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pears only in mesh 1 ,  and the current ftowing to the right in that branch is equal 
to the mesh current ii . 

A mesh current may often be identified as a branch current, as ii and i2 are 
identified above. This is not always true, however, for consideration of a 
square nine-mesh network soon shows that the central mesh current cannot be 
identified as the current in any branch. 

One of the greatest advantages in the use of mesh currents is the fact that 
Kirchhoff's current law is automatically satisfied. If a mesh current ftows into 
a given node, it obviously flows out of it also. 

We therefore may turn our �ttention to the application of Kirchhoff's volt
age law to each mesh . For the left-hand mesh, 

- 42 + 6i1 + 3(i1 - i2) = o 
or (6i1 + 311 )  + ( - 3i2) = 42 
Either equation is equivalent to Eq. (3 - 1 ) ,  but the form of the lower equation 
has been written in such a way as to display in the first parentheses ali the pas
sive-element voltages due to ii , those due to iz in the second parentheses, and 
the sum of the voltage sources in the mesh on the right side of the equation. 
Now let us combine the like terms, which gives us Eq. (3- 1 )  identically, and point 
out specifically the nature of each sign and coefficient appearing in the equation: 

�------------<[The sum of ali resistances in mesh 1 .  

1 i [The sum of ali resistances i.n mesh 1 that are 
9i1 - 3i2 = 42 also in mesh 2 .  

1 ÍThe sum, taken in a counterclockwise direc-�tion, of ali the source voltages in mesh 1 .  
This sign is negative because i1 and i2 ftow in 

'-----------1 opposite directions through the circuit ele
ments which are common to both meshes. 

Let us use the symbol R11 to represent the sum of ali the resistances in mesh l ; 
thus, Ru = 9 . ohms. ln general, R;; represents the sum of ali the resistances in 
mesh j. This total resistance is called the self-resistance of the mesh. 

ln an analogous way, R12 is defined as the sum of ali the resistances in mesh l 
which are common to mesh 2 ;  R12 = 3 ohms. lt is evident that R21 is also 3 ohrns 
and that in general Rik = Rki· This common resistance is called the mutual re
sistance bet·ween the two meshes. 

Finally, let us call the counterclockwise sum of ali the voltages in thejth mesh 
ei · ln the circuit under discussion, e1 :'::: 42 volts and e2 = 1 0  volts. 

For mesh l we may therefore write 
R11i1 - R12i2 = e1 

and the corresponding expression for mesh 2 must be 
- R21i1 + R22i2 = e2 

We have already noted that R2 1 must be 3 ohms, and a quick glance at the cir-
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cuit shows that the total resistance around the second mesh is 7 ohms and the 
total source voltage acting around that mesh is 1 O volts. Hence , 

- 3i1 + 7 i2 = 1 0  
As a final example o f  the choice o f  mesh currents and the writing down by 

inspection of the necessary set of equations, let us consider the three-mesh cir
cuit of Fig. 3-6. The three necessary mesh currents are indicated, and the gen
eral form of the three equations is 

R1 1 z 1 - R12 i2 - R13i:i = e1 
- R21 i1 + R22i2 - R23i3 = e2 
- R3 1 i1 - R32i2 + R33i3 = e3 

The nine resistance values and the three source-voltage sums are read off the 
circuit, and the equations to be solved are thus 

3i1 - i2 - 213 = l 
- Z J + 6i2 - 3 i3 = Ü 

- 2i1 - 312 + 613 = 6 

We should become familiar enough with mesh analysis that such a set of equa
tions may be written down by inspection after assigning mesh currents to the 
circuit. 

It should be noted in each of the above three equations that the only term on 
the left side with a positive coefficient is that one due to the mesh current Aow
ing about that mesh to which Kirchhoff's voltage law is being applied ; ali the 
terms resulting from other mesh currents are negative . This is the reason for 
choosing ali mesh currents in the sarne (clockwise) direction. A similar distri
bution of signs will occur in the equations applying to a circuit containing any 
number of meshes if clockwise mesh currents are chosen. 

To summarize the method of mesh analysis, the following steps may be listed 
to be taken in order :  

1 .  Draw the circuit in planar form. If this is impossible, mesh analysis is 
not applicable. 

Fig. 3-6 A three-mesh circuit. 

2 f! 

l f! 
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(a) (b) 

i, 

35 n -ao .j 

Fig. 3-7 See Drill Probs. 3-1 and 3-7. 

2. Indicate ali element and voltage-source values. Each voltage source 
must be sensed with an appropriate arrow. 

3. Assign a clockwise mesh current to each mesh. 
4. Write the M equations necessary for an M-mesh circuit .  I t  is prefera

ble to use a standard form : 

Rui1 - Ri2i2 - Ri3i3 -

- R21 i1 + R22i2 - R23i3 -

- R1MÍM = e1 
- R2MiM = ez 

where Rii is the total resistance around mesh j and always carries a plus 
sign, Rik is the resistance in meshj which is also common to mesh k and 
is always prefixed with a minus sign, and ei is the counterclockwise sum 
of the source voltages acting in mesh j. 

5 .  Solve these M equations by a systematic elimination of the variables or 
by determinants, as discussed in the following section. 

Drill Problems 

3 - 1  Use mesh analysis to find ix in the circuits shown in Fig. 3-7a, b, 
and e. 

Ans. 1 . 375 amp; - 3 amp; 2.4 amp 

3-2 Combine sources and resistors wherever possible in the circuit of 
Fig. 3-8 and then use mesh analysis to determine : (a) ex ; (b) ey ; (e) ez. 

3-3 DETERMINANTS 

Ans. - 6.67 volts ; 5 volts ; 8 volts 

ln the previous section we obtained two specific systems of linear independent 
equations, a system of two equations for the two-mesh circuit of Fig. 3-5 ,  

9i1 - 3i2 = 42 
- 3i1 + 7i2 = 1 0  
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and a system of three equations for the three-mesh circuit of Fig. 3 -6, 

3i1 - i2 - 2i3 = 1 
- ii + 6i2 - 3i3 = o 

- 2i1 - 3i2 + 613 = 6 

(3-3) 
(3-4) 
(3-5) 

The system of two equations was solved easily by eliminating one of the current 
variables ; the other set was left unsolved, although a systematic elimination of 
the variables will certainly work. This procedure is lengthy, however, and may 
never yield answers if clone unsystematical ly .  A much more orderly method 
involves using determinants and Cramer's rule, as discussed in most courses in 
college algebra. The use of determinants has the additional advantages that 
it leads naturally into the expression of the circuit elements in terms of matrices, 
and it establishes a method of analyzing a general circuit which will be helpful 
in proving general theorems. It should be pointed out that the number of 
arithmetic steps required to solve a large set of simultaneous equations by 
determinants is excessive ; a digital computer would be programmed to use 
another method. This section consists of a brief review of the determinant 
method and the introduction of a system of nomenclature which we shall then 
preserve . 

Consider Eqs. (3 - 3 ) , (3 -4) , and ( 3 - 5 ) . The array of the constant coefficients 
of the equations is called a determinant D-r, 

D-r = I - � - 2 

- 1  
6 

- 3 

- 2 1 - 3 
6 

where the r subscript is a remi nder that the numbers appearing in D-r are ali 
combinations of resistances only. The value of any determinant is obtained by 
expanding it in terms of its minors. To do this, we select any row j or am· col
umn k, multip ly each element in that row or column by its minor and by 
( - 1 )i+k ,  and then add these products. The minor of the element appearing in 
both row J and column k is the determinant which is obtained when row j and 
column k are removed. 

As an example, let us expand the determinant along column 3 . We first 
multiply the ( - 2) at the top of this c9lumn by ( - 1 ) 3 + 1  = 1 and then by its 
minor, 

( - 2)( - 1 )3+ 1  1 - 1 6 1 
- 2 - 3 

4 n 20 n 

� 
12 n ÍJ5 V 

Fzg. 3-8 
3-2. 

See Drill Prob. 
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and then repeat for the other two elements in column 3, adding the results, 
1 - 1 6

r = ( - 2 ) _ 2 

The minors now contain only two rows and columns . They are of arder two, 
and their values are easily determined by expanding in terms of minors again, 
here a trivial operation. Thus, for the first determinant, we expand along the 
first column by multiplying ( - 1 ) by ( - 1 ) 1 + 1  and its minor, which is merely 
the element ( - 3) ,  and then multiplying ( - 2) by ( - l )  and by 6. Thus, 

I :::: � - � 1
= ( - 1 ) ( - 3) _ 6( - 2) = 1 5 

It is usually easier to remember the result for a second-order determinant as 
"upper left timçs lower right minus upper right times lower left . "  Finally, 

6
r = - 2(( - 1 ) ( - 3) - 6( - 2) ] + 3 (3( - 3) - ( - 1 ) ( - 2) ] 

= - 2 ( 1 5 )  + 3( - 1 1 ) + 6( 1 7 )  

= 39 

+ 6 (3 (6) - ( - 1 )( - 1 )] 

For practice, let us expand this sarne determinant along the first row, 
6
r = 3 1 _ � - � 1 - ( - 1 )  \ :::: � 

= 3(27) + 1 ( - 1 2) - 2( 1 5 ) 

= 39 

- 3
1 1

-
l 5 +

(
- 2) - 2 

The exparision by minors is valid for a determinant of any order. 
We next consider Cramer's rule, which enables us to find the values of the 

unknown currents. Let us again consider Eqs. (3- 1 ), (3-2) ,  and (3-3 ) ;  we define 
the determinant 

6
1 as that determinant which is obtained when the first column 

of 
6
r is replaced by the three constants on the right sides of the three equations, e1, 

e2 , and e3. Thus, 

1 - 1 2 1 6.1 = o 6 :::: 3 
6 - 3 6 

ln order to take advantage of the zero, we may expand along the first column 
(although row 2 would be just as convenient) ,  

Cramer's rule then states that 

. 6 1 1 7 z1 = _! = - = 3 amp 6
r 39 
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and 
1 - i  � = � 1  

. �2 - 2  6 6 z2 = - = ----,--,----
�' 39 

and finally, 1 - i - 1  � I  6 
�3 - 2  - 3 l3 = - = 
�T 39 

1 2 + 66 _ 2 39 - amp 

1 5  + 1 02 3 
39 

= amp 

Let us now consider the circuit of Fig. 3-9 .  This circuit has four meshes, and 
the necessary four mesh currents are selected in a clockwise direction as shown. 
Rather than write the four needed equations, we might try to write down the 
determinants we have to evaluate, directly from the circuit. Along the prin
cipal diagonal of �r, which extends from the upper-left to the lower-right 
corner, the values of R1 1 , Rz2 , R33 , and R44 are placed. Ali are positive and 
can be read from the circuit diagram. Off the principal diagonal, ali the num
bers must be negative since we have selected ali mesh currents clockwise. These 
values of mutual resistance are also quite apparent in the circuit, and thus 

1 00 - 1 0  o o 
o 1 5  - 3 o 
o - 3 1 6  - 1 2 

200 o - 1 2 1 4 
1 1  - 1 0  o o 

- 10 1 5  - 3  o 
o - 3 1 6  - 1 2 
o o - 1 2 14  

1 1 5  
1 00 -� 

1 1 5  
l i  -�  

- 3  
1 6  

- 1 2 
- 3  
1 6  

- 1 2  

º I 1 - l O - 1 2  - 200 1 5  
14  - 3  O 1 1 - IO - 1 2 + 1 0  - 3  
1 4  o 

o 
- 3  
1 6  
o 

1 6  
- 1 2 

- 1� 1 1 4  

1 00( 1 5(224 - 1 44) + 3( - 42) ] - 200( - 1 0(36)] 
1 1 ( 1 5 (224 - 1 44) + 3( - 42) ] + 1 0[ - 1 0(224 - 1 44) ] 

= 47 .0 amp 

Fig. 3-9 A four-mesh circuit. 2 íl 1 íl 2 íl 

i-200 V 
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Drill Problems 

3-3 Evaluate the determinants : 

1 2 3 
(a) 4 5 6 

7 8 9 

1 o - 1  o o 

o 2 o o o 

(e) - 1  o 3 o o 

o o o 4 o 

o o o o 5 

(b) 

Fig. 3-10 See Drill Prob. 3-4. 

1 o o o 

o 1 0  - 5  - 1  

o - 5  6 - 1  
o - 1  - 1  2 

Ans. 44; O; 80 

3-4 L�se mesh analysis to obtain a set of three equations and then use 
à� tt:l » tinants to find i,, in the circuits shown in Fig. 3- l Oa ,  b, and e. 

Ans. 0.909 amp; 1 amp ; 1 .5 amp 

3-4 NODAL ANALYSIS 

ln the previous two sections we have become acquainted with the method of 
solving circuit problems by mesh analysis. One restriction was pointed out, the 
necessity of having a pl<1 r1ar network. Loop analysis, discussed in Chap. 1 8, is 
more general than mesh ,, ,. �. lysis and does not have this restriction. A second 
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restriction, which is only temporary, is that ali the sources must be voltage 
sources. Since we shall see in the next section that current and voltage 
sources may be easily interchanged, this l imitation need not concern us. 

Now we shall consider the method of nodal analysis, which is very closely the 
dual of mesh analysis. It should come as no surprise, then, that we shall first 
apply it to circuits which contain only current sources. This again is a tem
porary restriction. Nodal analysis, however, is more powerful than mesh analy
sis in one aspect : it applies equally well to both planar and nonplanar networks. 

ln mesh analysis we assumed M mesh currents in an M-mesh circuit, applied 
Kirchhoff 's voltage law around each of the M meshes, and then solved the re
sulting M equations for the M unknown mesh currents by determinants or any 
other convenient method. Any other current or voltage in  the circuit could 
then be quickly obtained by a sim pie use of Ohm's law or Kirchhoff's laws. ln 
nodal analysis we shall focus our attention on the nodes in the circui t; and our 
unknowns will be the voltages existing between each node and a reference node. 
Thus, in a circuit possessing N nodes, we shall identify one node as a reference 
node, assign a voltage between each of the remaining ( N - l )  nodes and the 
reference node, and apply Kirchhoff 's current law to each nonreference node. 
The (N - 1 )  equations which result may again be solved by determinants for 
the (N - 1 )  node-to-reference voltages . Other voltages and currents are then 
readily obtained if desired. 

Let us i l lustrate the method of nodal analysis with a simple example. Con
sider the circuit shown in Fig. 3 - 1 l a . There are only three nodes in this c i r
cuit, and we may emphasize their locations by redrawing the circuit, as shown 
in Fig. 3- 1 1 b, in which each node is identi fied by a number. We would now 
like to associate a voltage with each node, but we must remember that a volt
age must be defined as existing between two points in a network. We thus select 
one node as a reference node, and then define a voltage between each remain
ing node and the reference node. Hence, there wil l be only (N - l )  voltages 
defined in an N-node circuit. 

We choo>e node 3 as the reference node. Either of the other nodes could 
have been selected , but a l ittle s implification in the resultan t equations is ob
tai ned if the node to which the greatest number of branches is connected is 
identified as the reference node. ln some practical circuits there may be a 
large number of elements connected to a metallic case or chassis on which the 
circuit is built ; the chãssis is often connected through a good conductor to the 
earth. Thus, the metal lic case may be called "ground," and this ground node 
becomes the most convenient reference node. More often than not, it appears 
as a common lead across the bottom of a circuit diagram. 

The voltage between node l and the reference node 3 is identified as e1 , and 
ez is defined between node 2 and the reference. These two voltages are 
sufficient, and the voltage between any other pair of nodes may be found in 
terms of them. For example, the voltage of node l with respect to node 2 

is (e1 - ez) . These three voltages and their sense arrows are shown in Fig. 3 - 1  l c. 
ln this figure the resistance values have- also been replaced with conductance 
values. 
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e 1 - e1 
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(e) 
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Fig. 3-1 1  ( a )  A given three-node circuit. ( b )  The circuit is redrawn to 
emphasize the thr�e nodes and each node is numbered. (e) A voltage, includ
ing sense arrow, is assigned between each pair of nodes. (d ) The voltage 
assignment is simplijied by eliminating the sense arrows; it is understood 
that an arrow extends from the rejerence node to every other node. Voltages 
between nonrejerence nodes are not indicated. 

The circuit diagram is finally simplified in Fig. 3- 1 l d  by eliminating ali volt
age sense arrows. A reference node is plainly marked, and the voltages placed 
at each node are understood to be the voltage of that node with respect to the 
reference node. 

We must now apply Kirchhoff's current law to Plodes 1 and 2 .  We do this 
by equating the total current leaving the node through the severa! conduct
ances to the total source current entering the node. Thus, 

or 

0.5e1 + 0.2(e1 - e2) = 3 

0.7e1 - 0.2e2 = 3 

At node 2 we obtain 

or 

e2 + 0.2 (e2 - ei ) = 2 

- 0.2e1 + 1 .2e2 = 2 

(3-6) 

(3-7) 

Equations (3-6) and (3-7 )  make up a second-order system of linear algebraic 
equations with the two node voltages as unknowns. The constant coefficients 
are conductances, and we therefore define the conductance determinant, 

D. 
= 

1 
0.7 

g - 0.2 
- 0 . 2 1 

1 . 2  
= 0.84 - 0.04 = 0 .8  
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Hence, by Cramer's rule, 

I �  
- 0. 2 1 

t . 2  
0.8 

and 1 
0. 7  3

1 - 0. 2  2 

0 .8 

3 · 6  + 0.4 = 5 volts 
0.8 

2 .5  volts 

The vol tage between nodes 1 and 2 is (e1 - e2 ) ,  or 2 .5  volts. Since the voltage 
across every element is known, we may consider the analysis complete. 

Now let us look carefully at Eq. (3-6)  and try to interpret each of the 
coefficients and signs appearing in it, 

0 .7e1 - 0.2e2 = 3 (3-6) 

The coefficient of e 1  is, loosely speaking, the total conductance connected to 
node 1 .  A somewhat better statement describes it as the sum of the conductances 
of the severa) ·branches connected to node 1 .  Alternatively, we may state that 
the coefficient of e1 is the total conductance between node 1 and the reference 
node if ali the other nodes are considered to be connected to the reference node 
and ali current sources are open-circuited . The coefficient of e2 is negative in 
this equation applying to node 1 because the sense arrows for e1 and e2 both 
point away from the reference node. The coefficient 0 .2  is the sum of the con
ductances of the severa) branches connecting nades 1 aqd 2. Finally, thc con
stant 3 is the total current entering nade 1 from the current sources. Thus, lThe total conductance between nade 1 and 

�-----------< the reference nade, if al i  other nades are 1 considered to be connected to the refercnce 
O. 7 e1 - 0.2e2 = 3 nade and ali current sources are open-

circuited. 
The total current entering node 1 from 
current sources. 

�-------J The sum of the conductances of ali 
branches that connect nodes 1 and 2 .  

This s ign is always minus i f  the sense 
�---------< arrows for q and e2 both point away from 

the reference. 
We might try now to write Eq. ( 3 - 7) by inspection, keeping the unknowns 

e1 and e2 in the sarne order as before. Since the sum of the conductances in the 
branches connecting nodes 1 and 2 is 0 .2  mho, the coefficient of e1 must 
be ( - O. 2 ) .  Visualizing node 1 connected to the reference node and the current 
sources open-circuited, the conductance from node 2 to the reference is 
( !  + 0 . 2 ) ,  or 1 . 2  mhos. Hence, the coefficient of e2 must be 1 . 2 .  Since the 
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total current entering nade 2 from current sources is 2 amp, the equation is 

- 0.2e1 + 1 . 2e2 = 2 (3 -7 )  

which agrees with our previous result. 
We are very dose now to being able to write down, by inspection, either the 

necessary nodal equations or the solution in determinant form for any node 
voltage we desire, just as we did previously for mesh currents. Let us put down 
a general procedure for doing this, based on our observations about the 
coefficients in Eqs. (3-6) and ( 3 - 7 ) .  

1 .  Draw the circuit in planar form if possible. If this i s  not possible, make 
a neat, simple diagram. 

2 .  Indicate ali element and current-source values. Conductance values 
are preferable to resistance values. Each current source should be 
sensed. 

3. Assuming that the circuit has (N + 1 )  nades, choose one of these nades 
as a reference node. Then write the node voltages e1 , ez , . . . , eN at 
their respective nades, remembering that each node voltage is under
stood to be measured with respect to the chosen reference. 

4. Write the N equations necessary for an (N + 1 ) -node circuit. It is 
preferable to use a standard form : 

G11e1 - G12e2 - G13e3 -
- G21e1 + G22e2 - G23e3 -

- G1NeN = i1 
- G2NeN = i2 

where Gii is the total conductance from nodej to the reference node (ali 
other nades connected to reference and ali current sources open-cir
cuited) and always carries a plus sign, Gik is the total conductance con
necting nodes j and k and always carries a minus sign , and ii is the sum 
of ali source currents entering node j. 

5 .  Solve the N equations for the N unknown voltages. 

Now let us apply these rules to an example problem. The circuit is shown in 
Fig. 3- 1 2a and is redrawn in Fig. 3- 1 2b with the nades identified, a convénient 
reference chosen, and the node voltages specified. The system of nodal equa
tions may then be written : 

7 e1 - 3e2 - 4e3 = - 1 1  
- 3e1 + 6e2 - 2e3 = 3 

- 4e1 - 2e2 + 1 1  e3 = 25 

The conductance determinant is then 

7 
l::i.g = - 3 

- 4  

- 3  
6 

- 2  

- 4 1 - 2  = 7(62) + 3 ( - 4 1 ) - 4(30) = 1 9 1 
1 1  
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-8 amp 

Hence, 

! li -25 ampl 
5 li 

Rei. 

(a) (b) 

Fig. 3-12 (a) The given circuit. ( b) The sarne circuit redrawn with node 
voltages assigned. 

1 - l � - 3  - 4 1 6 - 2  
25 - 2  1 1  1 9 1  

1 volt e1 = 
1 9 1  1 9 1  

Similarly, 

e2 = 2 volts e3 = 3 volts 

lt  is noteworthy that the sarne symmetry that appeared in the resistance de
terminant 11, in mesh-analysis problems also prevails in these nodal-analysis 
problems. That is, in !1g the negative terms are symmetrically located in pairs 
on either side of the principal diagonal .  Also, al i  principal diagonal terms are 
positive. 

Before concluding our discussion of nodal analysis, it may be helpful to point 
out a few things we do not know yet about nodal and mesh analysis. One 
decision that must always be made first is whether to use mesh analysis or nodal 
analysis . At the present time, this question is easily answered because the type 
of source present decides this for us. However, we shall  shortly learn how to 
transform back and forth between current and voltage sources at wil l ,  and the 
decision will again confront us. The choice must be made then by considering 
the number of equations that will result from each method, and we should 
choose that method which produces fewer equations. If  the circuit is non
planar, then nodal analysis must be used . A study of elementary network 
topology and the use of loop equations in Chap. 1 8  will allow us to make a more 
careful choice . 

Occasionally, we are confronted with problems in which the sources and 
the e lement values are not ali given. Perhaps we are given a current in one 
branch of a network and must determine a resistance value somewhere else. 
We should not then go blindly ahead and use determinants and mesh and 
nodal analysis ; there may be a much easier method. For example, the three-
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2 amp 

15 ·i 3 0  

2 n  Fig. 3-13 A three- mesh 
circuit in which one of the 
resistance values is unknown 
but one current is specified. 
A series of simple steps 
shows that R = 2 oh ms. 

mesh circuit shown in Fig.  3 - 1 3  contains an unknowri resistance R and has a 
known current in the 3-ohm resistor. Although mesh analysis and determinants 
might be used, the unknown resistance can be found by a seqtience of very 
simple steps. The use of source transformations, Thévenin's theorem, and 

Norton's theorem also may offer a much simpler solution in many problems tlian 
a more formal use of mesh or nodal analysis. 

Drill Problems 

3-5 Use nodal analysis to determine ex in each circuit of Fig. 3 - 1 4 . 

Ans. 1 1  volts ; 9 volts ; - 1 volt 

3-6 Find the power del ivered by sources a,  b, and e in the circuit of 
Fig. 3- 1 5 .  

3-5 SOURCE TRANSFORMATIONS 

Ans. 1 8  watts ; 54 watts ; 1 62 watts 

l n  al i  our previous work we havc been making continuai use of ideal voltage 
and current sources ; it  is now time to take a stcp closer to reality by considering 
practical current and voltage sources. These sources will enable us to make 
more realistic representations of physical <levices. Having defined the practical 
sources, we shall then study methods whereby practical current and voltage 
sources may be interchanged without affecting the remainder of the circuit. 
Such sources will be called equivalmt sources. With the ability to transform cur
rent sources into voltage sources, and vice versa, mesh and nodal analysis both 
become applicable to any planar physical circuit .  

The ideal voltage source was defined as a <levice whose terminal voltage is in
dependent of the current through it. A one-volt d-c source produces a current 
of one ampere through a one-ohm resistor and a current of one million amperes 
through a one-microhm resistor ; it may provide an unlimited amount of power. 
No such <levice exists practically, of course, and we agreed that a real physical 
source might be representcd by an ideal source only as long as relatively small 
currents, or powers, were drawn from it. For example, an automobile storage 
battery may be approximated by an ideal d-c voltage source if its current 
is l imited to a few amperes . However, anyone who has ever tried to start an 
automobile with the headlights on must have observed that the lights dimmed 
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2 !l 

• 
12 amp l 1 f! 

(a} (b} 

2 U  2 U 
'-----"? e, 

6 ampi 2 U 2 U 2 U  2 U  2 U  16 amp 

(e) 
Fig. 3-14 See Drill Probs. 3-5 and 3-8. 

perceptibly when the battery was asked to deliver the heavy starter current, 
1 00 amp or more, in addition to the headlight current. Under these conditions, 
an ideal voltage source may be a very poor representation of the storage battery. 

The ideal voltage source must be modified to account for the lowering of i ts 
terminal voltage when large currents are drawn from it .  Let us suppose that 
we observe experimentally that a storage battery has a terminal voltage of 1 2  
volts when n o  current i s  ftowing through i t  and a reduced voltage o f  1 1  volts 
when 1 00 amp is ftowing. Thus, a more accurate representation might be an 
ideal voltage source of 1 2  volts in series with a resistor across which 1 volt 
appears when 1 00 amp ftows through it. The resistor must be O.O 1 ohm, and 
the ideal voltage source and this series resistance comprise a practical voltage 
source. This particular practical voltage source is shown connected to a general 

2 f! 

_ __. 9 amp 

1 n 2 n 2 !l 
Fig. 3-15 See Drill Prob. 
3-6. 
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Fig. 3-16 (a) A practical source is shown which approximates the behavior 
oJ a certain 1 2-volt storage battery. (b )  A ploi of terminal voltage versus 
load resistance. 

load resistor RL in Fig. 3- 1 6a ;  the terminal voltage of the practical source is the 
sarne as the voltage across RL and is marked eL. ln Fig. 3- 1 6b a plot of 
the terminal voltage as a function of the load resistance points out the fact that 
the output voltage approaches that of the ideal source only for large values of 
the load resistance where relatively small currents are drawn. The terminal volt
age is only one-half the voltage of the ideal source when the load resistance is 
equal to the internai resistance of the practical source. 

Let us now consider a general practical voltage source, as shown in Fig. 3- 1 7 . 
The voltage of the ideal source is e. , and a resistance Rse, called an internai re
sistance, is placed in series with it . The resistor is not one which we would wire 
or solder into a circuit, but merely serves to account for a terminal voltage 
which decreases as the load current increases, and thus its presence enables us 
to represent a physical voltage source more closely. The voltage eL across the 
load resistor RL is thus 

RL eL = es 
Rse + RL 

and the load current iL is 

es 
lL = ----Rse + RL 

R,.  

(3-8) 

(3-9) 

Fig. 3-1 7  A general practical volt
age source. 
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An ideal current source is also nonexistent in the real world ; there is no physical 
<levice which will deliver a constant current, regardless of the load resistance to 
which it is connected or the voltage across its terminais. A pentode vacuum
tube amplifier and certain transístor circuits will deliver a constant current to 
a wide range of load resistances, but the load resistance can always be made 
sufficiently large that the current through it becomes very small. Infinite power 
is simply never available. 

A practical current source is defined as an ideal current source in parallel with 
an internai resistance Rsi · Such a source is shown in Fig. 3- 1 8a, and the current zl, 
and voltage eL produced across a load resistor RL are indicated. It is apparent 
that 

(3- 1 O) 

and (3- 1 1 )  

The variation of load current with changing load resistance is shown i n  Fig. 3- 1 8b, 
and it is evident that the load current and ideal source current are approximately 
equal only for values of load resistance which are small compared with Rsi· 

We are now ready to discuss the equivalence of practical voltage and current 
sources. We shall define two sources as being equivalent if each produces identi
cal current and identical voltage in arry load resistance which is placed across its 
terminais. ln other words, if we are confronted with two black boxes, each hav
ing a single pair of terminais on it, then there is no way in which we can dif
ferentiate between the boxes by measuring current or voltage in a resistive load. 

It should be noted carefully that although equivalent sources will detiver the 
sarne current, voltage, and power to identical resistive loads, the power which 
the two ideal sources supply and the power absorbed in Rse and R8; may be quite 
different. 

Fig. 3-18 (a) A general practical current source. (b) The load current 
provided by the practical current source is shown as a function of the load 
resistance. 

i, 

O.S i, 

(a} 

Ideal source 
- - - - - - - -

(b) 
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Fig. 3-19 (a )  A given practical 
current source. ( b) The equivalent 
practical voltage source. 

(a) (b) 

The conditions for equivalence are now quickly established. Since the load 
currents are to be identical , from Eqs. (3-9) and (3- Hr) we have 

e, 
lL = ----

Rse + RL 

and if these two expressions are to be the sarne for any RL, then it follows that 

R,. = R,; = R, 

and e, = i,R, 

(3- 1 2) 

(3- 1 3) 

where we shall now let R, represent the internai resistance of either practical 
source. It is easily shown that these sarne two conditions may be obtained from 
Eqs. (3-8) and (3- 1 1 ) .  

A s  a n  example of the use of these ideas, consider the practical current source 
shown in Fig. 3 - 1 9a. Since its internai resistance is 2 ohms, the internai resist
ance of the equivalent practical voltage source is also 2 ohms ; the voltage of tlre 
ideal voltage source contained within the practical voltage source is ( 2 ) (3)  = 
6 volts. The equivalent practical voltage source is shown in Fig. 3- 1 9b. 

To check the equivalence, let us visualize a 4-ohm resistor connected to each 
source. ln both cases, a current of 1 amp, a voltage of 4 volts, and a power of 
4 watts are associated with the 4-ohm load. However, the ideal current source 
is delivering a total power of 1 2  watts, while the ideal voltage source is deliver
ing only 6 watts. Correspondingly different powers are dissipated in the two 
internai resistances. 

It is enlightening to develop the equivalence conditions by a slightly different 
method. Suppose that we are given a practical current source and are asked 
to determine the equivalent voltage source. There are two unknowns e8 and 
Rse· We therefore need two facts, or equations, and we may easily obtain these 
by forcing the current that each source delivers to a short circuit and the voltage 
that each delivers to an open circuit to be identical. We first equate the two 
short-circuit currents 

. . es lLsc = ls == -R,. 
and, hence, 

e, = i,R,. 
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and then the two open-circuit voltages 

or 

Finally, 

and 

as before. 

60 ví 

Drill Problems 

·3_7 Each ideal voltage source in the three circuits of Fig.  3-7 is in 
series with a resistance which may be interpreted as an internai resist
ance . Transform each practical voltage source into an equivalent prac
tical current source, and then write and solve the single nodal equation 
necessary. Determine ix. 

Ans. 1 . 375  amp; - 3 amp ; 2.4 amp 

3-8 Identify the practical current sources in the circuits of Fig. 3- 1 4  and 
transform each to an equivalent voltage source . Solve by mesh methods 
and find ex. 

3 -9 Find ex in each circuit of Fig. 3-20. 

Ans. 1 1  volts ; 9 volts·;· - 1 volt 

Ans. 45 volts ; 60 volts ;  1 2  volts 

15 Q 

( 
il2 amp s n  

) ..  

(a) 

10 Q 

rlOQ V T100 V 
8 fl  )• r 

(e) 

-5 ampt 1 

l2 amp 

6 f!  10 Q 
4 f!  

(b) 

Fig. 3-20 See Drill Prob. 3-9. 
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3-6 LINEARITY AND SUPERPOSITION 

With the exception of a couple of problems, ali the circuits which we have ana
lyzed up to now (and which we shall analyze later) are l inear circuits. At this 
time we must be more specific in defining a linear circuit. Having clone this, 
we can then consider the most important consequence of linearity, the principie 
of superposition. This principie is very basic and will appear repeatedly in our 
study of linear-circuit analysis. As a rnatter of fact, the nonapplicability of super
position to nonlinear circuits is the reason they are so difficult to analyze. 

The principie of superposition states that the response (a desired current or 
voltage) at any point in a linear circuit having more than one energy source 
(ideal current or voltage source) can be obtained as the sum of the responses 
caused by each energy source acting alone. ln the following discussion, we shall 
investigate the meaning of "linear" and "acting alone. "  We shall also take note 
of a slightly broader form of the theorem. 

The difference between linearity and nonlinearity may first be il lustrated by 
a nonelectrical example. Let us place one loaded truck (the forcing function) 
in the middle of a suspension bridge and measure the deftection (response) of 
the bridge. It turns out to be 3 in. A second truck may produce another 3 in. ,  
indicating a linear system, but if we try to extend the results too far we may ex
tend the bridge too far. The system becomes nonlinear, and response is no 
longer proportional to force or excitation. 

Let us first define a linear element as a passive element that has a linear voltage
current relationship. By a " linear voltage-current relationship" we shall mean 
simply that multiplication of the time-varying current through the element by a 
constant K results in the multiplication of the time-varying voltage across the 
element by the sarne constant K. At this time, only one passive element has 
been defined, the resistor, and its voltage-current relationship 

e(t) = Rz(t) 

is obviously linear. As a matter of fact, if e( t) is plotted as a function of i( t) ,  the 
result is a straight tine. We shall see in Chap. 4 that the defining voltage-current 
equations for inductance and capacitance are also linear relationships, as is the 
defining equation for mutual inductance presented in Chap. 1 6. 

We may now define a linear circuit as a circuit composed entirely of ideal 
sources and linear elements. From this definition, it  is easily shown that "the 
response is proportional to the source ," or that multiplication of ali the source 
voltages and currents by a constant K increases ali the current and voltage re
sponses by the sarne factor K. 

Given a linear resistive circuit, we may show the proportionality between 
source and response by describing the circuit in terms of a set of general nodal 
equations : 

G1 1e1 - G12e2 -
- G21e1 + G22e2 -

G1NeN = is1 
G2NfN = i.2 
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If we replace the sources i8 1 , is2 , . . .  , isN by Kis1 , Ki82 , . . .  , KisN, then it is 
evident that the solution of this new set of equations will be the node voltages Ke1 , 
Ke2 , . . . , KeN; every response is larger by a factor of K. A similar argument 
may be applied if a general system of mesh equations is used to describe the 
circuit. 

The most important consequence of linearity is superposition . Let us prove 
the superposition principie by considering first the circuit of Fig. 3-2 1 ,  which 
contains two energy sources, the current generators which force the currents ia 
and ib into the circuit. Sources are often called forcing functions for this reason, 
and the voltages which they produce between node 1 or 2 and the reference 
node may be termed response functions, or simply responses. Both the forcing func
tions and the responses may be functions of time. 

The two nodal equations for this circuit are 

0 .7e1 - 0.2e2 = ia 
- 0.2e1 + l .2e2 = ib 

(3- 1 4) 
(3- 1 5) 

Now let us perform experiment x. We change the two forcing functions to iax 
and ibx ; the two unknown voltages will now be different, and we shall let them 
be e1x and e2x· Thus, 

O. 7 e1x - O. 2e2x = iax 
- 0.2e1x + l . 2e2x = ibx 

(3- 1 6) 
(3- 1 7 ) 

We next perform experiment y by changing the source currents to iay and iby 
and by letting the responses be e1y and e2y, 

O .  7 e1y - 0.2e2y = iay 
- 0 .2e1y + l .2e2y = iby 

(3- 1 8) 
(3- 1 9) 

These three sets of equations describe the sarne circuit with different source cur
rents . . Let us add or superpose the last two sets of equations. Adding Eq. (3- 1 6) 
to Eq. (3- 1 8) ,  

(0 .7e1x + 0 .7e1y) - (0 .2e2x + 0.2e2y) = iax + iay 
0 .7e1 0 .2e2 la 

and adding Eq. (3- 1 7 ) to Eq. (3- 1 9) ,  

- (0.2e1x + 0.2e111) + ( l .2e2x + l . 2e211) = ibx + iby 
- 0.2e1 + l .2e2 lb 

Fig. 3-21 A three-node circuit containing i ,, j two forcing functions which is used to 
illustrate the superposition principie. 

e ' 

5 íl 

2 íl 1 íl 

Rei. 

e , 

(3-20) 
(3- 1 4) 

(3-2 1 )  
( 3- 1 5) 
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where Eq. (3- 14 )  has been written immediately below Eq. (3-20) ,  and Eq. (3- 1 5) 
below Eq. (3-2 1 )  for easy comparison .  

The linearity of al i  these equations allows us to compare Eq.  (3-20)  with Eq. 
( 3 - 1 4) and Eq. (3 -2 1 )  with Eq. (3- 1 5 )  and draw an interesting conclusion. If 
we select Íax and Íay such that their sum is Ía, select Íbx and iby such that their 
sum is ib, then the desired responses ei and e2'may be found by adding eix to eiy 
and e2x to e2y, respectively. ln other words, we may perform experiment x and 
note the responses, perform experiment y and note the responses, and finally add 
the corresponding responses. These are the responses of the original circuit to 
sources which are the sums of the sources used in experiments x and y. This is 
the fundamental concept involved in the superposition principie. 

It  is evident that we may extend these results by breaking up either source 
current into as many pieces as we wish ; there is no reason why we cannot per
form experiments ;: and q also. It is only necessary that the algebraic sum of 
the pieces be equal to the original current. It should also be evident that 
superposition is applicable to any resistive circuit which can be described by the 
set of N linear algebraic equations appearing on page 78. Superposition is 
also applicable to circuits containing ideal voltage sources, as may be shown by 
writing a set of mesh equations. 

The superposition lheorem usually appears in a form similar to the following : 

ln any linear resistive nelwork containing severa! sources, lhe vollage across or lhe 
currenl lhrough any rssislor or source may be calculated by adding algebraically ali 
lhe individual voltages or currents caused by each source acling alone, with ali 
other voltage sources replaced by short circuits and ali olher current sources 
replaced by open circuits. 

Thus if there are N sources, we perform N experiments. Each source is active 
in only one experiment, and only one source is active in each experiment. An 
inactive voltage source is identical with a short circuit, and an inactive current 
source is an open circuit. 

Our proof of superposition, however, should indicate that a much stronger 
theorem might be written ; a group of sources may be made active and inactive 
collectively, if we wish. For example, suppose there are three sources. The 
theorem above states that we may find a given response by considering each of 
the three sources acting alone and adding the three results. Alternatively, we 
may find the response due to the first and second sources operating with the 
third inactive, and then add to this the response caused by the third source 
acting alone. This amounts to treating severa! sources collectively as a sort of 
supersource. 

There is also no reason that a source must assume only its given value or a 
zero value in the severa! experiments ; it is only necessary for the sum of 
the severa! values to be equal to the original value. An inactive source almost 
always leads to the simplest circuit, however. 

Let us illustrate the application of the superposition principie by considering 
an example in which both types of source are present. It is not necessary to 
transform either source. For the circuit of Fig. 3-22, let us use superposition to 
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Fig. 3-22 A circuit containing 
both a current and voltage source 
which is used as an example of 
superposition. 

i ,  
9 0  ji, = 2 amp 

write an expression for the unknown branch current ix. We may first kil l  the 
current source and obtain the portion of lx due to the voltage source as 0.2 amp. 
Then if  we kill the voltage source and apply current division ,  the remaining 
portion of ix is seen to be 0.8 amp. We might write the answer in detail as 

ix = ix [ . + ix l = -3- + 2 -6- = 0.2 + 0.8 = 1 .0 amp 
'., = O e8 = 0  6 + 9 6 + 9 

We must constantly be aware of the l imitations of superposition. It is appli
cable only to linear responses, and thus the most common nonlinear response, 
power, is not subject to superposition. For example, consider two ! -volt batteries 
in series with a 1 -ohm resistance. The power delivered to the resistor is obviously 
4 watts, but if  we mistakenly try to apply superposition we might say that each 
battery alone furnished 1 watt and thus the total power is 2 watts. This is 
incorrect. 

Drill Problems 

3 - 1 0  Use the superposition principie to find lx in each of the circuits 
shown in Fig. 3-23a, b ,  and e. 

2 0  3 0  

! !l 
js V 

(a) 

(e) 

Ans. - 3.33 amp; 3 .64 amp; 5.03 amp 

2 0  

i , 

8 !l 

i , 

(b) 

Fzg. 3-23 See Drill 
Prob. 3-10. 
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3 COS 2t V 
----7 ,.-· .rLJ,. 

(a) 

120 sin ( 1000 1 + 30° ) v 
--=-7 

10 íl 

----7 
10 v2 cos ( 500 1 + 45° ) 

(b) 

Fig. 3-24 See Drill Prob. 3- 11 .  

1 1 . 88 sin (1 + 1 ) v -=-7 
.--��---;"-Jr---��� 

5 íl 

(e) 

3- 1 1  ln each circuit of Fig. 3-24a, b, and e show that the instantaneous 
power delivered to the 5-ohm resistor at t = O is 20 watts. 

Ans. 20 watts ; 20 watts ; 20 watts 

3-7 THÉVENIN'S AND NORTON'S THEOREMS 

Now that we have proved the superposition principie, it becomes possible to prove 
two more theorems which wil l  greatly simplify the analysis of many linear circuits. 
The first of these theorems is named after M. L. Thévenin, a French engineer 
working in telegraphy, who first published a statement of the theorem in 1 883 ; 
the second may be considered a corollary of the first and is credited to E. L. 
Norton, a scientist with the Bell Telephone Laboratories. 

Let us suppose that we need to make only a partia! analysis of a circuit; per
haps we wish to determine the current, voltage, and power delivered to a single 
load resistor by the remainder of the circuit, which may consist of any number 
of sources and resistances. Thévenin's theorem then tells us that it is possible to 
replace everything except the load resistor by an equivalent circuit containing 
only an ideal voltage source in series with a resistor ; the response measured at 
the load resistor will be unchanged. Using Norton's theorem, we should obtain 
an equivalent composed of an ideal current source in parallel with a resistor. 

It should thus be apparent that one of the main uses of Thévenin's and 
Norton's theorems is the replacement of a large part of a network, often a com
p licated and uninteresting part, by a very simple equivalent. The new, simpler 
circuit enables us to make rapid calculations of the voltage, current, and power 
which the original circuit is able to deliver to a load. It also helps us to choose 
the best value of this load resistance. ln a vacuum-tube amplifier, for example, 
the Thévenin or Norton equivalent enables us to determine the maximum 
power that can be taken from the amplifier and the type of load that is required 
to accomplish a maximum transfer of power or to obtain maximum practical 
voltage or current amplification. 
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Network A 
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1 1 
L _ _ _ _  _J 

Network B 

Fig. 3-25 A simple resistive 
circuit is divided into network 
A, in which we have no de
tailed interest, and network B, 
a load resistor with which we 
are fascinated. 

Consider the circuit shown in Fig. 3 -25 .  The broken t ines separate the cir
cuit into networks A and B; we shal l  assume that our main interest is in net
work B, which consists only of the load resistor RL. Network A may be simplified 
by making repeated source transformations.  We first treat the 1 2 -volt source 
and the 3 -ohm resistor as a practical vol tage source and replace it with a practi
cal current source consisting of an ideal 4-amp source in parallel with 3 ohms. 
The parallel resistances are then combined into 2 ohms, and the practical cur
rent source which results is transformed back into a practical voltage source. 
The steps are i ndicated in  Fig. 3 - 26 ,  the final resu lt appearing in  Fig. 3 -26d. 

Fig. 3-26 The source transformations and resistance combinations involved 
in simpliJYing network A are shown in order. The result, shown in (d ), is 
the Thévenin equivalent. 

, - - - - - - - - - - - 1  

1 1 
1 

7íln : 
4 ampi 
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1 : 
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(a) 

, - - - - - - - - - - 1 

1 1 1 2 íl 7 íl 1 
1 1 

8 v/ 1 1 1 1 1 
1 1 
1 1 
L _ _ _ _ _ _ _ _ _ _  _J 

Network A 

(e) 

R l 

r- - - - - - - - - ---, 

1 1 
1 7íl 

i 4 ampi 2 íl 

1 1 
1 1 
L _ _ _ _ _ _ _ _  _J 

Nctwork A 

(b) 

r - - - - - , , - - - , 

1 1 
9 íl 1 

/ 8 vj 1 
1 
1 1 L _ _ _ _ _  _J 

Network A 

(d) 

1 1 
1 1 1 1 
1 Rl 1 
1 
1 
1 
L _ _ _  

Networlc B 

/ 
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From the viewpoint of the load resistor RL, this circuit (the Thévenin equivalent) 
is equivalent to the original circuit ;  from our viewpoint, the circuit is much 
simpler and we can now easily compute the power delivered to the load. It  is 

Furthermore we can see from the equivalent circuit that the maximum voltage 
which can be obtained across RL is 8 volts ; a quick transformation of network A 
to a practical current source (the Norton equivalent) indicates that the maxi
mum current which may be delivered to the load is % amp; and a review of the 
results of Chap. 2, Prob. 1 6, shows that a maximum power is delivered to RL 
when RL is 9 ohms. None of these facts is apparent from the original circuit. 

If  network A had been more complicated, the number of source transforma
tions and resistance combinations necessary to obtain the Thévenin or Norton 
equivalent could easily become prohibitive. Thévenin's and Norton's· theorems 
allow us to find the equivalent circuit much more quickly and easily, even in 
more complicated circuits. 

Let us now state Thévenin's theorem formally and then consider the problem of 
proving it . The theorem is : 

Given any linear aclive circuit, rearrange it in the form of two networks A and B 
that are connected together by two resistanceless conductors. De.fine a voltage e0e 
as the open-circuit voltage which would appear across lhe terminais of A if B 
were disconnected so that no current is drawn from A .  Then ali the currents and 
voltages in B will remain unchanged if A is killed (ali volt age sources and cur
rent sources in A replaced by short circuits and open circuits, respectively) and an 
ideal voltage source e0e is connected, with proper polarity, in series with the dead 
(inactive) A network. 

Figure 3-27 affords a brief pictorial outline of the steps of the theorem stated 
above. Note how the polarity of e0e is chosen to give the correct polarity in the 
equivalent circuit ;  the open-circuit voltage of Fig. 3 -27  b must be the sarne as 
that of Fig. 3-27c. 

Before presenting the proof of Thevenin's theorem, let us see if we can apply 
it  successfully to the circuit we considered in Fig. 3-25 .  Disconnecting RL, 
voltage division enables us to determine that e0e is 8 volts. Killing the A net
work, that is, replacing the 1 2-volt source by a short circuit, we see looking back 
into the dead A network a 7-ohm resistor connected in series with the parallel 
combination of 6 ohms and 3 ohms. Thus the dead A network can be 
represented here by simply a 9-ohm resistor. This agrees with the previous re
sult . 

The equivalent circuit we have obtained is completely independent of the B 
network, because we have been instructed first to remove the B network and 
measure the open-circuit voltage produced by the A network, an operation 
which certainly does not depend on the B network in any way, and then 
to place the inactive A network in series with a voltage source eoe· The B 
network is mentioned in the theorem and proof only to indicate that an 



85 Some Useful Techniques of Circuit Analysis 

(a) Given ' 

(b) then ' 

Fig. 3-27 A pictorial outline of lhe 
steps which comprise Thévenin 's (e) wherc ' 

theorem. 

A 

equivalent for A may be obtained no matter what arrangement of elements is 
connected to lhe A network; the B network represents this general network. 

Now let us devote severa! pages to proving the theorem in its general form. 
We shall do so by showing that the original A network and the Thévenin 
equivalent of the A network both cause the sarne current to flow into the 
terminais of the B network. If the currents are the sarne,  then the voltages 
must be the sarne ; in other words, if we apply a certain current,  which we might 
think of as a current source, to the B network, then the current source and the 
B network constitute a circuit which has a specific i nput voltage as a response. 
Thus, the current determines the voltage. Alternatively we could, if we wished, 
show that the terminal voltage at B is unchanged, because the voltage also de
termines the current uniquely.  If  the input voltage and current to the B net
work are unchanged, then it fol lows that the currents and voltages throughout the 
B network are also unchanged. 

Let us first prove the theorem for the case where the B network is inactive. 
After this step has been accomplished, we may then use the superposition prin
cipie to extend the theorem to include B networks which contain sources. 

The current i, flowing in the upper conductor from the A network to the B 
network, is therefore caused entirely by the sources present in the A network. 
Suppose now that we add an additional voltage source ex, which we shall cal! 
the Thévenin source, in the conductor in  which i is measured, as shown in Fig. 
3-28a, and then adjust the magnitude and time variation of ex until the current 
is reduced to zero. By our definit ion of e0c, then,  the voltage across the ter
minais of A must be e0c since no current is flowing. The B ne twork is dead, 
and no current is entering i ts terminais ;  therefore, there is no voltage across the 
terminais of the B network, and by Kirchhoff 's voltage law the voltage of the 
Thévenin source is e0c volts, ex = e0c- Moreover, since the Thevenin source and 
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the A network jointly deli ver no current to B, and since the A network by itself 
delivers a current i, then superposition requires that the Thévenin source act
ing by itself deli ver - i amp to B. The source acting alone in a reversed direc
tion, as shown in Fig. 3 -28b, therefore produces a current in the upper lead i. 
This situation, however, is the sarne as the conclusion reached by Thévenin's 
theorem : the Thévenin source e0c acting in series with the inactive A network is 
equivalent to the given network. 

Now let us consider the case where the B network may be an active network. 
We now think of the current i, flowing from the A network to the B network 
in the upper conductor, as being composed of two parts ÍA and ÍB, where ÍA is 
the current produced by A acting alone and the current ÍB is due to B acting 
alone. Our ability to divide the current into these two components is a direct 
consequence of the applicability of the superposition principie to these two linear 
networks ; the complete response and the two partia) responses are indicated by 
the diagrams of Fig. 3-29. 

The partia) response ÍA has already been considered ; if network B is inactive, 
we know that network A may be replaced by the Thévenin source and the inac
ti ve A network. ln other words, of the three sources which we must keep in 
mind, those in A ,  those in B, and the Thévenin source, the partiàl response ÍA 
occurs when A and B are dead and the Thévenin source is active. Preparing 
for the use of superposition , we now let A remain inactive, but turn on B and 
turn off the Thévenin source ; by definition, the partia! response i8 is obtained. 
Superimposing the results, the response when A is dead and both the Thévenin 
source and B are active is iA + iB. This sum is the original current i, and the 
situation wherein the Thévenin source and B are active, but A is dead, is the 
desired Thévenin equivalent circuit .  Thus the active network A may be re
placed by its Thévenin source, the open-circuit voltage, in series with the inac
tive A network, regardless of the status of the B network ; it may be either active 
or inactive. 

There are severa) points about the foregoing proof which deserve emphasis. 
First, we should note that it has not been necessary to impose any restrictions 

A 

Fig. 3-28 (a)  The Thévenin source is inserted in the circuit with B in
active and adjusted until no current.fiows. No voltage appears across network 
B and thus e., = Coe· The Thévenin source thus produces - i amp while 1 
network A provides i amp. ( b) The Thévenin source is reversed and network 
A is killed. The current is therefore i. 

e, 

� 
O amp 

� � 
.i 
. 

i•oc B A B 

( dead ) ( dead ) ( dead ) 

(a) (b) 
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Fig. 3-29 Superposition enables the 
current i to be considered as the sum ef 
two partia/  responses. 

(a) If, 

(b) and, 

(e) then' 

A 

A 

( dead ) 

._ili. 
� 

B 

( dead ) 

JB 
� 

B 

on A or B, other than requiri ng that the original circuit composed of A and B 
be a l inear circuit. No restrictions were imposed on the complexity of A or B;  
e i t)1er  one may contain any combi nation of voltage sources, current  sources, 
resistors, or any other circuit elements which are linear. The general nature of 
the theorem and proof will enable it to be applied to networks containing 
inductors and capacitors, which are l inear passive circuit elements to be defined 
in the following chapter. At this t ime, however, resistors are the only passive 
circuit elements which have been defined, and the application of Thévenin's 
theorem to resistive networks is a particularlv simple special case . The dead A 
network can be represented by a single equivalent resistance, Rth · 

U ntil the other passive circuit elements are introduced , then, we may utilize 
the simpler version of Thévenin 's theorem outlined in Fig. 3 -30 ;  network A is 
replaced by an equivalent circuit composed of the Thévenin source and the 
Thévenin resistance. 

l t  sti l l  remains to state and prove Norton's theorem .  This theorem bears a 
close resemblance to Thévenin's theorem,  the resemblance being another con
sequence of duality ; as a matter of fact, the two statements will be used as an 
example of dual language when the duality principie is discussed in Chap. 4. 

Norton's tlzeorem may be stated as follows : 

Gzven any linear aclive circuit, rearrange it in tlze form of two networks A and B 
tlzat ar� connected togetlzer by two resistanceless conductors. Define a current isc 
as tlze slzort- circuit current wlziclz would appear at tlze terminais of A if B were 
slzort-circuited so tlzat no voltage is provided by A .  Tlzen ali tlze voltages and 
currents in B will remain unclzanged if A is killed (ali current sources and volt
age sources in A replaced by open circuits and short circuits, respectively) and an 
ideal current source isc is connected, witlz proper polarity, in parallel witlz the 
dead (inactive) A network. 
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Fig. 3-30 A pictorial statement of 
Thévenin 's theorem for the special 
case in which network A is an active 
resistive network. 

1 1 i 1 .. 
(a) If, A 

(b) then : �rcr:j 
(e) where :  

(d) and, 

A 

A 

( dead ) 

B 1 
B 1 

j•oc 

Let us first consider the special case in which the B network is inactive. Our 
given circuit is therefore of the form shown in Fig. 3-3 l a .  We now add a cur
rent source ix, which we shall term the Norton source, between the two connect
ing leads, as shown in Fig. 3 -3  l b , and adjust its amplitude and time variation 
until the current fiowing into B is reduced to zero. This zero current requires 
that the voltage across the B network be zero ; thus, the voltage across the ter
minais of the A network must also be zero, and the current drawn from the A 
network must be the short-circuit current isc· Hence, ix = - isc ·  The proof 
for this special case is concluded by realizing that if A alone provides i amp, 
then the Norton source alone provides - i amp and a reversai of the Norton 
source, as shown in Fig. 3-3 l c, must produce i amp. Thus this circuit and the 
original circuit are equivalem. 

If B is an active network, then an additional application of the superposition 
principie is needed. The given circuit is now considered to produce the re
sponse i as the sum of the two components iA and i8. The first, iA , is produced 
when A is dead and when the Norton source is on and B is off. The remaining 
portion, iB, is provided also for the case of A dead, but with the Norton source 
off and B on. Superposition thus shows that iA + iB, or i, is the response if A 
is dead but both the Norton source and B are active. This is the desired con
clusion and completes the outline of the proof of Norton's theorem. The proof 
has been sketchy, but this provides an excellent opportunity to draw a few 
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additional diagrams and to provide a few additional phrases in arder to test our 
understanding of the principies involved in the proof. 

If A is an active resistive network, then i t  is obvious that the inactive A net
work may be replaced by a single equivalent resistance, which we shall also call 
the Thévenin resistance, since i t  is once again the resistance viewed at the ter
minais of the inactive A network. The Norton equivalent of an active resistive 
network is therefore the Norton current source isc in parallel with the Thévenin 
resistance Rth · This special case, which is sufficient for our present purposes 
since no other passive elements have as yet been defined, is outl ined in 
Fig. 3 -32 .  

There is an important relationship  between the Thévenin and Norton 
equivalents of an active resistive network. The relationship may be obtained by 
applying a source transformation to either equivalent network. For example, 
if we transform the Norton equivalent, we obtain a voltage source iscRth in 
series with the resistance Rth ; this network is in  the form of the Thévenin 
equivalent, and thus 

( 3 -22) 

l n  resistive circuits containing dependent sources, we shall often find it more con
venient to determine either the Thévenin or Norton equivalent by finding both 
the open-circuit voltage and the short-circuit current and then determining the 
value of Rth as their quotient.  It is therefore advisable to become adept at find
ing  both open-circuit  vol tages and short-circuit currents,  even in the si mple 
problems which follow. If the Thévenin and Norton equivalents are determined 
independently, Eq. ( 3 - 2 2 )  may serve as a useful check. 

A 

( dead ) 

Fig. 3-31 (a) The given czrcuit to which Norton's theorem is to be applied; 
the special case is considered in which B is inactive. ( b) The Norton source 
is inserted in the circuit and adjusted until no current fiows. No voltage np
pears across network A or B and thus ix = - isc· The Norton source thus 
produces - i amp while network A provides i amp. (e) The Norton source 
is reversed and network A is killed. The current is therefore i. 

1 1 
Í ac O amp 

B A B 

( dead ) ( dead ) 

(b) 

B 

( dead ) 

(e) 



90 The Resútive Circuit 

Fig. 3-32 A pictorial statement of 
Norton's theorem for the special case in 
which network A is an aclive resistive 
network. 

(a) If: 

(e) where: A 

(d) and : A 

( dead ) 

R1h ......--

For the circuit of Fig. 3-25 ,  the current fiowing downward through a short 
circuit across the terminais of network A 1s 

1 2  6 
lsc = ---- - = % amp 

3 + 4 f ü  1 3  

and the Norton equivalent o f  A i s  therefore a n  ideal %-amp current source in 
parallel with 9 ohms. 

Although we are devoting our attention almost entirely to the analysis of linear 
circuits, it is enlightening to know that Thévenin's and Norton's theorems are 
both valid if network B is nonlinear ; only network A must be linear. 

Drill Problems 

3- 1 2  Find the open-circuit voltage and Thévenin resistance of each of 
the two-terminal networks shown in Fig. 3-33 .  

Ans. 30 volts, O ohms; 60 volts, 12  ohms; - 20 volts, 3 ohms 

3- 1 3  Find the short-circuit current and Thévenin resistance of each of 
the two-terminal networks shown in Fig. 3-34.  

Ans. 6 amp, 8 ohms ; - 1 .5  amp, 40 ohms; 16 amp, 5.62 ohms 
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3 - 14  ln  each circuit of  Fig. 3 - 35 ,  find the  value of  RL which will 
absorb a maximum power, and determine this maximum power. 

Ans. 2.4 ohms, 72 .6 watts ; 25 ohms, 81 watts ; 10 ohms, 90 watts 

Problems 
• 1 Redraw the circuits shown in Fig. 3 -36 as planar circuits and determine 

the number of meshes in each. 
2 Redraw the circuit of Fig. 3-4 in such a way that the 3-ohm branch is on 

the right and the 4-ohm 1 0-volt arm is in the center. Solve by mesh 
analysis and compare with the solution of the original circuit. 

•3 ln the circuit of Fig. 3 -37a ,  the left vol tage source is delivering 24 watts. 
Find Rx. 

4 Draw a possible circuit, showing ali mesh currents, which will yield the 
following set of mesh equations : 
(a) 1 0i1 - 2i2 = 1 8  

- 2i1 + 5i2 = - 6  
(b) 20i1 - 4i2 = 50 

- 4i1 + 25i2 - 1 013 = o 
- l Oi2 + 1 2 i3 = 25 

•5 Choose a set of mesh currents for the circuit of Fig. 3 -37  b and then 
systematically eliminate variables in the resultant set of equations to de
termine ix. 

Fig. 3-33 See Drzll Prob. 3- 12. 

20 n 

30 n 

(a) (b} 

Fig. 3-34 See Drill Prob. 3-13. 

(a} (b) 

3 fl 

1 n 

(e) 

2 n  

10 n 

(e) 
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R L  l amp 

50 vi 

(a) 

2 0  

3 ampj 4 0 R L  

(e) 

Fig. 3-35 See Drill Prob. 3-14. 

i 
(a) 

i 

i 
(e) 

1 o 

3 0 

6 amp
• 

IO O 

15 o R L  

2 0  

30 V � 

(b) 

j12 amp 

(b) 

Fig. 3-36 See Prob. 1 .  
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•6 Evaluate the following determinants : 
(a) l i  2 ! I  (b) 4 o o o 

3 o 4 o o 
o o 4 o 
o o o 4 

(e) 1 -� 1 - 1 1 (d) - 2  - 2  - 1  

o - 2  - 2  
- 1  - 2  - 2  - 1  

2 - 2  - 1  
7 The lamp in the circuit of Fig. 3-38 is nonlinear and has a resistance equal 

to 50 times the value of the current through it ( in  ohms and amperes). 
(a) Assign mesh currents, write the two mesh equations, and find the lamp 
current by elimination of variables. (b) Is Cramer's rule applicable to this 
set of nonlinear simultaneous equations? (e) By what factor does the lamp 
current increase if the source voltage is doubled? 

•8 Find ix in the circuits shown in Fig. 3-39a and b. 
9 Redraw the circuit of Fig. 3 -40 in planar form and find the power delivered 

by each source. 
10 Construct a circuit to which this set of mesh equations may apply : 

5i1 - 2i2 = 4 - 2i1 + 7 i2 - 3i3 = 5 
• 1 1 Find ex in the circuit shown in Fig. 3-4 l a . 

1 2  Find lx i n  the circuit shown i n  Fig. 3-4 1 b. 

- 3i2 + 4i3 = o 

•1 3 Find the power delivered to the 3-ohm resistor in the circu.it of Fig. 3-42a. 
14 The circuit diagram shown in Fig. 3-42b represents the electrical system of 

Fig. 3-37 (a) See Prob. 3. (b)  See Prob. 5. 

4 n 3 !"!  2 n 1 n 

R ,  

(a) 

5o n 

150 vi 200 n Lamp 

2 !"!  3 !"!  

19 V 
(b) 

Fig. 3-38 See Prob. 7. 
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(a) 

Fig. 3-39 See Prob. 8. 

1 o 

Fig. 3-40 See Prob. 9. 

3 0  

1 o 

(a) 

Fig. 3-41 (a) See Prob. 1 1 .  

l l V 
s o i.  

(b) 

1 0 

2 0  

12  vÍ 6 0  

(b) 

(b )  See Prob. 12. 

an automobile having certain accessories. Determine the power delivered 
to or furnished by each of the six main elements and find the total power 
lost in the internai resistances of the two sources. 

•15 The diagram of Fig. 3-43 represents a load of 0.03 ohm being supplied by 
two batteries in parallel . Each battery is composed of three cells in series ; 
the voltage of a cell is represented by an ideal 2 . 1 -volt source and the re
sistance of a cell by a resistance of 0 .02  ohm. One cell has reached the 
end of its useful life, however, showing a voltage of only 1 . 8 volts and hav-
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ing a resistance of 0. 1 4  ohm. (a) Find the current in the load and in each 
cel l .  State whether the cell is charging or discharging. (b) Find the 
power delivered to the load and the total power lost in the cell resistances. 

16 Find the value of R which will cause ix to be zero in the circuit of 
Fig. 3-44. 

• 1 7  Find the power absorbed b y  each source and conductance i n  the circuit of 
Fig. 3-45a. 

18  Find ex i n  the circuit illustrated by Fig. 3-456. 
•19 Find the unknown conductance G if the 1 0-amp source m Fig. 3-46a is 

furnishing: (a) 450 watts ; (b) 350 watts. 
20 Find the value of G which will cause ix to be zero in the circuit of 

Fig. 3-466 and compare the circuit and result with Prob. 1 6. 

2 11  

(a) 

12 

(b) 

0.03 11 

Radio 

2.5 11 

Fig. 3-42 (a)  See Pro b. 13. 
( b )  See Prob . 14 .  

���������·���������� 

Fig. 3-43 See Prob. 15. 
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•21 By making repeated source transformations, find both the  practical cur
rent source and the practical voltage source which are equivalent to each 
of the general sources shown in Fig. 3-4 7 .  

22 Solve for the current in the 2-ohm branch of Fig. 3-48a by first using mesh 
equations for the circuit as drawn and then by replacing the two voltage 
sources by current sources and writing a single nodal equation. 

•23 Solve for the power delivered to the 1 0-ohm resistor in the circuit of 
Fig. 3-48b by first using current sources and nodal equations and then using 
voltage sources and mesh equations. 

4 am� 

O ampi 

R, 

R, Rc 

../ Rc 

R, R 

2 U 2 U  

(a) 

Fig. 3-45 (a) See Prob. 17. ( b) See Prob. 18. 

Fig. 3-46 (a) See Prob. 19. ( b) See Prob. 20. 

5 amp� 
G i,j G, 

!O fl s n  j2 amp 

(a) 

Fig. 3-44 See Prob. 16. 

2 !"!  

(b) 

(b) 



97 Some Useful Techniques of Circuil A nalysis 

(a) (b) 

Fig. 3-47 See Prob. 21 .  

3 íl 6 íl 

i ,  

2 íl 

(a) 

6 íl 

124 V 

2 íl 

3 !1  

(e) 

10 n 

Fig. 3-48 (a) See Prob. 22. ( b) See Probs. 23 and 24. 

(d) 

s n 

1s n 

(b) 

24 Rework Prob. 23 by making repeated source transformations until a single 
practical voltage source is in series with the 1 0-ohm resistor. 

25 Show that when equivalent voltage and current sources are connected to 
identical loads, the power dissipated internally in the two sources is in gen
eral different. Is the power delivered by each source to its load the sarne? 
Is the total power delivered by each source to its load plus its internai re
sistance the sarne? Under what conditions are the i nternally dissipated 
powers equal? 

26 (a) Show that the normal procedure for making source transformations 
does not work for ideal sources. (b) Assume that an ideal voltage source 
of 1 00 volts is in series with a 50-ohm resistor. The voltage, current, and 
power in the resistor are easily obtained. Now let us transform the ideal 
voltage source into an ideal current source by a slightly underhanded 
procedure. Insert an additional resistance R in series with the source, 
transform to a practical current source, and then find the voltage across 
the 50-ohm load in terms of R. Finally, take the limit as R becomes van
ishingly small and show that the resultant answer is correct. This method 
is always applicable, but its use is often an admission that the easy way to 
solve the problem has been overlooked . 

•27 Experimental measurements on a practical source show that it provides 
50 volts across a 1 00-ohm load and 60 volts across a 200-ohm load. De
termine equivalent voltage and current sources. 
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10 f! 

100 ·I 
30 f! 

(a) 

... , 
40 f! 

Resistive 
network 

(b) 

; , 

Fig. 3-49 (a) See Prob. 30. (b) See Prob. 31 . 

Resistive 
network 

� 
(a) 

Fig. 3-50 See Prob. 32. 

r - - - - - - - - - - - --, 
1 1 

1 1 
L _ _ _ _ _ _ _ _ _ _ _  J 

(b} 

28 A practical source can provide 200 volts on open circuit and 5 amp in a 
short circuit. Determine equivalent voltage and current sources. 

•29 If an automobile battery delivers 1 2  volts on open circuit but only 1 1  volts 
to a load drawing 20 amp, how much power will be dissipated inside the 
battery when a 0. 1 -ohm resistor is connected across the battery terminais? 

30 Find the value of e82 for which ix is zero in the circuit of Fig. 3-49a. 
•3 1 The resistive network in the sketch of Fig. 3-49b is of unknown configura

tion. Experimental measurements show that if e81 = e82 = 1 2  volts, then 
ix = 3 amp ; but if e81 = 1 2  volts and e82 = 6 volts, then ix = 1 amp. 
(a) Find e82 if e81 = 1 2 volts and ix = O. (b) Find e81 if e82 = 3 volts and 
ix = 2 amp. (e) Try to find a two-resistor network which has ali the 
above characteristics. 

32 The resistive network shown in the sketch of Fig. 3-50a has the following 
characteristics : if i81 = i,2 = 9 amp, then ex = O; but if i,1 = 9 amp and 
i82 = - 9  amp, then ex = 20 volts. (a) Find ex if i81 = 9 amp and 
i82 = O. (b) Find e., if i81 = 3 amp and i82 = - 6  amp. (e) Assume that 
the network has the form sketched in Fig. 3-50b and show that any com
bination of RA and RB for which 9RARB = l ORB + 20RA will satisfy the 
conditions of the problem. 
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+33 A certain network contains two sources and a large number of resistors, 
one of which is designated RL. Measurements at RL with a wattmeter show 
that it receives 20 watts when only the first source is active and 80 watts 
when only the second source is active. What power does it receive when 
both sources are operating? 

34 A certain nonlinear resistor has a resistance which is proportional to the 
current flowing in it, R = I OOi. Assume two 1 00-volt ideal sources in 
series with it and calculate the current through it. Show that superposi
tion does not apply in this simple nonlinear circuit. 

•35 ln the circuit of Fig. 3-5 1 a ,  determine the first value of t greater than zero 
at which ir = O. 

36 (a) Assume an ideal voltage source e8 in series with a fixed internai resist
ance R,, and an adjustable load resistance RL. Let the voltage and current 
at RL be e and i. RL is now varied from O to oo ,  and e is plotted versus i. 
Determine de/di and describe the curve, giving intercepts. (b) A labora
tory source is measured� and it is found that the plot of e versus i is very 
closely given by e = 200 � What practical voltage source is a 
reasonable approximation for this source for small currents (say less than 
1 amp)? 

•37 Find e0 in the circuit of Fig . 3-5 1 b .  
38 Find and draw the Thévenin equivalent of each of the two-terminal net

works shown in Fig. 3 -52 .  
•39 A certain network, composed of resistors and energy sources, is supplying 

power to a load resistor RL. Experimental measurements show that a load 
voltage of 8 volts is obtained when RL = 8 ohms, 6 volts when RL = 
4 ohms, 4 volts when RL = 2 ohms, and O volts when RL = O. Determine 
equivalent practical voltage and current sources for the network. 

40 When a high-resistance voltmeter is used to measure the voltage across a 
physical battery, a reading of 24 volts is obtained. However, when a volt-

Fig. 3-51 (a) See Prob. 35. (b )  See Prob. 37. 

i .  

s n - i4 cos IOOO t amp 

(a) 

4 U  

i• •m' r a n  

r6 v 

(b) 
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(a} (b) 

Fig. 3-52 See Probs. 38 and 44. 

150 vi 1120 V 

(a) 

2 f!  12 n 
b 

(b) 

20 n 

-µeg r 
(e) 

Fig. 3-53 (a) See Prob. 41. 
(b)  See Prob. 42. 

meter having a resistance of 500 ohms is used, a voltage of 22 volts is read. 
Draw a Thévenin equivalent for the battery if the voltmeters are both as
sumed to be accurate. 

•41 Use Thévenin's theorem to find the power delivered to the 5-ohm resistor 
in the circuit shown in Fig. 3-53a .  

42 Find the Thévenin equivalent at terminais a-b of the circuit shown in 
Fig .  3-53b .  

43 The circuits shown in the two parts of this problem contain an ideal 
source having a slightly more sophisticated nature than those we have pre
viously considered. They provide a current or voltage which is propor
tional to a current or voltage in another branch of the circuit. Such 
sources are called dependent sources and are common in electronics and con
trai circuits. The Thevenin and Norton equivalents may be found by de
termining e0c and isc ,  but a note of warning is necessary. The voltage or 
current on which the source depends often changes as the load changes; in 
particular, it is different under short- and open-circuit terminations. Cau
tion must also be exercised in applying the superposition theorem, for the 
theorem states that only ideal ( independent) sources are to be killed; 
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dependent sources may or may not be inactive. (a) For the circuit 
of Fig. 3-54a, show that e0c = e8/( 1 - gR), isc = e8/ R, and draw the 
Thévenin and Norton equivalents. (b) Find the Norton and Thévenin 
equivalents of the circuit of Fig. 3-54b.  

•44 Determine and draw the Norton equivale.: t of each of the two-terminal 
networks shown in Fig. 3 -52  by applying Norton's theorem. The 
Thévenin equivalent should not be determined first. 

45 Determine the Thévenin equivalent of the network shown in Fig. 3-55 .  
One source is a dependent generator. 

46 (a) ln the circuit shown in Fig. 3-56a ,  R2 is a nonlinear resistor ; assume 
that R2 = l OOi2 and iz ;:::: O .  Write mesh equations and determine i2 . 
(b) Replace the linear portion of the network ( everything to the left of R2) 
by its Thévenin equivalent and determine i2 by a single mesh equation. 
Compare with the answer to part a above. (e) Thévenin's theorem may 
not be used to replace any network containing nonlinear elements by an 
equivalent. As a simple example, consider a 1 00-valt d-c source in series 
with the nonlinear R2 defined above. The current in R2 may be designated 
i2 ; see Fig. 3-56b. Show that the open-circuit voltage is 1 00 volts. It is 

(a) 

i ,  

R, . 

Fig. 3-56 See Prob. 46. 

30 !2 

30 !2 

(a) 

R,  

(b) 

i , 

Fig. 3-54 See Prob. 
43. 

Fig. 3-55 See Prob. 45. 

i ,  R, 

(b) 
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l o  l o  

4 0  6 0  

Fig. 3-57 (a) See Prob. 4 7. ( b) See Prob. 48. 

Fig. 3-58 See Prob. 49. 

4 0  

6 0  

3 0  

obviously impossible to determine Rth by merely killing the voltage source 
and looking at the circuit, because the value of Rz depends on the current 
through it, which is unknown. Suppose, however, that we get dever and 
find the short-circuit current. Show that it is 1 amp. If we now let 
Rth = e0c/isc = 1 00 ohms, we obtain an "equivalent" circuit . Show that it 
is not equivalent by finding the current delivered to a 1 50-ohm load in the 
original circuit and in the Thévenin (non)-equivalent. 

47 After contemplating various possible methods, find ex in the circuit of Fig. 
3-57a  by the simplest procedure. 

•48 Find i1, and eL in the circuit of Fig. 3-57b  by : (a) nodal equations ; (b) 
source transformations and mesh equations ; (e) superposition ;  (d) source 
transformations and superposi tion ; (e) Thévenin equivalent ;  (f ) Norton 
equivalent. (g) Which method is the quickest? 

49 ln the circuit shown in Fig. 3-58 ,  what value must R have if zn is: (a) 1 amp? 
(b) 1h amp? (e) What voltage source must be placed in series with R to 
reduce in to zero? 
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Inductance and Capacitance 

4-1 INTRODUCTION 

We are now ready to begin the second major portion of our study of circuits. 
ln this chapter we shall introduce two new simple circuit elements whose 
voltage-current relationships depend on a changing voltage or current. Before 
we begin this new study, it will be worthwhile to pause for a moment and look 
back upon our study of the analysis of resistive circuits. A little bit of philo
sophical review will aid in our understanding of the coming work. 

After setting up a satisfactory system of units, we b.egan our discussion of 
electric circuits by defining current, voltage, and three simple circuit elements. 
The ideal voltage and current sources were called active elements and the linear 
resistor was termed a passive element, although our definitions of "active" and 
"passive" are s.till slightly fuzzy and need to be brought into sharper focus. 
We think of an active element as one which is capable of delivering power to 
· some externa! <levice, and the two ideal sources were classified as such ; a pas
sive element, however, is capable only of receiving power and the resistor falis 
into this category. The energy it receives is transformed into heat. 

Each of these three elements was defined by placing certain restrictions on its 
voltage-current relationship. ln the case of the ideal voltage source, for ex
ample, the terminal voltage must be completely independent of the current 
drawn from its terminais ;  an ideal current source was defined as having a 
current which is totally independent of its voltage. The linear resistor, however, 
must have a linear voltage-current relationship such that e = iR. 

After defining these three elements, we then considered circuits composed of 
these three different building blocks. ln general, we used only constant volt
ages and currents, although severa! problems and examples indicated that ali 
our results were equally valid 'for time-varying voltages and currents . This is 
true, and now that we have gained a familiarity with the basic analytical tech
niques by treating only the resistive circuit, we may begin to consider the much 
104 
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more interesting and practical problems in which inductance and capacitance 
are present and in which both the forcing functions and the responses usually 
vary with time. 

4-2 THE INDUCTOR 

Both the inductor, which is the subject of this and the following section, and the 
capacitor, which is discussed later in the chapter, are passive elements which are 
capable of storing and delivering finite amounts of energy. U nl ike an ideal 
source , they cannot provide an unl imited amount of energy or a finite average 
power. This latter concept may be used to improve upon our definition of an 
aclive elemenl as being one which is capable of delivering an infinite amount of 
energy and of a passive elemenl as one which is not capable of delivering infinite 
energy. 

Although we shall define an inductor and inductance strictly from a circuit 
point of view, that is, by a voltage-current equation, a few comments about the 
historie development of the magnetic field may provide a better understanding 
of the definition. ln the early 1 800s the Danish scientist Oersted showed that a 
current-carrying conductor produced a magnetic field, or that compass needles 
were affected in the presence of a current-carrying conductor. ln France, 
shortly thereafter, Ampere made some careful measurements which demon
strated that this magnetic field was l inearly related to the current which pro
duced it .  The next step occurred some twenty years later when the English 
experimentalist Michael Faraday and the American inventor Joseph Henry dis
covered almost simultaneously 1 that a changing magnetic field could produce a 
vol tage in a neighboring circuit .  They showed that this voltage was propor
tional to the time rate of change of the current which produced the magnetic 
field. The constant of proportionality we now call the induclance, symbolized by 
L, and therefore 

e =  L 
di 

dt 
(4- 1 )  

where we must realize that e and i are both functions of time. When we wish 
to emphasize this, we may do so by using the symbols e( I )  and i( t ) .  

The circuit symbol for the  inductor is shown in F ig .  4- 1 ,  and it should 
be noted that the directions of the sense arrows for e and i are identical 
with those for the resistor. The unit in which inductance is measured is the 
henry, 2 and the defining equation shows that the hemy is just a shorter expres
sion for a volt-second per ampere . An inductance of 5 henrys is abbreviated as 
L = 5 h, and the dimensional symbol for inductance is [ML2 Q-2] . 

The inductor whose inductance is defined by Eq. ( 4- 1 )  is a mathematical 
mode l ;  it is an ideal element which we may use to approximate the behavior of 
a real <levice . A physical inductor is constructed by winding a length of wire 

l Faraday won. 

2 An cm pty victory. 



1 06 The Transient Circuit 

. L 

� 
K__/ e 

Fig. 4-1 The voltage and current sense arrows are shown on the circuit symbol 
for an inductor in directions such thal e = L di/ dt. 

into a coi l .  This serves effectively to increase the curre11t which is causing the 
magnetic field and also to increase the "number" of neighboring circuits into 
which Faraday's voltage may be induced. The result of this twofold effect is 
that the inductance of a coil is approximately proportional to the square of the 
number of complete turns made by the conductor out of which it is formed. An 
inductor, or "coi l , "  which has the form of a long hel ix of very smal l  pitch is 
found to ha ve an inductance of J.LN 2 A /  s, where A is the cross-sectional area, s 
is the axial length of the helix, N is the number of complete turns of wire, and 
J.L (mu) is a constant of the material inside the helix, called the permeability. 
For air, J.L = J.Lo = 4'17 X 1 0-7  henry/m. 

Physical inductors should be on view in an accompanying circuits laboratory 
course, and the topics concerned with the magnetic flux, permeability, and the 
methods of using the characteristics of the physical coil to calculate a suitable 
inductance for the mathematical model are treated in both physics courses and 
courses in electromagnetic field theory. 

Let us now scrutinize Eq. ( 4- 1 )  to determine some of the electrical character
istics of this mathematical model .  This equation shows that the voltage across 
an inductor is proportional to the time rate of change of the current through it. 
ln particular, it shows that there is no voltage across an inductor carrying a con
stant current, regardless of the magnitude of this current. Accordingly, a direct 
current flowing through an inductor produces no voltage across the inductor; 
we may view an inductor as a "short circuit to d-c . "  Another fact which 
is evidenced by this equation is related to an infinite rate of change of the in
ductor current, such as that caused by an abrupt change in current from one 
finite value to some other finite value. This sudden or discontinuous change in 
the current must be associated with an infinite voltage across the inductor. ln 
other words, if we wish to produce an abrupt change in an inductor current, we 
must apply an infinite voltage. Although an infinite-voltage forcing function 
might be acceptable theoretically, it can never be a part of the phenomena dis
played by a real physical <levice. As we shall see shortly, an abrupt change in 
the inductor current also requires an abrupt change in the energy stored in the 
inductor, and this sudden change in energy requires infinite power at that instant; 
infinite power is again not a part of the real physical world. ln  order to avoid 
infinite voltage and infinite power, an inductor current must not be allowed to 
jump instantaneously from one value to another. lf an attempt is made to 
open-circuit a physical inductor through which a finite current is flowing, an 
are may appear across the switch . The stored energy is dissipated in ionizing 
the air in the path of the are. We shall not consider any circuits at the present 
time in which an inductor is suddenly open-circuited. I t  should be pointed out, 
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however, that w� shall remove this restriction later when we hypothesize the ex
istence of a voltage forcing function or response which does become infinite 
instantancously. 

Equation ( 4- 1 )  may also be interpreted (and solved, if necessary) by graphical 
methods. Let us assume a current which is zero prior to t = - 1 , increases 
linearly to 1 amp in the next second, remains at 1 amp for 2 sec, and then 
decreases to zero in the next seconcl ,  remaining zero thereafter. The current 
waveform is sketched as a function of ti me in Fig. 4-2a .  If  this current is flow
ing in a 3-henry incluctor, and if thc voltage and current clirections are assigned 
to satisfy the passive sign convention, then we may use Eq. ( 4- 1 )  to obtain the 
voltage waveform. Since the current is zero anel constant for t < - 1 ,  the voltage 
is zero in this interval .  The current then begins to increase at the linear rate of 
1 amp/sec, and thus a constant voltage of 3 volts is produced. During the 
following 2-sec interval , the current is constant anel the voltagc is therefore zero. 
The final decrease of the current causes a negative 3 volts and no response there
after. The voltage waveform is sketched in Fig. 4-2b on the sarne time scale. 

Let us now investigate the effect of a more rapid rise anel clecay of the cur
rent between the zero and 1 -amp values. If the intervals requirecl for the rise 
and fal i  are decreased to 0 . 1 sec, then the derivative must be ten times as great 
in magnitude. This conclition is shown in the current and voltage sketches of 
F ig .  4-3a and b. ln the voltage waveforms of Figs. 4-2b and 4-3b ,  i t  is interest
i ng to note that the area uncler each vol tage pulse is 3 volt-sec . 

A further decrease in the length of these two intervals will produce a propor
tionally larger voltage magnitude, but only within the interval in which the 
current is increasing or decreasing. An abrupt change in the current will cause 
the infinite voltage "spikes" (each having an arca of 3 volt-sec) that are sug-

Fig . 4-2 (a) The current waveform in 
a certain 3-h mductor. ( b)  Tlze corre
sj10ndrng voltage waveform . 
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(b) 
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Fig. 4-3 (a) The time required for the 
current of Fig. 4-2a to change from O to 
1 and from 1 to O is decreased by a fac
tor of 1 O. ( b )  The resultant voltage 
waveform. Note that the pulse widths 
are exaggerated slightly, for clarity. 

Fig. 4-4 (a) The lime required for the 
current of Fig. 4-2a to change from O to 1 
and from 1 to O is decreased to ;::,ero; the 
rise and fall are abrupt. ( b )  The asso-
ciated voltage across the inductor consists 
of a positive and negative irifinite spike. 
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Fig. 4-5 See Drill Prob. 4- 1 .  

gested by the waveforms of Fig. 4-4a aod b ;  or ,  from the opposite poiot of view, 
these iofioite voltage spikes are required to produce the abrupt chaoges io the 
current. It will be convenieot later to provide such infinite voltages (and cur
rents ) ,  and we shall then call them " impulses " ;  for the next severa! chapters, 
however, we shall stay closer to physical reality by not permitting infinite volt
age, current, or power. An abrupt chaoge in the inductor current is therefore 
impossible. 

Drill Problems 

4- 1 For the circuit of Fig. 4-5 , find the current : (a) i1 ; (b) 12 ; (e) z3 . 

Ans. - 4 amp; - 4 amp; 6 amp 

4-2 The current through a O. ! -henry inductor varies in the following 
manner as a function of time : i = O for t :<:; O; i = 3 sin 30 7Tt amp 
for O :<:;  t :<:; 0. 1 sec ; i = 20(1 - 0. 1 )  for 0. 1 :<:; t :<:; 0.2 ;  i = 2 for 0 .2 :<:; t. 
Assuming a passive sign convention, find the inductor voltage at: 
(a) t = 0.05 sec ; (b) t = 0. 1 5  sec ; (e) t = 0.25 sec. 

Ans. O volts ; O volts ; 2 volts 

4-3 INTEGRAL RELATIONSHIPS FOR THE INDUCTOR 

We have defined the inductance by a simple differential equation 

e =  L rjj_ dt 
(4-2) 

and we have been able to draw severa! conclusions about the characteristics of 
an inductor from this relationship. For example, we have found that we may 
consider an inductor as a short circuit to direct current, and we have agreed 
that we caooot permit an ioductor current to chaoge abruptly from ooe value 
to aoother because this would require that ao iofioite voltage aod power be as
sociated with the ioductor. The defioiog equatioo for ao ioductaoce still 
contaios more ioformatioo, however. Rewritten in a slightly differeot form, 

di = T e dt 
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it invites integration .  Let us first consider the limits to be placed on the two 
integrais. We desire the current i at time 1, and this pair of quantities therefore 
provides the upper limits on the integrais appearing on the left and right side 
of the equation, respectively; the lower l imits may also be kept general by 
merely assuming that the curren� is z ( lo) at time lo. Thus 

1il t)di = _!_ J'e dl •1 t o> L 'º 

or i(t) - i(lo) = ± {e dl 
and i( t) = _!_ J' e dt + i( lo) L 'º 

(4-3) 

Equation ( 4-2) expresses the inductor voltage in terms of the current, whereas 
Eq. ( 4-3) gives the current in terms of the voltage. Other forms are also possible 
for this latter equation. We may write the integral as an indefinite integral and 
include a constant of integration k, 

i( 1) = T J e dt + k (4-4) 

or we may suppress the constant of integration, trusting our excellent memories 
to make us replace it whenever necessary, 

1(1) = ± J e dt (4-5) 

We may also assume that we are solving a realistic problem in which the selec
tion of lo as - oo ensures no current in the inductor. Thus, if l(to) = i( - oo )  = O, 
then 

1 f' z ( I) = - e dl 
L - X  

(4-6) 

Let us consider the use of these severa! integrais by working a sim pie example. 
Suppose that the voltage across a 2-henry inductor is known to be 6 cos 51; what 
information is tlien avai lable about the inductor current? From Eq. ( 4-3), 

i(I) = _!_ J' 6 cos 5 1  dl + z ( lo) 2 'º 

or i( t) = \6 % sin 5í - 1/2 % sin 510 + i( lo) = 0.6 sin 51 - 0.6 sin 510 + i(lo) 
The first term indicates that the inductor current varies sinusoidally; the second 
and third terms together merely represent a constant which becomes known 
when the current is numerically specified at some instant of ti me. Let us as
sume that the statement of our example problem also shows us that the current 
is 1 amp at 1 = - w/2 sec. We thus identify lo as - w/2, i(lo) as 1 ,  and find that 

i(I) = 0.6 sin 51 - 0.6 sin ( - 2 .5w) + 1 
or i(I) = 0.6 sin 51 + 1 .6 
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We may obtain the sarne result from Eq. (4-4) . We have 
i(t) = 0.6 sin 51  + k 

and we establish the numerical value of k by forcing the current to be 1 amp at 
t = - 7T/2 , 

1 = 0.6 sin ( - 2 .57T) + k 

or k = 1 + 0.6 = 1 .6 
and i( t) = 0.6 sin 5t  + 1 .6 
once more . 

We may also use Eq. ( 4-5 ), but it should be noted that the constant 1 . 6 will 
be missing from our current expression if we forget to include the constant of 
integration. For this reason, Eq. (4 -5)  is a poor expression to use ·before our 
familiarity with integrais is such that a constant is automatically included 
whether it is shown explicitly or not. 

Equation (4-6) is going to cause trouble ; it is based on the assumption that 
the current is zero when t = - oo .  To be sure, this must be true in the real 
physical world, but we are working in the land of the mathematical model ; our 
elements and forcing functions are ali idealized. The difficulty arises after we 
integra te, 

i( t) = 0.6 sin 5{
x 

and attempt to evaluate the integral at the lower limit, 
i( t) = 0.6 sin 5t - 0.6 sin ( - oo )  

The sine of ± oo is indeterminate ; we might just as well represent i t  by an un
known constant, 

i( t) = 0.6 sin 51 + k 

and we see that this result is identical with that which we obtained when we as
sumed an arbitrary constant of integration in Eq. ( 4-4 ) .  

We should not make any snap judgments, based on this example, as to  which 
single form we are going to use forever; each has its advantages, depending on 
the problem and the application. Equation ( 4-3) represents a long, general 
method, but it shows clearly that the constant of integration is a current. Equa
tion ( 4-4) is a somewhat more concise expression of Eq. ( 4-3) , but the nature of the 
integration constant is suppressed. Equation ( 4-5) is still simpler, but the 
missing integration constant must not be forgotten. Finally, Eq. (4-6) is an ex
cellent expression since no constant is necessary ; however, it applies only when 
the current is zero at t = - oo and when the analytical expression for the cur
rent is not indeterminate there. 

Let us now tum our attention to power and energy. The absorbed power is 
given by the current-voltage product 

. L . di p = ez = z dt watts 
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The energy WL accepted by the inductance is stored in the magnetic field around 
the coil and is expressed by the integral of the power over the desired time interval, 

11 f,' d . f,i(t) p dt = L i ....!.. dt = L i di = V2L { [i(t)] 2 - [i(to) ]2 } 
to to  dt i(to)  

and thus 

WL(t) - WL(to) = 1/2L { [z(t) ]2 - [i(to) ]2 } joules (4-7) 

where we have again assumed that the current is i(to) at time to . ln  using 
the energy expression, it is customary to assume that a value of to is selected at 
which the current is zero ; it is also customa�y to assume that the energy is zero 
at this time. We then have simply 

(4-8) 

where we now understand that our reference for zero energy is any time at 
which the inductor current is zero. At any subsequent time at which the cur
rent is zero, we also find no energy stored in the coil .  Whenever the current is 
not zero, and regardless of its direction or sign, energy is stored in the inductance. 
lt follows, therefore, that power must be delivered to the inductor for a part of 
the time and recovered frotn the inductor later. Ali the stored energy may be 
recovered from an ideal inductor ; there are no storage charges or agent's com
missions in  the mathematical model. A physical coil ,  however, must be con
structed out of real wire and thus will always have a resistance associated with 
it. Energy can no longer be stored and recovered without loss. 

These ideas may be illustrated by a simple example. ln Fig. 4-6 an in
ductance of 3 henrys is shown in series with a resistance of 0. 1 ohm and a 
sinusoidal current source. The resistor may be interpreted, if we wish, as the 
resistance of the wire which must be associated with the physical coil .  

The voltage across the resistor is given by 

eR = iR = 1 .2 sini t 

and the voltage across the inductance is found by applying the defining equation 
for an inductance, 

eL = L - = 3 - 1 2  sm - t = 67T cos - t di d � . 7T � 7T 

dt dt 6 6 

Fig. 4-6 A sinusoidal current is applied 
as a forcing function to a series RL circuit. 

12 sin {f t 

••  
� 
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The energy stored in the inductor is 

WL = V2Li2 = 2 1 6 sin2 � t 6 
and it is apparent that this energy increases from zero at t = O to 2 1 6  joules at 
t = 3 sec. During the next 3 sec, the energy leaves the inductor completely. 
Let us see what price we have paid in this coil for the privilege of storing and 
removing 2 1 6  joules in these few seconds. The power dissipated in the resistor 
is easily found as 

PR = i2R = 1 4.4 sin2 � t 
6 

and the energy converted into heat m the resistor within this 6-sec interval 
is therefore 

or WR = f 1 4 .4(V2)0 - cosi i)dt = 43 . 2 joules 

This represents 20 per cent of the maximum stored energy and is a reasonable 
value for many coils having this large an inductance. For coils having an in
ductance of about 1 00 µh, we should expect a figure closer to 3 per cent. 

Let us now recapitulate by listing severa! characteristics of an inductor which 
result from its defining equation : 

1 .  There is no voltage across an inductor if the current through it is not 
changing with time. An inductance is therefore a short circuit to d-c. 

2 .  A finite amount of energy can be stored in an inductor even if the volt
age across the inductance is zero, such as when the current through it is 
constant. 

3 .  It is impossible to change the current through an inductor by a finite 
amount in zero time, for this requires an infinite voltage across the in
ductor. It will be advantageous later to hypothesú:.e that such a voltage 
may be generated and applied to an inductor, but for the present we 
shall avoid such a forcing function or response. An inductor resists an 
abrupt change in the current through it in a manner analogous to the 
way a mass resists an abrupt change in its velocity. 

4. The inductor never dissipates energy, but only stores it . Although this 
is true for the mathematical model ,  it is not true for a physical inductor. 

Drill Problems 
4-3 Find the inductance of a coil in which : (a) a current of 1 0  ma rep
resents a stored energy of 0 . 1 µjoule ; (b) a current increasing linearly 
from O to 0.03 amp in 1 5  msec produces a voltage of 5 mv; (e) a current 
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of 1 0  ma increasing at the rate of 2 amp/sec represents a power ftow 
into the coil of 60 µw. 

Ans. 3 mh; 2 .5 mh ; 2 mh 

4-4 Find the energy stored in a 5 -henry inductance at t = 2 sec if: 
(a) the current through the inductance is 4 cos (2'1T  1/3) amp; (b) the 
voltage across the inductance is 1 0c114 volts, and iL = O at t = O; 
(e) the voltage is 1 0  c114 volts, but iL = O at t = 0.5 sec. 

Ans. 1 2 .2 joules ; l O joules ; 24.8 joules 

4-5 The voltage across a certain 2-henry coil is known in the interval 
between t = O and t = 5 sec : 

e = 1 01 
e = 5 

No detailed information is avaifable concerning the voltage outside this 
time interval .  Find the inductor current at : (a) t = l if i(O) = O; 
(b) t = 3 if i( l )  = 5 amp ; (e) t = 5 if z(4) = 2 amp. 

Ans. 2 .5 amp;  4.5 amp; 25 amp 

4-4 THE CAPACITOR 
Our final passive circuit element is the capacitor. We shall define capacitance C 
by the voltage-current relationship 

i =  e 
de (4-9) 
dt 

where e and i satisfy the conventions for a passive element, as shown in 
Fig. 4- 7. From Eq. ( 4-9) ,  we may determine the dimensions of capacitance as 
ampere-seconds per volt, or coulombs per volt, but we shall now define the farad 
as one coulomb per volt. The unit of capacitance is thus the farad ; the 
dimensional symbol for capacitance is [M-1L-2 T2 Q2] ,  and 5 farads is abbre
viated 5 f. 

The capacitor whose capacitance is defined by Eq. ( 4-9) is again a mathe
matical model of a real device. The construction of the physical device is sug
gested by the circuit symbol shown in Fig. 4 -7 ,  in much the sarne way as the 
helical symbol used for the inductor represents the coiled wire in that physical 
element. A capacitor, physically, consists of two conducting surfaces on which 

Fig. 4-7 The current and voltage sense arrows are shown on the circuit symbol 
for a capacitar in directions such that i = e de/ dt. 

i 
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charge may be stored, separated by a thin insulating layer which has a very 
large resistance. If we assume that this resistance is sufficiently large that it 
may be considered infinite, then equal and opposite charges placed on the 
capacitor "plates" can never recombine, at least by any path within the element. 
Let us visualize some externa! device, such as a current source, connected to 
this capacitar and causing a positive current to flow into one plate of the 
capacitor and out of the other plate. Equal currents are entering and leaving 
the two terminais of the element, and this is no more than we expect for any 
circuit element. Now let us examine the interior of the capacitor. The posi
tive current entering one plate represents positive charge moving toward that 
plate through its terminal lead ; this charge cannot pass through the interior of 
the capacitor, and it therefore accumulates on the plate . As a matter of fact, 
the current and the increasing charge are related by the familiar equation 

i = 
dq 
dt 

Now let us pose ourselves a troublesome problem by considering this plate as an 
overgrown node and applying Kirchhoff 's current law. It apparently does not 
hold ; current is approaching the plate from the externa! circuit, but it is not 
flowing out of the plate into the "internai circuit . "  This dilemma bothered a 
famous Scottish scientist about a century ago, and the unified electromagnetic 
theory which James Clerk Maxwell then developed hypothesizes a "displace
ment current" which is present wherever an electric field or voltage is varying 
with time. The displacement current flowing internally between the capacitor 
plates is exactly equal to the conduction current flowing in the capacitor leads; 
Kirchhoff 's current law is therefore satisfied if we include both conduction and 
displacement currents. However, circuit analysis is not concerned with this 
internai displacement current, and since it is fortunately equal to the conduc
tion current, we may consider Maxwell's hypothesis as relating the conduction 
current to the changing voltage across the capacitor. The relationship is linear, 
and the constant of proportionality is obviously the capacitance C, 

. . e de 
ldisp = l = -

dt 

A capacitar constructed of two parallel conducting plates of area A,  separated 
a distance d, has a capacitance e = lÀ / d, where l is the permlttivity' a con
stant of the insulating material between the plates, and where the linear 
dimensions of the conducting plates are ali very much greater than d. For air 
or vacuum, l = to = 8.854 X 1 0-12 farad/m · ( l /36'rr) X 1 0-9 farad/m. 

The concepts of the electric field, displacement current, and the more gen
eralized form of Kirchhoff's current law are more appropriate subjects for 
courses in physics and electromagnetic field theory, as is the determination of a 
suitable mathematical model to represent a specific physical capacitar. 

Severa! important characteristics of our new mathematical model can be dis
covered from the defining equation ( 4-9) .  A constant voltage across a capacitar 
requires zero current passing through it ;  a capacitor is thus an "open circuit to 
d-c ."  This fact is certainly represented by the capacitor symbol. lt is also 
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apparent that a sudden jump in the voltage requires an infinite current. Just 
as we outlawed abrupt changes in inductor currents and the associated infinite 
voltages on physical grounds, we shall not permit abrupt changes in capacitor 
voltage ; the infinite current (and infinite power) which results is nonphysical. 
We shall remove this restriction at the time we assume the existence of the cur
rent impulse. 

The capacitor voltage may be expressed in terms of the current by integrating 
Eq. ( 4-9). We first obtain 

rk = � i dt 

and then integrate between the times to and t and between the corresponding 
voltages e(to) and e(t), 

e(t) = �J.> dt + e(to) (4- 1 0) 

Equation (4- 1 0) may also be written as an indefinite integral plus a constant of 
integration, 

e( t) = � J i dt + k (4- 1 1 ) 

or with the constant of integration suppressed but not forgotten, 

(4- 1 2) 

Finally, in many real problems, t0 may be selected as - oo and e( - oo ) as zero, 

l J' e(t) = c _ 00
i dt ( 4- 1 3) 

Since the integral of the current over any time ipterval is the charge accumu
lated in that period on the capacitor plate into which the current is flowing, it is 
apparent that capacitance might have been defined as 

q = Ce 

The similarity between the severa! integral equations introduced in this sec
tion and those appearing in our discussion of inductance is striking and suggests 
that the duality we observed between mesh and nodal equations in resistive net
works may ,be extended to include inductance and capacitance as well. The 
principie of duality will be presented and discussed later in this chapter. 

As an illustration of the use of the severa! integral equations displayed above, 
let us find the capacitor voltage which is associated with the current shown 
graphically in Fig. 4-8a. We shall assume that the single 20-amp rectangular 
pulse of 2 sec duration is applied to a 5-farad capacitor. Interpreting Eq. ( 4- 1 0) 
graphically, we know that the difference between the values of the voltage at t 
and to is proportional to the area under the current curve between these sarne 
two values of time. The proportionality constant is 1/C. The area can be oh-
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Fig. 4-8 (a) The current waveform ap-
plied to a 5-Jarad capacitar. ( b) The re-
sultant voltage waveform, easily obtained 
by integrating graphically. 

i(t) ( amp ) 

20 .,. ____ _ 

1 1 1 
- 1 o l i  t ( sec )  

(a) 

e(t) (v) 

-1 o 2 t ( sec )  
(b) 

tained from Fig. 4-8a by inspection for desired values of to and t. Thus, if 
to = - 0 .5 and t = 0 .5 , 

e(0 .5)  = 2 + e( - 0.5) 

or, if to = O and t = 3 ,  

e(3) = 8 + e(O) 

We may express our results more generally by dividing the interesting range of 
time into severa! intervals. Let us select our starting point to prior to zero time. 
Then the first interval of t is selected between lo and zero, 

e(t) = O + e(to) to ::;; t ::;; O 

and since our waveform implies that no current has ever been applied to this 
capacitor since the Creation, 

e(to) = O 

and, thus, 

e(t) = O t ::;; o 

If we now consider the time interval represented by the rectangular pulse, we 
obtain 

e(t) = 41 

For the semi-infinite interval following the pulse, we have 

e(t) = 8 
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The results for these three intervals therefore provide us with analytical expres
sions for the capacitor voltage at any time after t = to ; the time lo , however, 
may be selected as early as we wish. The results are expressed much more 
simply in a sketch than by these analytical expressions, as shown in Fig. 4-8b. 

The power delivered to a capacitar is 

. e de p = ez = e -dt 

and the energy stored in its electric field is therefore 

11p dt = cf' e de dt = c f•1t> e de = 1/2C{ [e(t) J 2 - [e(to)]2 } 
10 to dt J •(t o) 

and thus 

wc(t) - wc(to) = V2C{ [e(t)J 2 - [e(to)]2 } .ioules (4- 1 4) 

where the stored energy is wc(to) and the voltage is e(to) at to. If we select a 
zero-energy reference at to, implying that the capacitar voltage is also zero at 
that instant, then 

(4- 1 5) 

Let us consider a simple numerical example. As sketched in Fig. 4-9, we shall 
assume a sinusoidal voltage source in parallel with a 1 -megohm resistor and a 
20-µf capacitar. The parallel resistor may be assumed to represent the resist
ance of the insulator or dielectric between the capacitar plates. The current 
through the resistor is 

iR = -Ji = 1 0-4 sin 2'Trt 

and the current through the capacitar is 

ic = C de = 20 X 1 0-6 !!:_ ( 1 00 sin 27rt) = 47' X 1 0-3 cos 27'1 dt dt 

We next obtain the energy stored in the capacitar, 

wc = V2 Ce2 = 0. 1 sin2 27rt 

and see that the energy increases from zero at t = O to a maximum of 0 . 1 joule at 
t = 1A sec and then decreases to zero in another \4 sec. During this 'h -sec in
terval, the energy dissipated in the resistor is 

WR = foº·5pR dt = foº·51 0-2 sin2 27'1 dt = 2.5 X 1 0-3 joule 

Thus, an energy equal to 2 .5  per cent of the maximum stored energy is lost in 
the process of storing and removing the energy in the ideal capacitar. Much 
smaller values are possible in " low-loss" capacitors, but these smaller percent
ages are customarily associated with much smaller capacitors. 
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• •  

10'  n 

Fig. 4-9 A sinusoiilal voltage 
20 µ f source zs applied to a parnllel 

RC network. See ;also Drill 
Prob. 4-9. 

Some of the important characteristics of a capacitor are now apparent : 
l .  The current through a capacitor is zero if the voltage across it is not 

changing with time. A capacitor is therefore an open circuit to d-c. 
2 .  A finite amount of energy can be stored in a capacitor even if the cur

rent through the capacitor is zero, such as when the voltage across it is 
constant. 

3. It is impossible to change the voltage across a capacitor by a finite 
amount in zero time, for this requires an infinite current through the 
capacitor. It will be advantageous later to hypothesi;::,e that such a cur
rent may be generated and applied to a capacitor, but for the present 
we shall avoid such a forcing function or response. A capacitor resists 
an abrupt change in the voltage across it in a manner analogous to the 
way a spring resists an abrupt change in its displacement. 

4. The capacitor never dissipates energy, but only stores it . Although this 
is true for the mathematical model ,  it is not true for a physical capacitor. 

It is in teresting to anticipate our discussion of duality by rereading the previous 
four statements with certain words replaced by their "duais ."  If capacitor and 
inductor, capacitance and inductance, voltage and current, across and through, 
open circuit and short circuit, spring and mass, and displacement and velocity 
are interchanged (in either direction ) ,  the four statements previously given for 
inductors are obtained . 

Drill Problems 

4-6 For the circuit of Fig. 4- 1 0, find the voltage : (a) e1 ; (b) e2 ; (e) e3. 

Fig. 4-10 See Drill Prob. 4-6. 

28 !l 

14 !l 6 1  )·· 5 1 

Ans. 4 volts; - 4 volts; 6 volts 

6 !l r. e, \ 3 1 21 !l 

4 1 
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4-7 The voltage across a 0. 1 -farad capacitor varies in the following 
manner as a function of time : e = O for t S O; e = 3 sin 30'1Tt for 
O S  t S 0. 1 sec ; e =  20(1 - 0. 1 )  for 0. 1 S t S 0.2 ; e =  2 volts for 0.2 S t. 
Assuming a passive sign convention, find the capacitor current at: 
(a) t = 0.05 sec ; (b) t = 0. 1 5  sec ; (e) t = 0.25 sec. 

Ans. O amp; O amp; 2 amp 

4-8 Find the current flowing through a 0. 1 -µf capacitor in which : (a) 
the voltage is increasing linearly at the rate of 1 00 volts each msec ; (b) 
charge is increasing on one plate and decreasing on the other at the 
rate of 0.03 coulomb/sec ; (e) the energy storage is remaining constant at 
1 0  mjoules. 

Ans. O ma ; 1 0  ma; 30 ma 

4-9 ln the circuit shown in Fig. 4-9, the sinusoidal source is changed 
to e(t) = 1 00 sin 4'1Tt volts. Find : (a) the maximum energy which is 
stored in the capacitor; (b) the energy dissipated in the resistor during 
the time interval necessary to store and remove the maximum capacitor 
energy; (e) the energy supplied by the source during this sarne time 
interval. 

Ans. 1 .25 mjoules ; 1 .25 mjoules ; 1 00 mjoules 

4- 10 The current through an ideal 4-farad capacitor is known in the 
interval between t = - 5  and t = 5 sec : 

i = 51 
i = 2.5 

The current waveform is unknown outside this t ime interval. Find the 
capacitor voltage at : (a) t = - 3 if e( - 5) = O ;  (b) t = 1 if e( - 3) = 2.5 
volts ; (e) t = 5 if e(3) = 1 volt. 

Ans. 2.25 volts ; - 1 0 volts ; - 2 .5 volts 

4-5 KIRCHHOFF'S LAWS AND THE CIRCUIT EQUATIONS AGAIN 

Now that we have added the inductor and capacitor to our list of passive cir
cuit elements, we need to examine the ways in which our thinking must be 
modified when these elements are included in circuits containing resistors and 
time-varying forcing functions. Specifically, we must determine whether or not 
the methods we have developed in studying resistive circuit analysis are still 
valid. It will also be convenient to learn how to replace series and parallel 
combinations of either of these elements with a simpler equivalent, just as we 
did with resistors in Chap. 2. Let us look first at Kirchhoff's two laws and, in
cidentally, justify the simple equations we wrote for severa! of the examples in 
the last two sections. 



121 lnductance and Capacitance 

Fig. 4-11  A portion of a circuit used to 
demonstrate the application of Kirchhr1f 's 
current law in the general case. 

3 e 

i , i ,  

Kirchhoff's current law was first stated and discussed in Sec.  2-3 ; it is simply 
a statement that the algebraic sum of ali the currents entering ( or leaving) any 
node must be equal to zero. lts earlier justification was based on the conserva
tion of charge ; if current is entering a small closed surface surrounding any 
node, then the charge within that surface must be increasing. A nade still can
not store charge,3 and hence Kirchhoff's current law still holds, regardless of the 
types of elements connected to the node or of the time-varying nature of the 
severa) currents. 

As an example of the application of this law, consider the portion of a circuit 
shown in Fig. 4- 1 1 .  ln terms of the four branch currents, we may write 

i1 + i2 + i3 - is = O 

If a correctly sensed voltage is assigned to each of the passive elements, then an 
equivalent expression in terms of these voltages is 

1 J dec eR . - irL dt + C- + - - l8 = O L dt R 

The first term in the equation is understood to represent any of the integral ex
pressions for inductor current developed in Sec. 4-3 .  

Now let us reexamine Kirchhoff's voltage law. This law states that the 
algebraic sum of ali the voltages about any closed path is equal to zero. ln 
Chap. 2 ,  it  was pointed out that this law is not true in general electromagnetic
field problems ; it is true for circuits, only because the inductance of a physical 
coil is treated as a two-terminal characteristic. Thus, inductors cause us trouble 
with Kirchhoff's voltage law, just as capacitors caused us some misgivings con
cerning Kirchhoff 's current law. These laws are truly no more than axioms; 
when we speak of circuit analysis, we assume that the mathematical models 
with which we are provided (or provide ourselves) have been chosen in such a 
way that some involved electromagnetic-field problem is reduced to a circuit 
model.for which Kirchhoff's laws are valid. This assumption is implicit in ali cir
cuit analysis. 

3 When we extended the concept of a node fo include one plate of a capacitar, we then established a 

"node" which was capable of storing charge; simultaneously, we also provided ourselves with a Max

wellian displacement current which could tlow through the interior of the capacitar. 
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For the network shown in Fig. 4- 1 2 , clockwise travei about the closed path in 
applying Kirchhoff's voltage law yields 

eR - eL + ec - es = O 

and in terms of the branch currents shown, 

D: . L diL 1 J . d o IUR .,.... - + - 10 t - es = 
dt e 

Once again , it should be pointed out that the integral may take on any of 
the severa! possible equivalent forms. 

Now let us extend the procedures we have derived . for reducing various com
binations of resistors into one equivalent resistor to the analogous cases of in
ductors and capacitors. We shall first çonsider an ideal voltage source applied 
to the series combination of N inductors, as shown in Fig. 4- 1 3a. We desire a 
single equivalent inductor Leq which may replace the series combination such 
that the source current i( t) is unchanged. The equivalent circuit is sketc.hed in 
Fig. 4- 1 36. For the original circuit 

+ LNrjj_ 
dt 

+ L ) rjj_ N dt 

or, written more concisely, 

N N di di N e8 = "2:: en = "2:: Ln dt = dt "2:: Ln 
n = l  n = l n = l  

But for  the equivalent circuit we  have 

di es = Leq 
dt 

and thus the equivalent inductance is 

or 

Fig. 4-12 One mesh in a general network 
which is used to demonstrate the general use 
of Kirchhoff 's voltage law. 

R !?.. 
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(a} (b} 

Fig. 4-13 (a) A circuit containing N inductors in series. ( b) The desired 
equivalent circuit, in which Leq = Li + Lz + · · · + LN. 

The inductance which is equivalent to severa] inductances connected in series is 
simply the sum of the series inductances. This is exactly the sarne result we 
obtained for resistors in series . 

The combination of a number of parallel inductors is accomplished by writ
ing the single nodal equation for the original circuit, shown in Fig. 4- l 4a, 

N N [ J j' 
J 

is = 2.: ln = 2.: - e dt + in( lo )  
" "" \  n = I  Ln to  

[ N J ] j' .V 
= �1 Ln 10 

e dt + ,� in( to )  

and comparing it with the result for the equivalent circuit. of Fig .  4- 1 4b ,  

i s  = -1-j' 
e dt + is ( lo) 

Leq 'º 

Since Kirchhoff's current law demands that the value of is at lo be equal to the 
sum of the branch currents at lo, the two integral terms must be equal ; hence, 

L - 1 
eq - l /L1 + 1 /Lz + · · · + 1 /L,v 

Fig. 4-14 (a) The parallel combination of N inductors. ( b) The equivalent 
circuit, where Leq = l / ( l/L1  + l /L2 + · · · + LN) · 

r r L,q 

(a) (b} 
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(a} (b) 

Fig. 4-15 (a) A circuit containing N capacitors in series. (b) The desired 
equivalent, Ceq = l / ( l /C1 + l /C2 + · · · + 1 / CN) · 

For the special case of two inductors in parallel, 

L 
_ L1L2 

eq - L1 + L2 

and we note that inductors in parallel combine exactly as do resistors in parallel. 
ln order to find a capacitance which is equivalent to N capacitors in series, 

we use the circuit of Fig. 4- 1 5a and its equivalent Fig. 4- l 5b to write 

N N [
J 

J es = � en = � Cn 1: i dt + en(lo)
J 

[ N 

J 

] 
N 

= � Cn 1: i dt + � en(lo) 

and e. = -C
1 1' 

i dt + e8(to) 
eq to 

However, Kirchhoff's voltage law establishes the equality of e8(to) and the sum of 
the capacitor voltages at t0 ; thus 

e 
-

i 
eq - 1 /C1 + l /C2 + · · · + l /CN 

Thus capacitors in series combine as do resistors in parallel. 
Finally, the circuits of Fig. 4- 1 6  enable us to establish the value of the 

Fig. 4-16 (a)  The parallel combination of N capacitors. ( b )  The equiv
alent circuit, where Ceq = C1 + C2 + · · · + CN. 

r i , i ,  

- -l r i,j e, e, i,j C,q 

_ _ _  r 
(a) (b) 
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0.8 h 
• 

""' I 2 h  

w r  • 
(a) (b) 

Fig. 4- 1 7  ( a )  A given L C network. ( b)  A simpler equivalent network. 

capacitance which is equivalent to N parallel capacitors as 

and it is no great.source of amazement to note that capacitors in parallel com
bine in the sarne manner in which we combine resistors in series, that is, by sim
ply adding ali the individual capacitances. 

As an example in which some simplification may be achieved by combining 
like elements, consider the network of Fig. 4- l 7a. The 6- and 3-farad capacitors 
are first combined into a 2-farad equivalent, and this capacitor is then com
bined with the ! -farad element with which it is in parallel to yield an equivalent 
capacitance of 3 farads. ln addition, the 3- and 2-henry inductors are replaced 
by an equivalent 1 . 2 -henry inductor which is then added to the 0 .8-henry ele
ment to give a total equivalent inductance of 2 henrys. The much simpler (and 
probably less expensive) equivalent network is shown in Fig. 4- 1 7b. 

The network shown in Fig. 4- 1 8  contains three inductors and three capacitors, 
but no series or parallel combinations of either the inductors or the capacitors can 
be achieved. Simplification of this network cannot be accomplished at this time. 

Next let us tum to mesh and nodal analysis. Since we already know that 
we may safely apply Kirchhoff 's laws, we should have little difficulty in writing 
down a set of equations for either mesh or nodal analysis. They will be constant
coefficient linear integrodifferential equations, however, which are hard enough to 
pronounce, let alone solve. Consequently, we shall write them now to gain 
familiarity with the use of Kirchhoff 's laws in RLC circuits and discuss the solu
tion of the simpler cases in the following chapters . 

Let us attempt to write the three mesh equations for the circuit of Fig. 4- 1 9. 

Fig. 4-18 A n  L C  network in which no 
series or parallel combinations of either 
thf mductors or the capacitors are possible. 

• 

1 h 

2 f 

3 h 5 h 

r r 
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, Fig. 4-19  A three-mesh RL C cir
cuit with mesh currents assigned. 

L 

e, 

� 
" c 1  

'� 
R 

Three clockwise mesh currents are chosen and Kirchhoff's voltage law is ap
plied to the first mesh, 

or 

- es1 + L .!!._(i1 - ia) + ___!__ J, t 
( i1 - i2 ) dt + ec2( to) = O dt C2 to , 

di1 l 1t . l f,t . di3 L - + - z 1 dt - - 12 dt - L - = e81 - ec2( to) dt C2 'º C2 'º dt 
Note that the voltage ec2 ( lo) across C2 at t = lo appears in the mesh equation as 
a ( constant) source voltage. The simplified results for meshes 2 and 3 are 

l jt . d 1 j' . d R . R .  - - 11 t + -· 12 t + 12 - 13 = C2 to C2 to 

L di1 R . R . L dia 1 f' . d - - - 12 + 13 + - + - 13 t = dt dt C1 to 

- e82 + ec2(lo) 

- ec1 (to) 

These are the promised integrodifferential equations, and we shall not attempt 
their solution at this time. It is worthwhile pointing out, however, that when 
the two voltage forcing functions are sinusoidal functions of time it will be pos
sible to define a voltage-current ratio (called impedance) for each of the three 
passive elements. The factors operating on the three mesh currents in the mesh 
equations will then become simple multiplying factors, and the equations will be 
linear algebraic equations once �.gain.  These we may solve by determinants or a 
simple elimination of variables as before. 

Fig. 4-20 A four-node i, ,i 
RLC circuit with node 
voltages assigned, 
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ln a similar manner, we may also write nodal equations in this more general 
case. There are four nodes in the circuit shown in Fig. 4-20 ; one is selected as 
the reference node, and three voltages are chosen between each of the remain
ing nades and the reference. For easy reference, the two inductor currents are 
also' indicated. Kirchhoff 's current law is applied at each of these nodes : 

Here again, a solution of this system of integrodifferential equations is too diffi
cult to attempt now. We sho,uld feel confident, however, that either the mesh 
or nodal equations can be written for a network of any complexity. 

Drill Problems 

4- 1 1  ln the circuit shown in Fig. 4-2 l a, i1 3c2 t and i2 = 5 1 . Find : 
(a) ez ; (b) esA ; (e) esB· 

Ans. - J 8c2t - 1 01 volts ; 6c2t - 351 volts ; 6c2t - 1 01 volts 

4- 1 2  FO'r the circuit of Fig. 4-2 l b , e1 = 4 sin 61 and ez = 8 - 1 2  sin 61. 
Find : (a) i4 ; (b) isA ;  (e) lsB· 

Ans. - 2 + 4 sin 61 amp ; - 2 + 4 sin 61 + 48 cos 61 amp ; 2 - 4 sin 61 
- 432 cos 6t amp 

4- 1 3  Find the equivalent inductance for each of the inductive networks 
of Fig. 4-22 .  

Ans. 2 . 25 henrys ; 1 .6 henrys ; 3 . 25 henrys 

Fig. 4-21 (a) See Drill Prob. 4- 1 1 .  (b) See Drzll Prob. 4-12. 

4 n 

··\ 2 n 2 f 6 f 

5 fl 

(a} (b} 
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1 h 5 h 

(o) 

4 h  

(b) 

Fig. 4-22 See Drill Prob. 4-13. 

2 h 1 h 

1 h 

1 h 

(e) 

1 h 1 h 

4- 1 4  Find the equivalent capacitance for each of the capacitive net
works of Fig. 4-23 .  

Ans. 3 .25 farads ; 2 .25 farads ; 1 .6 farads 

4-6 DUALITY 

Duality has been mentioned earlier in connection with resistive circuits and more 
recently in the discussion of inductance and capacitance ; the comments made 
were introductory and a little offhand. Now we may make an exact definition 
and then use the definition to recognize or construct dual circuits and thus avoid 
the labor of analyzing both a circuit and its dual. 

We shall define duality in terms of the circuit equations. Two circuits are 
duais if the mesh equations that characterize one of them have the sarne mathe
matical form as the nodal equations that characterize the other. They are said 
to be exact duais if each mesh equation of the one circuit is numerically identical 
with the corresponding nodal equation of the other; the current and voltage var
iables themselves cannot be identical, of course. Duality itself merely refers to 
any of the properties exhibited by dual circuits. 

Let us interpret the definition and use it to construct an exact dual circuit by 
writing the two mesh equations for the circuit shown in Fig. 4-24. Two mesh 

Fig. 4-23 See Drill Prob. 4-14. 

(o) (b) (e) 
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Fig. 4-24 A given circuit to which 
the defmition of duality may be ap
plied to determine the dual circuit. 

currents ii and i2 are assigned, and the mesh equations are 
. dii di2 31i + 4 - - 4 - = 2 cos 6t dl dt 

dii di2 l J ' ·  d 5 .  l O  - 4 - + 4 - + - 12 1 + z2 = -
dl dt 8 o 

5 0 

( 4- 1 6) 

( 4- 1 7) 

It should be noted that the capacitar voltage ec is assumed to be 1 0  volts at 1 = O. 
We may now construct the two equations which are th_e mathematical exact 

duais of Eqs. (4- 1 6) and (4- 1 7 ) .  We wish them to be nodal equations, and we 
thus begin by replacing the mesh currents zi and i2 by two node-to-reference 
voltages ei and e2 . We obtain 

dei de2 3ei + 4 - - 4 - = 2 cos 61 dt dt ( 4- 1 8) 

dei de2 1 J ' - 4 - + 4 - + - e2 dt + 5e2 = - 1 O dt dl 8 o 
( 4- 1 9) 

and we now seek the circuit represented by these two nodal equations. 
Let us first draw a tine to represent the reference node, and then we may estab

lish two nodes at which the voltage arrowheads for ei and e2 are located. Equa
tion ( 4- 1 8) indicates that a current source 2 cos 61 is connected between node 1 
and the reference node, oriented to provide a current entering node ! .  This 
equation also shows that a 3-mho conductance appears between node 1 and the 
reference node. Turning to Eq. (4- 1 9) ,  we first consider the nonmutual terms, or 
those terms which do not appear in Eq. ( 4- 1 8) ,  and they instruct us to connect an 
8-henry inductor and a 5-mho conductance (in paral lel) between node 2 and the 
reference. The two similar terms in Eq. (4- 1 8) and Eq. (4- 1 9 )  represent a 4-
farad capacitar present mutually at nodes 1 and 2 ;  the circuit is completed by 
connecting this capacitar between the two nodes. The constant term on the 

2 cos 6t ampj 

Rei. 

5 1l 

Fig. 4-25 The exact dual of the 
circuit of Fig. 4-24. 
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Fig. 4-26 The dual of the circuit of Fig. 4-24 is constructed directly from 
lhe circuit diagram. 

right side of Eq. ( 4- 1 9) is the value of the inductor current at 1 = O; thus, iL(O) = 
1 0 . The dual circuit is shown in Fig. 4-25 ; since the two sets of equations are 
numerically identical, the circuits are exact duais. 

Dual circuits may be obtained more readily than by the above method, for 
the equations need not be written. ln order to construct the dual of a given 
circuit, we think of the circuit in terms of its mesh equations. With each mesh 
we must associate a nonreference node, and, in addition, we must supply the 
reference node. On a·diagram of the given circuit we therefore place a node in 
the center of êach mesh and supply the reference node as a line below the dia
gram or a loop enclosing the diagram. Each element which appears jointly in 
two meshes is a mutual element and gives rise to identical terms, except for sign, 
in the two corresponding mesh equations. It must be replaced by an element 
which supplies the dual term in the two corresponding nodal equations. This 
dual element must therefore be connected directly between the two non
reference nodes which are within the meshes in which the given mutual element 
appears. The nature of the dual element itself is easily determined ; the mathe
matical forrn of the equations will be the sarne only if inductance is replaced by 
capacitance, capacitance by inductance, and resistance by conductance. Thus, 
the 4-henry inductor which is cornrnon to rneshes 1 and 2 in the circuit of Fig. 
4-24 appears as a 4-farad capacitor connected directly between nodes 1 and 2 
in the dual circuit. 

Elernents which appear only in one rnesh rnust have duais which appear be
tween the corresponding node and the reference node. Referring again to Fig. 
4-24, the voltage source 2 cos 61 v appears only in rnesh 1 ;  its dual is a current 
source 2 cos 61 arnp which is connected only to node 1 and the reference node. 
Since the voltage source is clockwise sensed, the current source rnust be into-the
nonreference-node-sensed . Finally, provision rnust be rnade for the dual of the 
initial voltage present across the 8-farad capacitor in the given circuit. The 
equations have shown us that the dual of this initial voltage across the capacitor 
is an initial current through the inductor in the dual circuit ; the nurnerical 
values are the sarne, and the correct sign of the initial current rnay be deterrnined 
most readily by considering both the initial voltage in the given circuit and the 



1 31 lnductance and Capacitance 

initial current in the dual circuit as sources. Thus, if ec in the given circuit is 
treated as a source, it would appear as - ec on the right side of the mesh equa
tion ; in the dual circuit, treating the current iL as a source would yield a term 
- zL on the right side of the nodal equation. Since each has the sarne sign when 
treated as a source, then, if ec(O) = 1 0, iL(O) must also be 1 0 . 

The circuit of Fig. 4-24 is repeated in Fig. 4-26 ,  and its exact dual is 
constructed on the circuit diagram itself by merely drawing the dual of each 
given element between the two nodes which are centered in the two meshes 
which are common to the given element. A reference node which surrounds 
the given circuit may be helpful . After the dual circuit is redrawn in more 
standard form, it appears as shown in Fig. 4-25 .  

An additional example of the construction of a dual circuit is shown in Fig. 
4-27a and b. Since no particular element values are specified, these two circuits 
are duais, but not necessarily exact duais. The original circuit may be re
covered from the dual by placing a node in the center of each of the five meshes 
of Fig. 4-2 7 b and proceeding as before. 

The concept of duality may also be carried over into the language by which 
we describe circuit analysis or operation. One example of this was discussed 
previously in Sec. 4-4, and the duais of severa) words appeared there. Most of 
these pairs are obvious ; whenever there is any question as to the dual of a word 
or phrase, the dual circuit may always be drawn or visualized and then 
described in similar language. For example, if we are given a voltage source in 
series with a capacitor, we might wish to make the important statement, "the 
voltage source causes a current to ftow through the capacitor" ; the dual state
ment is, "the current source causes a voltage to exist across the inductor." The 

Fig. 4-27 (a) The dual ( in light fines) of a given circuit ( in heavy fines) 
is constructed around the given circuit. ( b) The dual circuit is drawn in 
more conventional form. 

i 

(a) (b} 
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dual of a less carefully worded statement, such as, "the current goes round and 
round the series circuit," often requires a little inventiveness.4 

Practice in using dual language can be obtained by reading Thévenin's 
theorem in this sense ; Norton's theorem should result. 

We have spoken of dual elements, dual language, and dual circuits. What 
about a dual network? Consider a resistor R and an inductor L in series. The 
dual of this two-terminal network exists and is most readily obtained by con
necting some ideal source to the given network. The dual circuit is then 
obtained as the dual source in parallel with a conductance G, G = R, and 
a capacitance C, C .= L. We consider the dual network as the two-terminal 
network that is connected to the dual source ; it is thus a pair of terminais be
tween which G and C are connected in parallel. 

Before leaving the definition of duality, it should be pointed out that duality 
is defined on the basis of mesh and nodal equations. Since nonplanar circuits 
cannot be described by a system of mesh equations, a circuit which cannot be 
drawn in planar form does not possess a dual . 

We shall use duality principally to reduce the work which we must do to analyze 
the simple standard circuits. After we have analyzed the series RL circuit, then 
the parallel RC circuit requires less attention, not because it is less important, 
but because the analysis of the dual network is already known. Since the 
analysis of some complicated circuit is not apt to be well known, duality will 
usually not provide us with any quick solution. 

Drill Problems 

4- 15  (a) How many nodes are there in the circuit which is the dual of 
a two-mesh circuit? (b) If a given four-mesh circuit contains four re
sistors, three capacitors, and two inductors, how many inductors will be 
present in the dual circuit? (e) What is the ratio of the power delivered 
to a certain resistive element in a given circuit to the power delivered 
to the dual of that element in the circuit which is the exact dual of the 
given circuit? 

4 Someone has suggested, "the voltage is across ali over the parallel circuit ."  

Fig. 4-28 See Drill Prob. 4-16. 
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Ans. 3 ;  ! ;  3 

i, ;, 
2 f .!. O  ' 



1 33 lnductance and Capacitance 

4- 16  Write the mesh equation for the circuit of Fig. 4-28a and show, 
by direct substitution, that i = 1 . 6 cos 31 + 1 . 2 sin 31 amp is a solution. 
Then use the duality principie for the circuit of Fig. 4-28b to determine: 
(a) i1 ;  (b) i2 ; (e) i3 . 

Ans. 7 . 2  cos 31  - 9.6 sin 31  amp; 8 cos 31  + 6 sin 31  amp; 4.8 cos 31 
+ 3 . 6  sin 31 amp 

4-7 LINEARITY AND SUPERPOSITION AGAIN 

ln the previous chapter we learned that the principie of superposition is a neces
sary consequence of the linear nature of the resistive circuits which we were 
analyzing. The resistive circuits are linear because the voltage-current relation
ship for the resistor is linear. 

We now wish to show that the benefits of linearity apply to RLC circuits as 
well. ln accordance with our previous definition of a linear circuit, these cir
cuits are also linear because the voltage-current relationships for the inductor 
and capacitar are linear relationships. This is easily demonstrated.  For the 
inductor we have 

e =  L di dl 
Multiplication of the current by some constant K leads to a voltage which is also 
greater by a factor K; the voltage-current relationship is therefore linear, and 
the inductor is a linear element. The defining expression for the capacitar, 

i = c de 
dl 

shows that the capacitar is also a linear circuit element. Finally, a circuit com
posed of ideal sources and linear resistors, inductors, and capacitors is a linear 
circuit. 

ln this linear circuit the response is again proportional to the forcing function. 
The proof of this statement is accomplished by first writing a general system of 
integrodifferential equations, say in terms of node voltages. Let us place ali the 
terms having the form of Ge, C de/ dl , and ( 1 / L) f e dl on the left si de of each 
equation and keep the source currents on the right side. As a simple example, 
one of the equations might have the form 

C de 1 J d . Ge + - + - e 1 = ls 
d1 L 

( 4-20) 

If every source is now increased by a factor K, then the right side of each equa
tion is greater by the factor K. But each term on the left is a linear term in
volving some node voltage, and the solution of this new system of equations must 
therefore consist of a set of node voltages, each of which is greater than its pre
vious value by the factor K. 
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One point still needs clarification, however. ln writing a general system of 
nodal or mesh equations, integrais of the form ( 1 / L) J e dt or ( 1 / C) J i dt must 
be accompanied by a constant of integration. ln writing Eq. ( 4-20) ,  this con
stant is understood, in accordance with the discussion in Sec. 4-3 .  Let us now 
show this constant explicitly : 

Ge + e 
de + _!_ 1' e dt + iL(lo) = is dt L 'º 

( 4-2 1 )  

I f  we now replace is by Kis, it is apparent that th.e new value for e is not Ke. 
If .the source and response are still to be proportional, then the initial inductor 
current must be treated as a source current and increased also by a factor of K. We 
shall therefore understand that the initial values of inductor currents (or capac
itar voltages, in the case of mesh equations) appear on the right side of the 
equations and are treated as sources. This treatment of initial values as 
equivalent sources is elaborated upon later, particularly in Chap. 7 .  

The principie of proportionality between source and response i s  thus ex
tensible to the general RLC circuit. Let us now show that the principie of 
superposition is also applicable. The proof must be phrased in terms of a sys
tem of general mesh or nodal equations, but we may illustrate the method by 
considering a single equation of the form of Eq. ( 4-2 1 ). If each source and re
sponse is considered to be the sum of two parts, Eq. ( 4-2 1 )  may be written 

d 1 1 1 G(ea + eb) + C- (ea + eb) + - (ea + eb) dt dt L 'º \ 

= ( isa + isb) - [iLa( to ) + zú( to)] 

The linear nature of each of the left-hand terms enables us to express each term as 
the sum of a term involving ea and one involving eb : 

dea deb 1 1' 1 1' Gea + Geb + C - + C - + - ea dt + - eb dt dt dt L 'º L 'º 

= isa - iLa( to) + isb - iLb( to) 
This equation, however, may be obtained by adding two equations of the form of 
Eq. ( 4-2 1 ), one with a subscripts for experiment a, and the other carrying b sub
scripts. If the sum of the two sets of sources is equal to some desired source, 
then the response to this desired source may be obtained by adding the responses 
produced by each source acting alone. ln other words, the superposition prin
cipie is applicable to general RLC circuits . Again, it must be pointed out that 
initial inductor currents and capacitar voltages must be treated as sources in 
applying the superposition principie ; each initial value must take its tum in 
being rendered inactive. 

Before we can apply the superposition principie to RLC circuits, it is first nec
essary to develop methods of solving the equations describing these circuits when 
only one source is present. At this time we should feel convinced that a linear 
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circuit will possess a response whose amplitude is proportional to the amplitude 
of t�e source. We should be prepared to apply superposition later, considering 
an mductor current or capacitor voltage specified at t = to as a source which 
must be killed when its turn comes. 

4-8 THEVENIN'S AND NORTON'S THEOREMS 

Since proving and learning to use Thévenin's and Norton's theorems, we have 
added the inductor and the capacitor to our collection of circuit elements, and 
we must consider the applicability of those two theorems to the more general 
circuits which may contain these two new energy-storage elements. We shall 
see that the theorems remain valid, even when energy is stored initially in any of 
the inductors and capacitors. 

ln the previous section we reached the conclusion that initial inductor cur
rents and capacitor voltages may be accounted for by including appropriately 
connected ideal current sources and voltage sources in the circuit to represent 
these initial conditions. The superposition principie then applies without 
restraint. 

Now let us recall our discussion of Thévenin's and Norton's theorems from 
the third chapter. We first assumed that we were considering a general linear 
active circuit ; any circuit containing linear inductors, capacitors, and resistors is 
also a linear circuit. We then visualized the circuit as being broken up into two 
networks A and B connected by a single pair of conductors ; both A and B could 
be active networks. We used the superposition principie and Kirchhoff's laws 
to show that the A network, for example, could be replaced by a much simpler 
network which was equivalent to A ,  at least from the viewpoint of B. This 
Thévenin cquivalent of A was obtained by killing ali the generators in A, includ
ing the initial-condition generators, and then placing the inactive A network in 
series with an ideal voltage source whose voltage was equal to the open-circuit 
terminal voltage across A before it was rendered inactive. The Norton equiv
alent for the A network was obtained in a dual manner by killing ali the sources 
in the A network and then placing the inactive A network in parallel with an 
ideal current source whose current was equal to the current which would flow 
in a short circuit across the terminais of A before it was killed. 

Thus, linearity of the original circuit, the applicability of Kirchhoff's laws, 
and the superposition principie were the only prerequisites for the proof of 
Thévenin's and Norton's theorems. The general RLC circuit, however, con
forms perfectly to these requirements. It follows, therefore, that ali linear cir
cuits which contain any combinations of ideal voltage sources and current 
sources and linear resistors, inductors, and capacitors may be analyzed with the 
use of these two theorems, if we wish. It is not necessary to repeat the theorems 
here, for they were previously stated in a manner that is equally applicable to 
the general RLC circuit. 
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i(t) ( amp )  

Fig. 4-29 See Prob. 3. 

I f!  3 h 

lO vi-= 

(a) 

Fig. 4-30 (a) See Prob. 4. ( b) See Prob. 5. 

Problems 

0.5 

o O.O! 0.02 0.03 t (sec)  

s n  

16 vi-=- 2 h 

s n  

(b) 

(a) The current through a certain 5-henry inductance increases l inearly 
from zero to 1 amp in 0 .0 1  sec and then decreases linearly to zero in 0.005 
sec. Find the voltage across the inductance. Sketch the current and volt
age on the sarne time axis. (b) A 20-mh inductance has no current ftowing 
through it when a rectangular voltage pulse of 500-µsec duration and 1 00-
volt amplitude is suddenly applied to it. Find and sketch the resultant 
current ftow. 

•2 For each part of Prob. 1 ,  determine the time at which the energy stored in 
the inductance is a maximum and find this maximum energy. 

3 The current through a 2-henry inductor is sketched as a function of time in 
Fig. 4-29. Make accurate labeled sketches of: (a) inductor voltage versus t; 
(b) inductor power versus t; (e) total stored energy versus t. 

•4 Find i1 ,  i2, and ia in the circuit shown in Fig. 4 .30a. 
• 5  The circuit o f  Fig. 4-30b has been i n  the condition shown fo r  a long time. 

Then the switch is suddenly dosed. (a) Just before the switch doses, what 
is the value of i? (b) Just after the switch doses, determine the value of i. 
(e) If the switch remains dosed forever, what value does i finally assume? 

6 Answer parts a, b, and e of Prob. 5 for the circuits of Fig. 4-3 l a  and b. 
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7 (a) The voltage across a certain 0.5-µf capacitor increases linearly from zero 
to 1 00 volts in 1 0-3 sec, remains at 1 00 volts for 2 X 1 o-3 sec, and then de
creases linearly to zero in 0 .5  X 1 0-3 sec. Find the current through the 
capacitor and sketch the current and voltage waveforms on the sarne time 
ax1s. (b) A 400-pf capacitor has no initial voltage. A current of 2 ma is 
suddenly applied and maintained for 1 msec. Find and sketch the capaci
tor voltage. 

•8 For each part of Prob. 7 ,  determine the time at which the energy stored in 
the capacitance is a maximum and find this maximum energy. 

9 The voltage shown in Fig. 4-32 is impressed across a 5-farad capacitor. 
(a) Sketch the capacitor current as a function of time ; use numerical scales 
on both axes. (b) At what instant is wc( t) a maximum? (e) What is 
wc(t)max? 

•10 Find e1 , e2 , and e3 in the circuit shown in Fig. 4-33a . 
•1 1 The circuit of Fig. 4-33b has been in the condition shown for a very long 

time. The switch is then suddenly dosed. (a) J ust before the switch doses, 
what is the value of e? (b) Just after the switch doses, what is the value 
of e? (e) If the switch remains dosed forever, what value does e finally 
assume? 

1 2  Answer parts a ,  b ,  and e of Prob. 1 1  for the circuits of Fig. 4-34a and b. 
13  A 0.2-farad capacitor and a 3-henry inductor are connected in series. 

Neither element contains any stored energy. A triangular current pulse is 

Fig. 4-31 See Prob. 6. 

Fig. 4-32 See Prob. 9. 

(a) 
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(b) 

2 3 
t ( sec )  



138 The Transient Circuit 

then applied by an ideal current source to the series combination. Assume 
a pulse which is zero for t � O, rises linearly to 5 amp at t = 1 sec, and 
then decreases linearly to zero at t = 2 sec, remaining at zero thereafter. 
Sketch the current pulse, the inductor voltage, the capacitor voltage, and 
the voltage across the source as functions of time on the sarne axis. 

•14  An 8-henry inductor and a 2 -farad capacitor are in series. A current 
i = 5 sin V..t amp flows through the series combination. (a) Find the volt
age across the inductance at any time t. (b) Find the voltage across the 
capacitor at any time t if the stored energy is zero at t = 2'TT sec. (c) What 
is the voltage across the series combination? 

15 (a) A helical coil ( often called a "solenoid") has a length of 6 in . ,  a 
diameter of 1 in . ,  and contains 20 turns per inch. Find the inductance if 
the coil is air-filled. (b) Assume that the turns of wire are touching, but 
that each wire has an insulating coating which is 0 .0 1 in. thick. The wire 
is annealed copper and has a circular cross section. Find the total re
sistance of the coil .  

1 6  (a) A capacitor i s  constructed o f  two sheets o f  metal foi!, each 1 b y  8 0  in. ,  
separated by an insulating layer which is 0.005 in. thick. The permittivity 
of the insulating material is five times larger than that for air (i .e . , the 
"dielectric constant" is 5 ) .  Find the capacitance. (b) Recalling from 
Chap. 2, Prob. 4, that R = pd/ A ,  find the resistance present between the 
two sheets. The resistivity p of the insulating material is 2 X 1 010 ohm-m. 

10 n 4 fl  

3 f 6 fl  

2 f 

(a) 

Fig. 4-33 (a) See Prob. 1 O. ( b) See Prob. 11 .  

Fig. 4-34 See Prob. 12. 
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e, (tfi .. ,.1fl-Fig. 4-35 See Prob. 1 7a. 
(a) (b) 

(-----------. 

r.r·ia e,(t)i 
Fig. 4-36 See Prob. 1 7b. 

(a) (b) 

(c) Using an identical second insulating layer, the sheets are then rolled up 
to form the completed capacitar. Show that this doubles the capacitance 
and halves the resistance. 

•1 7  (a) A general inductive voltage source is shown i n  Fig. 4-35a.  The equiv
alent current source is sketched in Fig. 4-35b. By finding the open-circuit 
voltage and short-circuit current for each source, determine Lx and ix( t) in 
terms of Ls and e5( t) . (b) Repeat for the capacitive sources of Fig. 4-36. 

1 8  (a) Use the definition of current i = dq/ dt t o  show that the charge o n  one 
of the plates of a capacitar is equal to the product of the capacitance and 
the voltage across the capacitar. l t  may be assumed that the voltage is 
zero when the charge is zero. (b) ln what other forms, involving charge, 
might the expression for the energy stored in a capacitar be written? 

1 9  Given a source current is = 1 0  cos 6 t  applied first t o  a 5-ohm resistor, then 
to a 3-henry inductor, and finally to a 2-farad capacitar, determine the 
voltage across the pesistor at t = O, the voltage across the inductor at t = O, 
and show that the voltage across the capacitar cannot be found at t = O 
unless some additional information is specified. What form may this infor
mation take? 

•20 Find the voltage ex across the 3-henry inductor in the circuit of i;:ig. 4-37a. 
•2 1  Find the current z x  through the 4-farad capacitar i n  the circuit of Fig. 4-37b .  

22 Write the single integrodifferential equation, in terms of the source voltage 
and the element values, by which the current i may be obtained in the cir
cuit of Fig. 4-38. 

23 (a) ln  the circuit of Fig. 4-39a, it is known that lL = ! Ocº·2 1 .  Find 
zn. (b) For the sarne circuit, let in = 5 sin 200 t and find iL . Assume that 
no energy is stored in the inductor at t = O. 

•24 ln the circuit shown in Fig .  4-39b, assume that en = 6( 1 - c0·3 1 )  and find 
e8( t) .  
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ln the circuit shown in Fig. 4-40a, it is known that eL(t) = - 2 sin 6t, 
i(t) = cos 6t, ec( t) = 2 sin 6t, and ec = O at t = O. (a) Find the values of L 
and e. (b) Find the expression for eR(t) . (e) Find the expression for es(t). 
Write the mesh equations for the circuit of Fig. 4-40b. Where possible, re
duce series and parallel components to a single equivalent expression. 
Write the set of mesh equations for the circuit shown in Fig. 4-4 1 .  
After transforming the voltage sources t o  current sources, write the set of 
nodal equations for the circuit of Fig. 4-4 1 .  Choose the bottom node as the 
reference node. 
An expression for voltage division between two series resistors was derived 
in Chap. 2. Determine the corresponding results for inductances and 
capacitances by finding: (a) e2(t)/e,(t) for the circuit of Fig. 4-42a ; (b) 
e2(t)/ e8( t) for Fig. 4-42b. 

·T'· L 1 .  
(a) (b) 

Fig. 4-37 (a) See Prob. 20. (b)  See Prob. 21 .  

f-----1 e, e, L,  

L , R, 

e,, e, L,  R , R , 

Fig. 4-38 See Prob. 22. 

Fig. 4-39 (a) See Prob. 23. ( b) See Prob. 24. 
3 !l 

'· jL 
� 

e, 

··i 
100 !l 1 h e, (t}i 10 h 

(a) (b) 
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•30 Determine expressions for current division between two parallel inductors 
and capacitors by finding : (a) z 2 ( t )/ i8 ( t )  for the circuit of Fig .  4-43a ; (b) 
i2( t )/ i.(t) for Fig. 4-43b. 

•3 1  Construct the duais of the networks shown i n  Fig. 4-44a and b. 

32 Construct the exact duais of the networks shown in Fig. 4-45a and b. 
33 The circuit shown in Fig. 4-46a contains a switch which doses at t = O. 

Construct the exact dual of this circuit and include the switch by consider
ing it as a resistor which suddenly changes value at t = O.  

34 (a) ln the circuit shown in Fig .  4-46b, replace the network to the left of a-b 
by its  Thévenin equivalent. (b) Construct the exact dual of the resultant 
circuit .  (e)  Construct the dual of the circuit of Fig. 4-46b. (d) Apply 

i(t) ----3> e,(t) 
e,. (t)i 

10 o L e 

(a) 

Fig. 4-40 (a) See Prob. 25. 

Fig. 4-41 See Probs. 27 and 28. 

Fig. 4-42 See Prob. 29. 

L, e, 

e, R, 

R , 
je,.(t) 

e, 

(b) 
( b) See Prob. 26. 

(a) (b) 
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L, 

(a) 

Fig. 4-43 See Prob. 30. 

Fig. 4-44 See Prob. 31 .  

5 f 

2 h  loo n 

(a} 

4 fl  

100 cos t vi"-' 
4 fl  

'\, ;(/100 COS (t + 2t ) V 

4 fl  
(b) 

10 n 

20 h 

i, (t} 

e, e, 

(b) 

- j+ cos t amp 

Fig. 4-45 See Prob. 32. 
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a 
2 í! 2 í! + n  I 

10 v/ =- 4 h 3 v/ 1 í! 3 í! 

(a) (b) b 

Fig. 4-46 (a) See Prob. 33. ( b) See Prob. 34. 

•• 
� 

2 h ·�· 5 1 
·{ 

2 h 2 h }3 - i·�; 

(a) (b) 

Fig. 4-47 (a) See Probs. 37 and 38. (b) See Probs. 39 and 40. 

Norton's theorem to the portion of the dual circuit to the " left" of a-b. (e) 
Compare the circuits of parts b and d. 

•35 A circuit or network is said to be a self-dual if the circuit or network and its 
dual are the sarne. (a) Find severa! source-free two-element networks 
which are self-duals. Can element values be chosen to provide exact self
duals? (b) Construct a self-dual which contains ali the five different ele
ments ( is ,  e8, R, L, C) . The circuit may contain more than five elements, 
however. Can the circuit be an exact self-dual? 

36 Prove that the dual of the dual of any given circuit is the given cir
cuit ; illustrate by a reasonably simple, reasonably complicated example. 

•37 Use the superposition principie to find i1, i2, and i3 in the circuit of Fig. 
4-4 7a. 

38 Rework Prob. 37 by fransforming the general capacitive voltage source into 
a current source. 

•39 Use the superposition principie to find ei , e2 , and e3 in the circuit shown in 
Fig. 4-47b. 

40 Rework Prob. 39 by transforming the general inductive current source into 
a voltage source. 



Chapter 5 Source-free RL and RC Círcuits 

5-1 INTRODUCTION 

ln the previous chapter we wrote the equations which governed the response of 
a number of circuits containing both inductance and capacitance, but we did 
not solve these equations. At this time we are ready to proceed with the solu
tion for the simpler circuits . We shall restrict our attention to certain circuits 
which contain only resistors and inductors or only resistors and capacitors, and 
wi}ich contain no sources. We shall, however, allow the presence of energy 
which is stored in the inductors or capacitors, for without such energy every re
sponse would be zero. 

Although the circuits which we are about to consider have a very elementary 
appearance, they are also of practical importance . They find use as coupling 
networks in vacuum-tube and transistor amplifiers, as compensating networks in 
automatic contrai systems, as equalizing networks in communications channels, 
and in many other ways. A familiarity with these simple circuits will enable us 
to predict the accuracy with which the output of ah amplifier can follow an input 
which is changing rapidly with time or to predict how quickly the speed of a 
motor will change in response to a change in its field current. Our knowledge 
of the performance of the sim pie RL and RC circuits will also enable us to sug
gest modifications to the amplifier or motor in order to obtain a more desirable 
response. 

The analysis of such circuits is dependent upon the formulation and solution 
of the integrodifferential equations which characterize the circuits. We shall 
cal! the special type of equation we obtain a homogeneous linear differential 
equation, which is simply a differential equation in which every term is of the 
first degree in the dependent variable and its derivatives. A solution is obtained 
when we have found an expression for the dependent variable, as a function of 
time, which satisfies the differential equation and also satisfies the prescribed 
energy distribution in the inductors or capacitors at a prescribed instant of time, 
usually t = O. 

144 
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The solution of the differential equation represents a response of the circuit, 
and it is known by many names. Since this response depends upon the general 
"nature" of the circuit ( the types of elements, their sizes, the interconnection of 
the elements) ,  it is often called. a natural response. lt is also obvious that any real 
circuit we construct cannot store energy forever ; the resistances necessarily as
sociated with inductors and capacitors will eventually convert ali stored energy 
into heat. The response must eventually die out, and it is therefore referred to 
as the transient response. Finally, we must also be familiar with the mathe
matician's contribution to the nomenclature ; he calls the solution of a 
homogeneous linear differential equation a complementary function. When we 
consider sources acting on a circuit, part of the response will partake of the 
nature of the particular source used ; this part of the response will be "comple
mented" by the complementary response produced in the source-free circuit, and 
their sum will be the complete response. The source-free response may be called 
the natural response, the transient response, or the complementary function, but 
becàuse of its more descriptive nature, we shall most often call it the natural 
response. 

We shall consider severa! different methods of solving these differential equa
tions. This mathematics, however, is not circuit analysis. Our greatest interest 
lies in the solutions themselves, their meaning, and their interpretation, and we 
shall try to become sufficiently familiar with the form of the response that we 
are able to write down answers for new circuits by just plain thinking. Although 
complicated analytical methods are needed when simpler methods fail, an 
engineer must always remember that these complex techniques are only tools 
with which meaningful, informative answers may be obtained;  they do not 
constitute engineering in themselves. 

5-2 THE SIMPLE RL CIRCUIT 

We shall begin our study of transient analysis by considering the simple series 
RL circuit shown in Fig. 5- 1 .  Let us designate the time-varying current as i(t), 
and we shall let the value of i(t) at t = O be prescribed as lo. We therefore 
have 

or 

e11 + eL = iR + L di = O dt 

di R . O + - 1 = 
dt L 

i(t) 

L 

(5- 1 )  

Fig. 5-1 A series RL circuit for 
which i(t) is to be determined, sub

ject to the initia/ condition that 
i(O) = lo. 
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and we must determine an expression for i(t) which satisfies this equation and 
also has the assumed value of i(t) at t = O. The solution may be obtained by 
severa! different methods. 

One very direct method of solving differential equations consists of writing 
the equation in such a way that the variables are separated and then integrat
ing each side of the equation. The variables in Eq. (5- 1 )  are i and t, and it is 
apparent that the equation may be multiplied by dt, divided by i, and arranged 
with the variables separated, 

!!:!:. = _!i.
dt . L 

(5-2) 

Since the current is 10 at t = O and i(t) at time t, we may equate the two defi
nite integrais which are obtained by integrating each side between the corres
ponding limits, 

l i(•l _d_i fc' R = o - -L dt 
lo 1 

and, therefore, 

or 

ln i / ;0 = - � t / : 
ln i - ln lo = - !!. t L 

Therefore, 

i(t) = locRt1L (5-3) 

We check our solution by first showing that substitution of Eq. (5-3) into Eq. (5- 1 )  
yields the identity O =  O and then showing that substitution o f  t = O into Eq. 
(5-3) produces i(O) =; lo. Both steps are necessary; the solution must satisfy the 
differential equation which characterizes the circuit, and it must also satisfy the 
initial condition, or the response at zero time. 

The solution may also be obtained by a slight variation of the method 
described above. After separating the variables, we may obtain the indefinite 
integral of each side of Eq. (5 -2 )  if we also include a constant of integration. 
Thus, 

and integration gives us 

1 . 
R n 1  = -- t + K L (5-4) 

The constant K cannot be evaluated by substitution of Eq. (5-4) into the original 
differential equation (5- 1 ) ;  the identity O - O will result, because Eq. (5-4) is a 
solution of Eq. (5- 1 )  for any value of K. The constant of integration must be 
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selected to satisfy the initial condition i(O) = 10• Thus, at t = O, Eq. (5-4) 
becomes 

ln 10 = K 

and we use this value for K in Eq. (5-4) to obtain the desired response 

ln i = -� t + ln lo 

or i(t) = 10cRt1L 

as before. 
Either of the methods above can be used only when the variables can be 

separated, and this is only occasionally possible. ln the remaining cases we shall 
rely on a very powerful method, the success of which will depend upon our 
intmt1on or experience. We shall simply guess or assume a form for the solution 
and then test our assumptions, first by substitution into the differential equa
tion and then by applying the given initial conditions. Sinçe we cannot be 
expected to guess the exact numerical expression for the solution,  we shall as
sume a solution containing severa! unknown constants and select the values for 
these constants in order to satisfy the differential equation and the initial con
ditions. Many of the differential equations encountered in circuit analysis have 
a solution which may be represented by the exponential function or by the sum 
of severa! exponential functions. Let us assume a solution of Eq. (5- 1 )  in ex
ponential form, 

i(t) = At• , t 

where A and s1 are constants to be determined. After substituting this assumed 
solution into Eq. (5- 1  ) , we have 

or 01 + f )Ae1 t = o 

ln order to satisfy this equation for ali values of time, it is necessary that A = O, 
s1 = - oo , or s1 = -R/L . But if A = O  or si = - oo , then every response is 
zero; neither can be a solution to our problem. Therefore, we ºmust choose 

R s1 = - y;  

and our assumed solution takes on the form 

i(t) = AcRtlL 

The remaining constant must be evaluated by applying the initial condition 
i = lo at t = O. Thus, 

lo = A 
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and the final form of the assumed solution is 

i(t) = locRt1L 

once agam. 

(5-5) 

We shall not consider any other methods for solving Eq. (5- 1 ) , although 
a number of other techniques may be used. Watch for them in a study of dif
ferential equations. 

Before we tum our attention to the interpretation of the response, let us check 
the power and energy relationships in this circuit. The power being dissipated 
in the resistor is 

Pn = i2R = fo2Rc2Rt1L 

and the total energy turned into heat in the resistor is found by integrating the 
instantaneous power from zero time to infinite time, 

= fo2R (-
2
� }-2n11L J : = V2Lfo2 

This is the result we expect, because the total energy stored initially in the coil is 
1/2L/02 , and there is no energy stored in the coil at infinite time. Ali the initial 
energy is accounted for by dissipation in the resistor. 

Drill Problems 

5- 1 Each circuit shown in F\g.  5 -2  has been in the condition shown 
for an extremely long time. At t = O, the severa) switches are closed or 
opened as indicated. The single-pole double-throw switches appearing 
in b and e are drawn to indicate that they dose one circuit before open
ing the other. They are called "make before break. "  After reviewing 
the characteristics of an inductor, as summarized on page 1 1 3 ,  determine 
i(O) in each circuit. 

Ans. 1 0  amp;  4 amp; 6.25 amp 

5-2 A 1 00-ohm resistor and a 5-henry inductor are in series. At 
t = O  an energy of 1 60 joules is present in the coil .  Find the magnitude 
of the current at : (a) t = O; (b) t = 0. 1 sec ; (e) t = 1 sec.  

Ans. O amp; 1 .08 amp; 8.0 amp 

5-3 For the circuit described in Drill Prob. 5-2, find the time at which 
the energy in the coil is the following percentage of the initial energy : (a) 
50 per cent ;  (b) 1 0  per cent ; (e) l per cent .  

Ans. 0. 1 1 5 sec ; 0.0 1 73 sec ; 0.0575 sec 
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100 V 
---7 

t = o t = O  
l \h 

3 =il00 V 100 ·i = 3 h  
20 n 

10 n 

(a) (e) 

(b) 

Fig. 5-2 See Drill Prob. 5-1 .  

5-3  PROPERTIES OF THE EXPONENTIAL RESPONSE 

Let us now consider the nature of the response in the series RL circuit. 
We found that the current is represented by 

i( t) = focRt!L (5-6) 

At zero tirne, the current is the assurned value lo, and as tirne increases, 
the current decreases and approaches zero. The shape of this decaying ex
ponential is seen by a plot of i( t )/ lo versus t, as shown in Fig. 5-3 .  Since the 
function we are plotting is cRt!L, the curve will not change if R/ L does 
not change. Thus, the sarne curve rnust be obtained for every series RL circuit 
having the sarne R/ L or L/ R ratio. Let us see how this ratio affects the shape 
of the curve. 

If we double the ratio of L to R, then the exponent will be unchanged if t is 
also doubled. ln other words, the original response will occur at a later time, 
and the new curve is obtained by rnoving each point on the original cUTve twice 
as far to the right. With this larger L/ R ratio, the current takes longer to decay 
to any given fraction of its original value. We rnight have a tendency to 'say 

i 
T. 

Fig. 5-3 A plot of cRt!L 
versus t. 
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that the "width" of the curve is doubled, or that the "width" is proportional to 
L/R. However, we should have to define our term "width," because each curve 
extends from t = O to oo . Instead, let us consider the time that would be re
quired for the current to drop to zero if it continued to drop at its initial rate. 

The initial rate of decay is found by evaluating the derivative at zero time, 

d i 1 - R -Rt!L
I 

- R 

dt To t=O - - Ll t=O -
-

L 
Let us designa te the value of ti me it takes for i/ lo to drop from unity to zero, as
suming a constant rate of decay, by the Greek letter 'T ( tau) . Thus, 

!i 'T = 1 
L 

or L 'T = -
R 

(5-7) 

The ratio L/ R has the physical dimensions of seconds since L and R have the 
respective dimensions [ML2 Q-2] and [ML2 11 Q-2] .  This result is confirmed by 
noting that the exponent - Rt/ L must be dimensionless. This value of time 
'T is called the lime constant; it is shown in Fig. 5-4. lt is apparent that the time 
constant of a series RL circuit may easily be found graphically from the response 
curve ; it is only necessary to draw the tangent to the curve at t = O and de
termine the intercept of this tangent line with the time axis. 

An equally important interpretation of the time constant r is obained by de
termining the value of i(t)/ 10 at t = r. We have 

i(r) 
= c1 = 0.368 

lo 
or i(r) = 0.36810 

Thus, in one time constant the response has dropped to 36.8 per cent of its 
initial value ; the value of r may also be determined graphically from this fact, 
as indicated by Fig. 5-5 .  It is convenient to measure the decay of the currertt 
at intervals of one time constant, and recourse to a slide rule or a table of neg-

Fig. 5-4 The time constant 'T is L/ R sec for a series RL circuit. It is the 
time required for the response curve to drop to ;::,ero if it decays at a constant 
rate which is equal to its initial rate of decay. 

i 
T," 

T 
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Fig. 5-5 The current in a 
series RL circuit is 36.8 per 
cent, 1 3 .5 per cent, and 5 per 
cent of its initial value in T, 
2-r, and 3-r sec respectively. 

ative exponentials shows that i( t) / lo is 0 .368 at t = T, 0. 1 35 at t = 2T, 0 .0498 
at t = 3T, 0 .0 1 83 at t = 4T, and 0.0067 at t = 5T. At some point three to five 
time constants after zero time, most of us would agree that the current is a 
negligible fraction of its form�r self. 

Why does a larger value of the time constant L/ R produce a response curve 
which decays more slowly? Let us consider the effect of each element. An in
crease in L allows a greater energy storage for the sarne initial current, and this 
larger energy requires a longer time to be dissipated in the resistor. We may 
also increase L/ R by reducing R. ln this case, the power flowing into the re
sistor is less for the sarne initial current ; again,  a greater time is required to dis
sipate the stored energy. 

ln terms of the time constant T, the response of the series RL circuit may be 
written simply ªli 

i( t) = 10c11r 

Drill Problem 

5-4 Find the time constant of a senes RL circuit in which : (a) the 
current at any instant is one-half of its value 1 sec ago ; (b) the current 
is 2 amp at t = 11 and is decreasing at the rate of 4 amp/sec ; (e) the 
stored energy is 2 joules at t = 11 and is decreasing at the rate of 4 
joules/sec. 

5-4 A MORE GENERAL RL CIRCUIT 

Ans. 0.5 sec ; 1 sec ; 1 .443 sec 

It is not difficult to extend the results obtained for the series RL circuit to a circuit 
containing any number of resistors and one inductor. We fix our attention on 
the two terminais of the coil and determine the equivalent resistance across these 
terminais. The circuit is thus reduced to the simple series case. As an example, 
consider the circuit shown in Fig. 5-6 .  The equivalent .resistance which the coil 
faces is 
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Fig. 5-6 A source-free circuit containing 
one inductor and severa! resistances. 

and the time constant is therefore 

L 'T = --
Req 

The inductor current iL is 

R, 

i ,  

R3 L 

(5-8) 

and Eq. (5-8) represents what we might call the basic solution to the problem. 
It  is quite possible that some current or voltage other than iL is needed, such as 
the current i2 in R2 . We can always apply Kirchhoff 's laws and Ohm's law to 
the resistive portion of the circuit without any difficulty, but current division 
provides the quickest answer in this circuit, 

It may also happen that we know the initial value of some current other than the 
inductor current. Since the current in a resistor may change instantaneously, 
we shall indicate the initial value after any change that might have occurred at 
t = O by use of the symbol o+. Thus, if we are g-iven the initial value of i1 as 
i1(ü+), then it is apparent that the initial value of i2 is 

From these values, we obtain the necessary initial value of iL(O) [ or iL(O-)  or 
iL(Q+)j , 

and the expression for i2 becomes 

i2 = i1(ü+) 
Ri ctl• 
R2 

Let us see ifwe can obtain this last expression more directly. Since the inductor 
current decays exponentially as c 11',  then every current throughout the circuit 
must follow the sarne functional behavior. This is made clear by considering 
the inductor current as a source current which is being applied to a resistive net-
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work. Every current and voltage in the resistive network must have the sarne 
time dependence. Using these ideas, we therefore express i2 as 

iz = Ac11T 
where 

L 7" = --
Req 

and A must be determined from a knowledge of the initial value of i2 . Since 
ii(O+) is known, then the voltage across R1 and R2 is known, and 

Therefore, 

A similar sequence of steps will provide a rapid solution to a large number of 
problems. We first recognize the time dependence of the response as an 
exponential decay, determine the appropriate time constant by combining re
sistances, write the solution with an unknown amplitude, and then determine the 
amplitude from a given initial condition. 

This sarne technique is also applicable to a circuit which contains one resistor 
and any number of inductors, although it will be necessary to consider one ex
ceptional case. The exception arises because of the fact that a circuit contain
ing more than one inductor may have an initial energy storage assigned to each 
inductance, subject, of course, to the requirements of Kirchhoff 's current law. 
Consider, for example, the circuit illustrated in Fig. 5- 7 .  Let us assign initial 
values to both ii and iz , 

iz (O) = 2 

Thus, 

and since the time constant is obviously 1/3 , we have no trouble in writing the 
correct expression for i, 

i(t) = 3c3t (5-9) 

3 h Fig. 5-7 A circuit having a closed 
path in which no resistance is present. 
This condition requires carejul analysis. 
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There is a pitfall awaiting us when we attempt to find i1 or i2 too hurriedly, 
however. Should we use the known initial values and the known time constant 
to write 

ii ( I) J lc3t 
12(1) f 2c3t 

(5- 1 0) 
( 5 - 1 1 )  

o r  should w e  tryto extend the division o f  current i n  parallel resistors t o  the case of 
parallel inductors, yielding 

. ? 3 1 1 ( 1) == 2c 1 
i2 ( t) f lc3t 

(5- 1 2) 
(5- 1 3) 

Since the latter set, Eqs. (5- 1 2) and (5- 1 3) ,  does not satisfy the given initial con
ditions, we throw it out immediately and conclude that current division between 
parallel inductors must be treated cautiously. However, the former set of equa
tions is wrong also. This is easily shown by energy considerations. Equation 
(5 - 1 0) implies that the 3-henry inductor initially contains 1 .5 joules of energy 
and that this energy all leaves this inductor ; Eq. ( 5 - 1 1 )  states that the energy of 
the 6-henry inductor decreases from 1 2  joules to zero. Thus 1 3 .5  joules has dis
appeared. But the resistor current, as given by Eq. (5-9) , may be used to calcu
late the total energy di�sipated in the 6-ohm resistor; the result is only 9 joules. 
Since the curr�nt in the resistor is known to be correct, some energy must remain 
in the two coils. Thus, a direct current may continue to flow in the closed path 
consisting of the two coils ; there will be no voltage across either coil and 
no power delivered to the resistor. The current flows forever in this zero
resistance path. 

Our trouble with Eqs. (5- 1 0) and (5- 1 1 )  can therefore be traced to the as
sumption of an exponential decay to zero. We must expect each of the inductor 
currents to be the sum of a constant and an expo11..ential . The correct expres
sions are best found by taking severa! simple steps. The voltage across the 
resistor is 

e =  6i = 1 8c3t 

and i1 is determined by integrating, 

i1 = � f - 1 8c3t dt + K 

or i1 = 2c3t + K 

The value of the integration constant is found by applying the initial condition 

and, therefore, 

z 1  = - 1  + 2c3t 

Similarly, 

12 = 1 + Ic3t 
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i ,  i , ; ,  

25 n 50 n 100 n l h 2 h 1 2  n 

{a) {b) 
Fig. 5-8 (a) See Drill Prob. 5-5. ( b) See Drzll Prob. 5-6. 

The sum of i1 and i2 gives the correct expression for i( t ) ,  and a check of the energy 
relationships throughout the circuit is cheerfully left to the student. 

A similar except ional case may be found in RC circuits; it will be i l lustrated 
by the dual of the circuit above. 

We have now considered the task of finding the natural response of circuits 
which contain only one inductor and any number of resistors or one resistor and 
any number of inductors . Some circuits containing two or more inductors and 
a lso two or more resistors may be simplified by resistance or inductance combi
nation until the simplified circuits have only one inductance or one resistance. 
They may then be analyzed by the methods discussed above. The most gen
eral RL circuit will be considered in Sec. 5- 7 ;  the analysis is made more compli
cated because the response is composed of the sum of a number of negative 
exponen tials. 

Drill Problems 

5-5 Find ix( t ) at t = 0 . 1  sec for the circuit shown in Fig .  5-8a if: (a) 
1x(O+ ) = 5 amp ; (b) i1 ( 0) = 5 amp; (e) z2 (0+ ) = 5 amp. 

Ans. 2 .32  amp;  - 1 . 55  amp; - 2 .59 amp 

5-6 For the circuit of Fig. 5-8b,  find the value which i1 approaches as 
t becomes infinite, given the initial conditions : (a) i1 (0) = 1 2 amp, 
i2 (0) = O , i3(0) = O ; (b) 1 1 (0) = 1 2  amp, i2 (0) = 8 amp, i3(0) = 2 amp; 
(e) i1 (0) = 1 2 amp, 12 (0) = 6 amp, i3 (0) = 4 amp. 

Ans. O amp ; O amp ; 5 .45 amp 

5-7 Find the time constant for each of the RL circuits shown in Fig. 5-9. 

Ans. 0.24 sec ; 0.4 sec ; 1 .05 sec 

5-5 THE SIMPLE RC CIRCUIT 

The series combination of a resistor and a capacitor has a greater practical impor
tance than does the combination of a resistor and a coil. When an engineer has 
any freedom of choice between using a capacitor and using an inductor in the 



156 The 'lraruümt Circuit 

2 h 

6 h  3 h 

(a) 

10 o 

6.1 h 

4 o 

2 h 

6 h  6 h  3 h 10 o 6 h 

(b) 

Fig. 5-9 See Drill Prob. 5-7. 
(e) 

coupling network of an electronic amplifier, in the compensation networks of an 
automatic control system, or in the synthesis of an equalizing network, for ex
ample, he will choose the RC network over the RL network whenever possible. 
The reasons for this choice are the smaller losses present in a physical capacitor, 
its lower cost, and the better approximation which the mathematical model 
makes to the physical element it is intended to represent. 

Let us see how closely the analysis of the parallel (or is it series?) RC circuit 
corresponds to that of the RL circuit .  The RC circuit is shown in Fig. 5- 1 0 .  We 
shall assume an initial stored energy in the capacitor by selecting 

e(O) = Eo 

The total current leaving the node at the top of the circuit diagram must be 
zero, and, therefore, 

c de + !... = o  dt R 

Division by C gives us 

de + -e- = O  dt RC 

Equation (5- 14 )  has a familiar form; comparison with Eq. (5- 1 ) , 

dz + !!__i = O dt L 

(5- 1 4) 

(5- 1 )  

shows that the replacement o f  i by e and L /  R by R C  produces the identical equa
tion we considered previously. lt should, for the RC circuit we are now 
analyzing is the dual of the RL circuit  we considered first. This duality forces 
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e( t) for the RC circuit and i( t) for the RL circuit to have identical expressions if the 
resistance of one circuit is equal to the reciprocai of the resistance of the other cir
cuit and if L is numerically equal to C. Thus, the response of the RL circuit, 

z(I) = i(O)cRt/L = locRt!L 
enables us to write immediately 

e(t) = e(O)ctlRC = Eoct1Rc 
for the RC circuit. 

(5- 1 5) 

Now let us suppose that we had selected the current i as our variable in the 
RC circuit, rather than the voltage e. Applying Kirchhoff 's voltage law, 

...!_J' i dt - e(to) + zR = O  
e lo  

we obtain an integral equation and not a differential equation. However, if we 
take the time derivative of both sides of this equation, 

_j_ + R dz = O  (5- 1 6) 
e dt 

and replace z by e/ R, 

..!_ + de 
= 

0 
RC dt 

we obtain Eq. (5- 1 4) again.  Equation (5- 1 6) could have been used as our start
ing point, but duality would not have appeared as naturally. 

Let us discuss the physical nature of the voltage response of the RC circuit as 
expressed by Eq. (5- 1 5  ) . At t = O we obtain the correct initial condition, and as t 
becomes infinite the voltage approaches zero. This latter result agrees with our 
thinking that if there were any voltage remaining across the capacitor, then en
ergy would continue to flow into the resistor and be dissipated as heat. Thus, 
a final voltage of zero is necessary. The time constant of the RC circuit may be 
found by using the duality relationships on the expression for the time constant 
of the RL circuit, or i t  may be found by simply noting the time at which the 
response has dropped to 36.8 per cent of its initial value, 

and 

__2_ = 1 
RC 

T = RC 

e li 

(5- 1 7) 

Fig. 5-10 A para/lei RC circuit for 
which e( t) is to be determined, sub

ject to the initial condition that 
e(O) = Eo. 
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e 
E, 

0.388Eo 

T 

Fig. 5-1 1  The capaci
tor voltage e( t) in the 
parallel R C  circuit is 
plotted as a function of 
time. The initial value 
of e( t) is assumed to be 
Eo. 

Our familiarity with the negative exponential and the significance of the time 
constant T enables us to sketch the response curve readily, Fig. 5 - 1 1 .  Larger 
values of R or C provide a larger ti me constant and a slower dissipation of the 
stored energy. A larger resistance will dissipate a smaller power with a given 
voltage across it, thus requiring a greater time to convert the stored energy into 
heat ; a larger capacitance stores a larger energy with a given voltage across it, 
again requiring a greater time to lose this initial energy. 

Drill Problems 

5-8 Determine e(O) in each circuit of Fig. 5 - 1 2 .  

180 o 

40 0 

0.01 µf 90 o 

(e) 

Ans. O volts ; 28 volts ; 60 volts 

300 V � 
l i,____, 

1 = 0  

0.1 µ f  � e 

(b) 

Fig. 5-12 See Drill Prob. 
5-8. 
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5-9 A 0.0 1 -µf capacitor is in series with a 1 0-kilohm resistor. The 
capacitor voltage is initially 1 00 volts. Find the time which : (a) repre
sents one ti me constant ;  (b) is required for the capacitor volt age to 
drop to 1 0  volts ; (c) is required for the rate of decrease of capacitor 
voltage to become one-half of its initial value .  

Ans. 69.3 µsec ; 1 00 µsec ; 230 µsec 

5-6 A MORE GENERAL RC CIRCUIT 

Many of the RC circuits for which we would like to find the natural response 
contain more than a single resistor and capacitor. J ust as we did for the RL 
circuits, we shall first consider severa! special cases and save the general case 
for the final section in this chapter. 

Let us suppose first that we are faced with a circuit containing only one 
capacitor, but any number of resistors. It is possible to replace the two-terminal 
resistive network which is across the capacitor terminais by an equivalent resist
ance, and we may then write down the expression for the capacitor voltage im
mediately. For example, the circuit shown in Fig. 5 - 1 3a may be simplified to 
that of Fig. 5 - 1 3b,  enabling us to write 

where 

e(O) = Eo and 
R1R3 

Req = R2 + 
R R 1 + 3 

Every current and voltage in the resistive portion of the network must have the 
form Act1R •• c, where A is the initial value of that current or voltage. Thus, 
the current in Ri, for example, may be expressed as 

where 

i ,  

e 

(a) 

R,  

(b) 

R,. 

Fig. 5-13 (a) A given circuit 
containing one capacitar and 
severa/ resistors. ( b) The re
sistors have been replaced by a 
single equivalent resistor; the 
time constant is now obvious. 
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· · (r I· e, (= 2 f 1 
3 n 

Fig. 5-14 A simple circuit illustrat
ing the possibility of a nonzero final 
voltage across each of two series 
capacitors. 

and i1 (0+) remains to be determined from some initial condition. Suppose that 
e(O) is given .  Since e cannot change instantaneously, we may think of the 
capacitor as being replaced by an e(O) -volt ideal d-c source. Thus, 

ii (O+) = 
e(O) Ra 

R2 + R1Ra/(R1 + R3) R1 + Ra 

The solution is obtained by collecting these results. 
Another special case includes those circuits containing one resistor and any 

number of capacitors. The resistor voltage is easily obtained by establishing 
the value of the equivalent capacitance and determining the time constant. 
Again, there is an exception to be considered here just as there was in circuits 
containing severa! inductances. Two capacitors in series may "trap" a voltage; 
equal and opposite voltages on the two capacitors yield zero voltage across the 
combination. Energy is still stored, and it cannot be dissipated . Such a prob
lem is best worked by a simple step-by-step procedure, as illustrated by the sim
ple case of Fig. 5- 1 4 . Let us assume initial voltages 

The equivalent capacitance is � farad, the time constant is 2 sec, and therefore 

e(t) = 90c112 

The voltage across the upper capacitor is now obtained by finding first the cur
rent i, 

e l = -
R 

de or 1 = - Ceq -
dt 

from which 

i = 30ct12 

The voltage e1 is, therefore, 

Thus, 

l fc' e1 = - - i dt + e1 (0) = 60c112 - 60 + 90 
C1 o 

e1 = 30 + 6(k-t12 
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. , ( 
{f  

6 o 2 o 

· · (  
lõ f 2 í!  

· · (  
1 2  o 3 o 

Fig. 5-15 (a) See Drill 
Prob. 5-10 and Prob. 30. 
( b) See Drill Prob. 5-11 .  

(a) (b) 

Knowing e and ei ,  we easily find that 

e2 = - 30 + 30c112 

Some circuits containing a number of both resistors and capacitors may be 
replaced by an equivalent circuit containing only one resistor and one 
capacitar;  it is necessary that the original circuit be one which can be broken 
into two parts, one containing ali resistors and the other containing ali capaci
tors, such that the two parts are connected by only two ideal conductors. This 
is not possible in general. 

r· 0.2 f 

0.3 f 

Drill Problems 

5- 1 0  Find ex( l )  at t = 0. 1 sec for the circuit shown in Fig. 5 - 1 5a if: 
(a) er(O+) = 1 0  volts ; (b) e 1 (0 )  = 1 0  volts; (e) e2 (0+)  = 1 0  volts. 

Ans. 4 .65 volts; - 5 . 1 7 volts ; - 3 . 1 O volts 

5- 1 1  For the circuit of Fig. 5- l 5b ,  find the value which e1 approaches 
as t becomes infinite, given the initial conditions :  (a) e 1 (0 )  = 6 volts, 
e2(0)  = O, e3 (0) = O; (b) e 1 (0 )  = 6 volts, e2 (0)  = 4 volts, e3(0)  = 1 volt ;  
(c) e1(0) = 6 volts, e2 (0)  = 3 volts, e3(0)  = 2 volts. 

Ans. O volts ; O volts ; 2. 73 volts 

5- 1 2  Find the time constant of each of the R C  circuits shown in 
Fig. 5 - 1 6. 

Fig. 5- 16 See Drill Prob. 5-12. 

Ans. 1 .42 sec ; 1 .  76 sec ; 0.24 sec 

1 2 0 15 0 

2 o '' ] 
i I i 

0.2 f I" ' .. .  
0.6 f 0.6 f 

1 n 

20 o 

(a) (b) (e) 
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5-7 GENERAL RL AND RC CIRCUITS 

A circuit containing severa! resistances and severa! inductances does not in gen
eral possess a form which allows either the resistances or inductances to be com
bined into single equivalent elements. There is no single negative exponential 
term or single time constant associated with the circuit. Rather, there will in 
general be severa! negative exponential terms, the number of terms being equal 
to the number of inductances which remain after ali possible inductor combina
tions have been made. A similar condition holds for a general RC circuit, but 
for simplicity we shall restrict our attention to RL circuits. 

Let us visualize the problem which now confronts us. We have a circuit 
which must contain more than one mesh, and hence a knowledge of severa! 
mesh currents is required to describe the response. Each of these mesh cur
rents will be expressed as the sum of a number of negative exponentials, and 
each exponential will have an unknown amplitude and an unknown time con
stant. This represents a lot of unknown information. Our situation becomes 
somewhat more cheerful when we realize that each mesh current should contain 
exponential terms with the sarne time constants as every other mesh current. 
This appears plausible when we stop to consider that the voltages and currents 
throughout the circuit are related by a constant multiplier (resistors) or by dif
ferentiation or integration ( inductors) .  Sums of these operations are also 
possible. Since none of these operations changes the exponent, we expect that 
each current or voltage must contain terms with every possible exponent. At 
any rate, we shall make this assumption ; if we can satisfy the differential equa
tions and the initial conditions, our assumption will be proved correct. 

Before we illustrate this method by an example, it must be realized that there 
are better and easier ways to find the natural response of these more complex 
circuits. One of the methods will appear toward the end of Chap. 1 4 ;  it is 
based on the concept of complex frequency. The most powerful method relies 
on the use of the Laplace transform and will be studied in a subsequent course. 

Let us consider a specific circuit containing two inductors and two resistors, 
shown in Fig. 5- 1 7. Mesh currents are assigned and the appropriate set of mesh 
equations is written, 

. + 5 di1 3 di2 - o 1 1 Tt - Tt -
3 di1 3 di2 2 . o - Tt + dt + 12 = 

(5- 1 8) 

(5- 1 9) 

We shall assume that the initial values of i1 and i2 are known ; let them be i1(0) 
and i2(0) .  We next assume an appropriate form for i1 and i2 and substitute the 
assumed expressions into the differential equations. We shall select a form for 
i1 and i2 which is the sum of two exponentials, 

i1 = A(•i l + B(•2t 
i2 = C(•t l  + D(•2I 

and then substitute these expressions into the differential equations 

(5-20) 
(5-2 1 )  
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Fig. 5- 1 7 A n RL circuit having a 
response which must be described by 
the sum of two negative exponentials. 
See Drill Prob. 5-14. 

2 h 

�3 h H l  

À€"' 1 + B€s2t + 5As1 € s, t + 5Bs2 € s2 t - 3Cs1€s , t - 3Ds2€•2 t = O  
- 3As1€8 1 1  - 3Bs2€•2 t + 3Cs1 € s, t  + 3Ds2 € s2 t + 2C€s , t + 2D€•z t = O 

After factoring the exponentials, 

(A + 5As1 - 3Cs1)€8 1 1  + (B + 5Bs2 - 3Ds2)€•2 t = O 
( - 3As1 + 3Cs1 + 2C) € 8' 1 + ( - 3Bs2 + 3Ds2 + 2D) € 8z 1  = O 

we realize that, in arder that these expressions be zero for every value of t, each 
sum in parentheses must be zero. Hence, we obtain the four equations 

(5s1 + l )A - 3s1C = O 
(5s2 + l )B - 3s2D = O  
(3s1 + 2)C - 3s1A = O 
(3s2 + 2)D - 3s2B = O 

Eliminating A between Eqs. (5-22) and (5-24) , we have 

3s1 C _ (3s1 + 2 )C 
5s1 + 1 3s1 

or 6s1 2 + 1 3s1 + 2 = O 

and s1 = - li , - 2  

A similar manipulation of Eqs. (5-23)  and (5 -25)  yields 

s2 = - li, - 2  

(5-22) 
(5-23) 
(5-24) 
(5-25) 

It  makes no difference which answer IS called s1 and which IS s2 ; so we 
arbitrarily pick 

Thus, 

s1 = - li  s2 = - 2  

i1 = Act16 + Bc21 
i2 = Cct16 + Dc2t 

(5-26) 
(5-27) 

The next step is the determination of A, B, C, and D. The given initial condi
tions must now be applied, 

i1 (0) = A + B 
i2(0) = C + D 

(5-28) 
(5-29) 
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These two equations are not sufficient to determine the four constants, and 
recourse must be had to Eqs. (5 -22)  to (5 -25) .  ln other words, the differential 
equations impose certain restrictions between the amplitudes of the severa! cur
rent components. Let us select Eqs. (5-22)  and (5-23) ,  

or 

( - % + 1 )A + 1/2C = O 

A +  3C = O  

- 9B + 6D = O  

( - 1 0 + l )B + 6D = O  

(5-30) 

(5-3 1 )  

The four equations ( 5-28)  t o  ( 5-3 1 )  may be solved b y  eliminating variables or 
determinants. The results are easily obtained : 

A = o/t 1 1 1(0) - o/i 1 i2(0) 
B = Yi 1 i1(0) + o/i 1 iz (O) 
C = - Yi 1 i1(0) + Yi 1 i2(0) 
D = Yi 1 i1(0) + o/t 1 12 (0) 

and the substitution of these results into Eqs. (5-26) and (5 -2 7 )  completes the 
mathematical solution. This circuit is analyzed by a much simpler method in 
Sec. 1 4- 7 .  

Let u s  select numerical values for the initial conditions and try to  interpret 
the solution physically. Suppose we let ii(O) = 1 1  and i2(0)  = 1 1 . The 
initial current in the 3-henry coil is, therefore, 

i1(0) - i2(0) = 1 1  - 1 1  = O 

although 1 1  amp is ftowing in the 2-henry coil at t = O. 
After evaluating the four amplitudes, we obtain 

i1 = 3ct16 + 8c21 

i2 = - ctis + 1 2c2t 

and i1 - i2 = 4ct16 - 4c2t 

(5-32) 

(5-33) 

The currents ftowing in the two coils ii and ii - i2 are sketched in Fig. 5- 1 8a 
and b by taking the difference or sum of the two exponential terms graphically. 
Energy is initially present in the 2-henry coil , but its value drops quickly at 
first as some of the energy is transferred to the 3-henry coil .  This transfer is 
required because the initial voltage across the 2-ohm resistor is 22 volts, and 
thus an initial rate of increase of current in the 3-henry coil of 221.i amp/sec is 
established. Similarly, the current in the 2-henry coil decreases initially at the 
rate of 1 5 . 5  amp/sec. Thus, energy is leaving the 2-henry coil, some being 
transferred to the 3-henry coi l ,  but most being dissipated as heat in the two re-
sistors. 

The two time constants, 6 sec and 0 .5  sec, are not apparent in the circuit 
itself. Since they are quite unequal , however, we can at least identify the parts 
of the circuit which contribute to the longer and shorter time constant. For 
example, we may think of the circuit initially as being approximately a 2-henry 
coil in series with a 3-ohm resistor. The 3-henry coil is drawing a very small 
current ; so we shall temporarily ignore it. The time constant of the early ac-
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Fig. 5-18 The current in (a )  the 2-henry coil and ( b )  the 3-henry coil shown 
in Fig. 5-1 7. 

tion is thus about 2/( 1 + 2) or 2h sec . At a much later time, the action slows 
down, a small rate of change of current is evident, and small voltages are pres
ent across both coils. Thus, a smaller voltage is across the 2-ohm resistor. If 
we ignore it completely, the circuit acts as a 5-henry coil in series with a 1 -ohm 
resistor. Thus the time constant is about 5 sec. 

Drill Problems 

5- 1 3  Find the smaller of the two time constants associated with each 
of the circuits shown in Fig. 5- 1 9. 

Ans. 1 sec ; 0 .333 sec ; 1 .586 sec 

5-14 For the circuit of Fig. 5- 1 7 , as described by Eqs. (5-32) and 
(5-33) ,  find the energy : (a) initially stored in the 2-henry inductor ; 
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S h  fT' 2 f  1 0  2 0  
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Fig. 5-20 (a )  See Prob. 3. (b) 
See Prob. 4. (e) See Prob. 5. 

(e) 

(b) dissipated in the 1 -ohm resistor from t = O  to oo ;  (e) dissipated in 
the 2-ohm resistor from t = O to oo .  

Problems 

Ans. 1 2 1  joules ; 65 .2 joules ; 55 .8 joules 

•l A 1 00-ohm resistor is in series with a 1 0-mh inductor. If the current is 0 . 1  
amp at  t = O, find the magnitude of  the resistor voltage at : (a) t = O ;  
(b) t = 75 µsec ; (e) t = 250  µsec. 

2 A 1 . 2 -henry coil and a 6-ohm resistor are in series. If the current has a 
magnitude of 5 amp at t = 0.25 sec, what was the inductor current mag
nitude and energy at t = O? 
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•3 ln the circuit shown in Fig. 5-20a, the voltmeter may be assumed to have 
essentially infinite resistance. If it is 5 amp at t = O and i2 is 2 amp 
at t = O, at what time does the voltmeter read zero? 

4 After being closed for a long time, the switch of Fig. 5-20b is opened 
at t = O. Find i( t) .  

•5 The switch in the circuit of Fig. 5-20c has been in position "a" for a long 
time. It is thrown to "b" at t = 1 sec. Find i( t ) .  

6 For the RL circuit shown in Fig. 5-2 la ,  i = 20 amp at t = O. Find : (a) i(t ) ;  
(b) the t ime constant r ;  (c) WL at t = O ;  (d) the t ime at which WL is  one
half of its initial value ; (e) eR ; (f) eL ; (g) rate of change of current at t = O;  
(h) i at 1 5  msec after t = O. 

7 Let us assume a mass m with a velocity v0 at t = O, sliding along an oiled 
horizontal surface. The frictional retarding force is proportional to velocity, 
the constant of proportionality being d. Greater friction corresponds to a 
larger value for d. (a) Write th'e differential equation governing the 
velocity of the mass and describe the analogy with an electric circuit. (b) If 
m = 1 0  kg, vo = 20 m/sec, and d = 2.5 kg/sec, find the velocity after 5 sec 
has elapsed. (e) How far does the mass slide before it stops? 

•8 The switch in the circuit of Fig. 5-2 1 b has been at "a" for a long time. At 
t = O it is thrown to " b," and at t = 2 sec it is then thrown to " e. " Find i( t) 
for each of the time intervals t :S:: O, O :S:: t :S:: 2 ,  t ;:::: 2.  

9 ln the circuit of Fig. 5-22a, the switch is suddenly opened. What happens 
to the energy in the coil? How might the coil circuit be safely opened? 

•10 A resistance R and an inductance L are in series. A voltmeter across the 
inductor indicates a voltage of 1 00 volts at t = O and 50 volts at t = 4 sec. 
Find the time constant. 

1 1  A 5-henry inductor is in series with a l 0-ohm resistor and a 1 00-volt d-c 
supply. A (0-300 volt) d-c voltmeter having a resistance of 1 0,000 ohrns 
is in parallel with the inductor. It  reads zero at t = o- . The batt\:ry is 
suddenly disconnected at t = O. Describe the voltage across the voltmeter 
as a function of time, from t = o- to burnout .  

•12  A camera and an  oscilloscope are used to  obtain the current response o f  a 
physical coil , which we may assume consists of an inductance L and a re
sistance RL in series. Response curves are obtained for the coil itself and 

Fig. 5-21 (a) See Prob. 6. ( b)  See Prob. 8. 

60 vj-= 

(a} 

9 h 

(b) 
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(a) 

Fig. 5-22 (a) See Prob. 9. ( b) See Prob. 12. 

0.4 t ( sec ) 

(b) 

the coil with an additional 20-ohm resistor in series. The oscillograms are 
shown in Fig. 5-22b. Determine approximate values for L and RL. Which 
curve is which? 

13  ln  the circuit of Fig. 5-23a,  the switch has been closed for  a long time. I t  
i s  opened at t = O. Sketch i1 and i2 as  functions of time for the  interval 
- 1 ::=;; 1 :-s; l . 

14 Sketch iL versus t for the circuit of Fig. 5-23b .  Assume that the switch has 
been closed since noon yesterday. 

•15  The switch in  the circuit of  Fig. 5-24a has been open for  a long time. It is 
closed at t = O. Find iL(I) .  

•16 After having been open for a very long t ime,  the switch in Fig .  5-24b is 
closed at t = O. Find i1(t) , i2(t) , and i3(t) for t < O  and t > O. 

1 7  Find iz( t )  fo r  each circuit shown i n  Fig. 5-25 i f  iL(O) = 8 amp. 
18 The switch shown in Fig. 5-26a "breaks" before it "makes ." It has been in 

position "a" for a long time ; at t = O it is thrown to position "b ." What is 
the magnitude of the voltage across the 1 2-ohm resistor when the switch is: 
(a) at "a"? (b) between "a" and "b"?  (e) Just contacting "b"?  (d) At 
what time is the voltage across the 1 2-ohm resistor 1 O volts? 

•19 For the circuit shown in Fig.  5-26b, i1 (0) = 8 ma, i2(0) = 4 ma. Find : (a) i(O) ; 
(b) r; (e) i(t) ; (d) i1(t) ; (e) i2(t) ; (f) i( oo ) ; (g) i1( oo ) ; (h) i2( oo ) . 

Fig. 5-23 (a) See Prob. 13. (b)  See Prob. 14. 

t = O  
'·  [ 

100 vj =- 20 !l 4 !l 2 h  

(b) 
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20 Find the energy stored in Li , Lz, and L3 at both t = O and t = oo .  It is 
known that i1 (0)  = 8 amp and l3 (0) = 1 2  amp. The circuit is shown in 
Fig. 5-2 7a. 

•2 1 Find e(t) for the circu it shown in Fig. 5-27b if: (a) e(O) = 1 00 volts, R = 1 0  
kilohms, C = 1 00 pf; (b) wc(O) = O. O !  joule, C = 0 . 5  µJ, R = 1 0  ohms; 
(e) i(O) = 50 ma, e(O) = - 1 000 volts, C = 0.0 1 µf. 

22 For the parallel RC circuit, show that the total energy dissipated in the re
sistor is equal to the energy stored initially in the capacitor. 

•23 A 200-ohm resistor is in parallel with a 5-µf capacitor. If the current is 0.5 
amp at t = O, find the magnitude of the resistor voltage at : (a) t = O; 
(b) t = 0.6 msec ; (e) t = 1 . 8 msec. 

24 A 5-ohm resistor and a 0. 1 -farad capacitor are in parallel. lf the voltage 
has a magnitude of 8 volts at t = 1 sec, find the capacitor voltage magni
tude and energy at t = O. 

2S A O.O 1 -µf capacitor and a 1 0,000-ohm resistor are in para l i  e! .  If the 
capacitor voltage is 1 00 volts at t = O :  (a) sketch the resistor current as a 

10 íl 

3 h 30 íl 

(a) 

Fig. 5-24 (a)  See Prob. 15. ( b) See Prob. 16. 

i, 

100 íl 200 íl 30 mh 

(a) 
i, 

2 íl 2 íl 

i, 

1 íl 

(b) 

3 íl 

(e) 

; , 

12 íl 

(b) 

Fig. 5-25 See Prob. 1 7. 

; , 
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(a) 

12 íl 

0.1 h 40 íl 

Fig. 5-26 (a) See Prob. 18. (b) See Prob. 19. 

48 íl 

(a) 

10 o 

R 

; , 

(b) 

30 O 0.2 µf ) e 100 vj = 

(a) 

a 

i ,  

6 mh 3 mh 

(b) 

Fig. 5-2 7 (a) See Prob. 
20. (b) See Prob. 21. 

b 

3 0  

(b) 

Fig. 5-28 (a) See Prob. 26. ( b) See Probs. 27 and 29. 

function of time ; (b) find the energy stored in the capacitor when the re
sistor current is 5 ma. 

•26 The switch in the circuit of Fig. 5-28a has been closed for a long time. It 
is opened at t = O. Find e(t). 

27 The switch of Fig. 5-28b has been in position "a" for a long time. It is 
thrown to "b " at t = O. Find : (a) e(t) ; (b) w0(t) ; (e) r; (d) e at t = 2 1  sec; 
(e) e at t = oo . 

•28 ln the circuit shown in Fig. 5-29a, it is known that i1n(O+) = 1 0  amp. Find 
i1n(t) and iR2(t) for t > O. 
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29 Repeat Prob. 27 if a 2 1 -ohm resistor is in parallel with the capacitor for 
- 00 < t < 00 . 

•30 A 28-volt battery is fo parallel with the 2-ohm resistor of Fig. 5 - 1 5a. The 
upper terminal is positive. At t = O,  the battery is suddenly disconnected. 
Find ei(t) ,  e2( t) ,  and ex( t) for t > O and t < O. 

3 1  Let u s  assume that the circuit shown i n  Fig. 5-29b has been operating i n  a 
satellite for 58 days when a meteorite suddenly separates the circuit into 
two parts, as shown by the broken line. Find ei ( t) and e2( I ) , where time is 
measured from the meteorite impact. 

•32 The ammeter included in the circuit of Fig. 5 -30a has zero resistance. If 
ec(O) = 10 volts and iL(O) = 4 amp : (a) plot iA versus 1 ,  and (b) determine 
whether or not the ammeter current magnitude will ever exceed 1 amp. 

10 rt 1 
I 

i u I 1 f 
I 

25 n IO Ü 20 n/ 
1 1s n 
I 

2 f I 
I 2 f 

I 
/ 

40 n I 

(a) 
/ (b) 

Fig. 5-29 (a) See Prob. 28. (b)  See Prob. 31 .  

o.5 n 2 n 

(a) 

t = O  

[ 
100 vj = 100 n 

Fig. 5-30 (a ) See Prob. 32. ( b) See Prob. 33. 

0.5 f 

(b) 
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b 

6 .j-= 
6 f! 

(a) 

(b} 

3 f! 

i ,  

2 h 1 f! 

Fig. 5-31 (a) See Prob. 34. 
( b) See Prob. 35. 

33 The two switches in the circuit shown in Fig. 5-30b are thrown simul
taneously at t = O. The ideal voltmeter shows no deflection either before 
or after t = O. Find RL and L. 

•34 ln the circuit shown in Fig. 5-3 1a, the switch has been in position "a" for a 
long time. At t = O it is thrown to "b ."  (a) Find i( t). (b) Find the total 
energy delivered to the 2-ohm resistor during the first 1 -sec interval after 
t = o . 

35 Find i1(t) and i2(t) for the circuit of Fig. 5-3 l b. 



Chapter 6 The Application of the Unit

step Forcing Function 

6- 1 INTRODUCTION 

We have just spent a chapter's worth of our time studying the response of RL 
and RC circuits when no source or forcing function was present .  We termed 
this response the natural response because its form depends only on the nature 
of the circuit . The reason that any response at ali is obtained arises from the 
possibility of an initial energy storage within the inductive or capacitive 
elements in the circuit. ln severa! of the examples and problems, we were con
fronted with circuits containing sources and switches ; we were informed that 
certain switching operations were performed at t = O in arder to remove ali the 
sources from the circuit, while leaving known amounts of energy stored here 
and there .  ln other words, we have been solving problems in which energy 
sources are suddenly removed from the circuit ;  now we must consider that type of 
response which results when energy sources are suddenly applied to a circuit. 

We shall devote this chapter to a study of the response which occurs when 
the energy sources which are suddenly applied are d-c sources. After we have 
studied sinusoidal and exponential sources, we may then consider the general 
prnblem of the sudden application of a more general source. Sinçe every 
electrical <levice is intended to be energized at least once, and since most <levices 
are turned on and off many times in the course of their lives, it should be 
evident that our study will be applicable to many practical cases. Even though 
we are now restricting ourselves to d-c sources, there are still innumerable cases 
in which these simpler examples correspond to the operation of physical <levices. 
For example, the first circuit we shall analyze may be considered to represent the 
build-up of the field current when a d-c motor is started. The generation and 
use of the rectangular voltage pulses needed to represent a number or a com
mand in a digital computer provide many examples in the field of electronic 
or transistor circuitry. Similar circuits are found in the synchronization and 
sweep circuits of television receivers, in communication systems using pulse mod-

1 73 



1 7  4 Tlw Traruient Circuit 

ulation, and in radar systems, to name but a few examples. Furthermore, an 
important part of the analysis of most servomechanisms is the determination of 
their responses to suddenly applied constant inputs. 

6-2 THE UNIT-STEP FORCING FUNCTION 

We have been speaking of the "sudden application"  of an energy source, and 
by this phrase we imply its application in zero time. The operation of a switch 
in series with a battery is thus equivalent to a forcing function which is zero up 
to the instant that the switch is closed and is equal to the battery voltage there
after. The forcing function has a break or discontinuity at the instant the switch 
is closed .  Certain special forcing functions which are discontinuous or have 
discontinuous derivatives are called singularity functions, the three most important 
of these singularity functions being the unit-step function, the unit-impulse func
tion, and the doublet. The unit-step function is the subject of this chapter, and 
the following chapter is devoted to the unit impulse and the doublet. 

We define the unit-step function as a function which is zero for ali values of its 
argument which are less than zero and which is unity for ali positive values of 
its argument. If we let x be the argument and represent the unit-step function 
by u, then u(x) must be zero for ali values of x less than zero, and it must be 
unity for ali values of x greater than zero. At x = O, u(x) changes abruptly from 
O to 1 .  lts value at x = O is not defined, but its value is known for ali points 
arbitrarily dose to x = O. We often indicate this by writing u(O-) = O and 
u(O+) = 1 .  The concise mathematical definition of the unit-step function is 

u(x) = { ?  

and it is shown graphically in Fig. 6- 1 .  
l n  order to obtain a unit-step forcing function, we must express the unit step 

as a function of time, and the simplest expression is obtained by replacing x by t, 

u(t) = { ? 

However, we cannot always arrange the operation of a circuit so that every 
discontinuity occurs at t = O. If two switches are to be thrown in sequence, for 
example, we might elect to operate one of them at t = O, and it is then neces
sary to throw the second switch at some later time t = t0. Since the unit-step 
function provides us with a suitable discontinuity when the value of its argu
ment is zero, then the operation of the second switch may be represented by 
selecting a unit-step forcing function having an argument (t - t0 ) .  Thus, if we 
let x = t - to, the unit-step forcing function u(t - to) is seen to be 

u(t - to) = { ? t < to 
t > to 

This function is shown in Fig. 6-2. 
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u(x) 

o 

u(t - t0 ) 

o t, 

Fig. 6- 1 The unit-step 
function u( x) is shown as a 
function of x. 

Fig. 6-2 The un it-step 
forcing function, u( t - to). 

The unit-step forcing function is in itself dimensionless. If we wish it to rep
resent a voltage, it is necessary to multiply u(t - to) by some constant voltage, 
such as E. Thus, e(t) = Eu(t - t0) is an ideal voltage source which is zero be
fore t = t0 and a constant E volts after t = lo. This forcing function is shown 
1connected to a general network in Fig. 6-3a. We should now logically ask what 
physical source is the equivalent of this discontinuous forcing function. By 
equivalent, we mean simply that the voltage-current characteristics of the two 
networks are identical . For the step-voltage source of Fig. 6-3a ,  the voltage
current characteristic is quite simple ; the voltage is zero prior to t = to , it is E 
after l = t0, and the current may be any (finite) value in either time interval. 
Our first thoughts might produce the attempt at an equivalent shown in Fig. 
6-3b, a d-c source of E volts in series with a switch which doses at t = t0. This 
network is not equivalent for t < lo ,  however, because the voltage across the 
battery and switch is completely unspecified in this time interval . The "equiv
alent" source is an open circuit, and the voltage across it may be anything. 
After t = to, the networks are equivalent, and if this is the only time interval in 
which we are interested, and if the initial currents which flow from the two net
works are identical at t = to, then Fig. 6-3b becomes a useful equivalent of 
Fig. 6-3a. 

ln  order to obtain an exact equivalent for the voltage-step forcing function, 
we may provide a single-pole double-throw switch. Before t = lo ,  the switch 
serves to ensure zero voltage across the input terminais of the general network. 
After t = 10, the switch is thrown to provide a constant input voltage of E volts. 
At t = t0, the voltage is indeterminate (as is the step function) ,  the battery is 
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(a) 

General 

network 

(b) 

General 

network 

(e) 

General 

network 

Fig. 6-3 (a) A voltage-step forcing function is shown as the source ef a 
general network. ( b) A simple circuit which, although not the exact equiv
alent ef (a), may be used as its equivalent in many cases. (e) An exact 
equivalent ef (a). 

momentarily short-circuited, and it is fortunate that we are dealing with mathe
matical models. This exact equivalent of Fig. 6-3a is shown in Fig. 6-3c; exact 
equivalents having other forms are also possible, as indicated by Prob. 3b at the 
end of the chapter. 

Before concluding our discussion of equivalence, it is enlightening to consider 
the exact equivalent of a battery and a switch. What is the voltage-step forcing 
function which is equivalent to Fig. 6-3b? We are searching for some arrange
ment which changes suddenly from an open circuit to a constant voltage ; a 
change in resistance is involved, and this is the crux of our difficulty. The step 
function enables us to change a voltage discontinuously (or a current), but here 
we need a changing resistance as well. The equivalent therefore must contain 
a resistance or conductance step function, a passive element which is time-vary
ing. Although we might construct such an elementi with the unit-step function, 
it should be apparent that the end product is a switch ; a switch is merely a re
sistance which changes instantaneously from zero to infinite ohms, or vice versa. 
Thus, we conclude that the exact equivalent of a battery and switch in series 
must be a battery in series with some representation of a time-varying resistance; 
no arrangement of voltage- and current-step forcing functions is able to provide 
us with the exact equivalent. l 

Figure 6-4a shows a current-step forcing function driving a general network. 
If we attempt to replace this circuit by a d-c source in parallel with a switch 
(which opens at t = to), we must realize that the circuits are equivalent after 
t = to, but the responses are alike after t = t0 only if the initial conditions are 
the sarne. Judiciously, then, we may often use the circuits of Fig. 6-4a and b 
interchangeably. The exact equivalent of Fig. 6-4a is requested in one of the 
problems at the end of this chapter ; the exact equivalent of Fig. 6-4b cannot be 
constructed with current- and voltage-step forcing functions alone.2 

1 An equivalent may always be determined if some information aboul lhe general network is available (the 
voltage across the switch for 1 < lo} ;  we assume no a priori knowledge about the general network. 
2 The equivalent can bc drawn if thc current through thc switch prior to t = to is known. 
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(a} 

General 

network 

(b) 

General 
network 

Fig. 6-4 (a)  A current-step forcing function is applied to a general net
work. ( b) A simple circuit which, although not the exact equivalent oJ (a), 
may be used as its equivalent in many cases. 

Some very useful forcing functions may be obtained by manipulating the unit
step forcing function. Let us define a rectangular voltage pulse by the following 
conditions : 

•(t) 

� 1 � t < to 
to < t < 11 
11 < t 

The pulse is drawn in Fig. 6-5. Can this pulse be represented in terms of the unit
step forcing function? Let us consider the difference of the two unit steps 
u(t - t0) - u(t - 11 ) .  The two step functions are shown in Fig. 6-6a, and their 
difference is obviously a rectangular pulse. The source Eu(t  - to) - Eu(t - 11) 
which will provide us with the desired voltage is indicated in Fig. 6-6b. 

If we have a sinusoidal voltage source E sin wt which is suddenly connected to 
a network at t = to, then an appropriate voltage forcing function would be 
e(t) = Eu(t - to) sin wt. If we wish to represent one burst of energy from 
a radar transmitter, we may turn the sinusoidal source off 11Í o µsec later by a 
second unit-step forcing function. The voltage pulse is thus 

e(t) = E[u(t - to) - u(t - to - 1 0-7) ]  sin wt 

This forcing function is sketched in Fig. 6-7 .  
As a final introductory remark, we  should note that the unit-step forcing 

function must be considered only as the mathematical model of an actual 

e(t} 

E - -

o t, 

Fig. 6-5 A useful forcing 
function, the rectangular volt
age pulse. 
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1 - -
u(t - t0 )  

o 

-1 - -

(a) (b) 

Fig. 6-6 (a) The unit steps u(t - to) and ( - l )u(t - ti) .  (b) A source 
which yields the rectangular voltage pulse ef Fig. 6-5. 

switching operation. No physical resistor, inductor, or capacitor behaves en
tirely like its idealized circuit element ; we also cannot perform a switching 
operation in zero time. However, switching times less than 1 00 nanosec are 
common in many circuits, and this time is often sufficiently short compareci 
with the time constants in the rest of the circuit that it may be ignored. 

Drill Problems 

6- 1 If e(t) = 2u(t + 2) - 3u(t - 1 )  + 4u(t - 3) , find e(t) at : (a) t = O; 
(b) t = 2 ;  (e) t = 4. 

Ans.  3 volts ; - 1 volt ; 2 volts 

6-2 The current i( t) = 2u(t) - 2u(t - 5) is applied to a 4-farad 
capacitor. Find the capacitor voltage, assuming the passive sign con
vention is used, at : (a) t = - 1 ;  (b) t = 4; (e) t = 1 0. 

Ans. 2 volts ; O volts ; 2 .5 volts 

6-3 A FIRST LOOK AT THE DRIVEN RL CIRCUIT 

We are now ready to subject a simple network to the sudden application of a d-c 
source. The circuit consists of a battery of E volts in series with a switch, a re
sistance R, and an inductance L. The switch is closed at t = O, as indicated on 
the circuit diagram of Fig. 6-Ba. It is evident that the current i(t) is zero before 
t = O, and we are therefore able to replace the battery and switch by a voltage
step forcing function Eu(t) ,  which also produces no response prior to t = O. After 
t = O, the two circuits are obviously identical. Hence, we seek the current i( t) 
either in the given circuit of Fig. 6-Ba or in the equivalent circuit of Fig. 6-8b. 

We shall find i(t) at this time by writing the appropriate circuit equation and 
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Fig. 6-7 A radio-Jrequency pulse, described 
by e(t) = E[u(t - t0) - u(t  - t0 - J0-1)] 
sin wt. The frequency of the pulse shown is 
about 3 9  Me, a value which is too low for 
radar, but about right for constructing legible 
drawings. 

e(t) 

E 

--E 

1, 

then solving it by separation of the variables and integration. After we obtain 
the answer and investigate the two parts of which it is composed, we shall next 
spend some time (the following section) in learning the general significance of 
these two terms. We shall then be able to construct the solution to this problem 
very easily; moreover, we shall be able to apply the general principies behind 
this simpler method to produce more rapid and more meaningful solutions to 
every problem involving the sudden application of any source. Let us now 
proceed with the more formal method of solution. 

Applying Kirchhoff's voltage law to the circuit of Fig. 6-8b, we have 

1R + L _jj_ = Eu(t) dt 
Since the unit-step function is discontinuous at t = O, we shall first consider the 
solution for t < O and then for t > O. It is evident that the application of zero 
voltage since t = - oo has not produced any response, and, therefore, 

i(t) = o 

For positive time, however, u(t) is unity and we must solve the equation 

iR + L _jj_ = E  
dt 

The variables may be separated in severa! simple algebraic steps, yielding 

L di = dt E - iR 

t = O 
i(t) 

E i L 

(a) 

i(t} 

Eu(t) i 
(b) 

R 

L 

Fig. 6-8 ( a )  The 
given circuit. ( b)  An 
equivalent circuit, pos
sessing the sarne re
sponse i( t) for ali time. 
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and each side may be integrated directly, 

- !::... 1n (E - iR) = t + k R 
l n  order to evaluate k, an initial condition must be invoked. Prior to t = O, 
i(t) is zero, and thus i(O-) = O; since the current in an inductor cannot change 
by a finite amount in zero time without being associated with an infinite volt
age, we thus have i(Q+) = O. Setting i = O at t = O, we obtain 

- .f__ ln E =  k R 
and, hence, 

- _!::._ (ln (E � iR) - ln E] = t R 
Rearranging, 

or 

E - iR 
E 

i = !i.. .- !i.. cRt!L 
R R (6- 1 )  

This is the desired solution, but it has not been obtained in the simplest man
ner. ln order to establish a more direct procedure, let us try to interpret the 
two terms appearing in Eq.  (6- 1 ) .  The exponential term has the functional 
form of the natural response of the RL circuit ;  it is a negative · exponential, it 
approaches zero as time increases, and it is characterized by the time constant 
L/ R. The functional form of this part of the response is thus identical with that 
which is obtained in the source-free circuit .  However, the amplitude of this 
exponential term depends on E. We might generalize, then, that the response 
will be the sum of two terms, wherc one term has a functional form which is 
identical with that of the source-frce response, but has an amplitude which de
pends on the forcing function. Now let us consider the nature of the second 
part of the response. 

Equation (6- 1 )  also contains a constant term E/ R. Why is it present? The 
answer is simple : the natural response approaches zero as the energy is gradu
ally dissipated, but the total rcsponse must not approach zero. Eventually the 
circuit behaves as a resistor and inductor in series with a battery, and a direct 
current E/ R flows. This current is a part of the response which is directly at
tributable to the forcing function, and we call it the forced response. It is the 
response which is present a long time after the switch is closed. 

The complete response is composed of two parts, .the natural response and the 
forced response. The natural response is a characteristic of the circuit and not 
of the sources. Its form may bc found by considering the source-free circuit, 
and it has an amplitude which depends on the initial amplitude of the source 
and the initial energy storage. The forced response has the characteristics of 
the forcing function ; it is found by pretending that ali switches have been thrown 
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a long time ago. Since we are presently concerned only with switches and d-c 
sources, the forced response is merely the solution of a simple d-c circuit prob
lem. 

The reason for the two responses, forced and natural , may also be seen from 
physical arguments. We know that our circuit will eventually assume the 
forced response . However, at the instant the switches are thrown, the initial 
currents in the coils (or the voltages across the capacitors in other circuits) will 
have values which depend only on the energy stored in these elements. These 
currents or voltages cannot be expected to be the sarne as the currents and volt
ages demanded by the forced response. Hence, there must be a transient period 
during which the currents and voltages change from their given initial values 
to their required final values. The portion of the response which provides the 
transition from initial to final values is the natural response ( often called the 
transient response, as we found earlier) . lf we describc the response of the 
source-free simple RL circuit in these terms, then we should say that the forced 
response is zero and that the natural response serves to connect the initial 
response produced by stored energy with the zero value of the forced response. 
This description is appropriate only for those circuits in which the natural 
response eventually dies out. This always occurs in physical circuits where 
some resistance is associated with every element, but there are a number of 
pathologic circuits in which the natural response is nonvanishing as time be
comes infinite ; those circuits in which trapped currents or voltages may exist 
are examples. 

Now let us search out the mathematical basis for dividing the response into a 
natural response and a forced response. 

Drill Problem 

6-3 A 1 .5-volt battery is suddenly connected to the series combination 
of a 5-ohm resistor and a 3-mh inductor. The desired response is the 
current leaving the positive terminal of the battery. One millisecond 
after the circuit is completed, determine the value of the : (a) forced 
response ; (b) natural response ; (e) total response . 

Ans. - 0.0566 amp;  0.3 amp; 0 .243 amp 

6-4 THE NATURAL AND THE FORCED RESPONSE 

There is also an excellent mathematical reason for considering the complete 
response to be composed of two parts, the forced response and the natural 
response. The reason is based on the fact that the solution of any linear dif
ferential equation may be expressed as the sum of two parts, the complementary 
solution (natural response) and the particular solution (forced response). With
out delving into the general theory of differential equations, let us consider a 
general equation of the type met in the previous section, 

(6-2) 
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We may identify Q as a forcing function and express it as Q(t) to emphasize its 
general time dependence. ln ali our circuits, P will be a positive constant ,  but 
the remarks that follow about the solution of Eq. (6-2) are equally valid for the 
cases in which P is a general function of time. Let us simplify the discussion 
by assuming that P is a positive constant. Later, we shall also assume that Q 
is constant, thus restricting ourselves to d-c forcing functions. 

ln any standard text on elementary differential equations, it is shown that if 
both sides of this equation are multiplied by a so-called integrating factor, then 
each side becomes an exact differential which can be integrated directly to ob
tain the solution. We are not separating the variables, but merely arranging 
them in such a way that integration is possible. For this equation, the integrat
ing factor is { f  P dt or {Pt , since P is a  constant. We multiply each side of the 
equation by this integrating factor and obtain 

{Pt di + jp{Pt = Q{Pt 
dt 

The form of the left side may now be improved when it is recognized as the 
exact derivative of úPt , 

and, thus, 

We may now integrate each side with respect to time, finding 

j{Pt = J Q{Pt dt + A 
where A is a constant of integratiol). Since this constant is explicitly shown, we 
should remember that no integration constant needs to be added to the remain
ing integral when it is evaluated. Multiplication by cPt produces the solution 
for i( t), 

(6-3) 

If  Q(t), the forcing function, is known, then it remains only to evaluate the inte
gral to obtain the exact functional form for i( t ) .  We shall not evaluate such 
an integral for each problem, however; instead, we are interested in using Eq. 
(6-3)  as an exemplary solution from which we shall draw severa! very general 
conclusions. 

We should note first that, for a source-free circuit, Q must be zero, and the 
solution is therefore completely independent of Q(t). This solution is the 
natural response 

(6-4) 

We shall find that the constant P is never negative ; its value depends only on 
the passive circuit elements and their interconnection in the circuit. The natu
ral response therefore approaches zero as time increases without limit. lt must 



1 83 The Application of the Unit-step Forcing Function 

do so, of course, in the simple RL series circuit because the energy is gradually 
being dissipated in the resistor. There are also idealized, nonphysical circuits 
in which P i s  zero ; in these circuits the natural response does not die out, but 
approaches a consta:nt value, as exemplified by trapped currents or voltages. 
We therefore find that one of the two terms making up the complete response 
has the form of the natural response ; it has an amplitude which will depend on 
the initial value of the complete response and thus on the in itial value of the 
forcing function also. 

We next observe that the first term of Eq. (6 -3 )  depends on the functional 
form of Q(t ) ,  the forcing function. Whenever we have a circuit in which the 
natural response dies out as t becomes infinite, then this first term must describe 
the form of the response completely after the natural response has disappeared. 
This term we shall call the forced response; it is also called the steady-state re
sponse, the particular solution, or the particular integral . 

For the present, we have elected to consider only those problems involving 
the sudden application of d-c sources, and Q(t)  is therefore a constant for ali 
values of time after the switch has been closed. I fwe wish, we can now evaluate 
the integral in Eq. (6-3 ) , obtaining the forced response 

z, = R 
p 

or the complete response 

z ( t) = 
Q 

+ A cPt p 
For the RL series circuit, Q! P is the constant current E/ R and 1 / P is the time 
constant T. We should see that the forced response might have been obtained 
without evaluating the integral, because it must be the complete response at 
infinite time ; it is mere ly  the source voltage divided by thc series resistance. 
The forced response is thus obtained by inspection. 

ln  the fol lowing section we shall attempt to find the complete response for 
severa! RL circuits by obtaining the natural and forced responses and then add
ing them. 

Drill Problem 

6-4 Replace th� source shown in Fig. 6-8h by e8( t )  = 6 u(t )  sin 3 1 ;  let 
R = 2 and L = 1 .  Evaluate the integral i n  Eq .  (6 -3 ) ,  and determine 
the current i at : (a) t = O ; (b) l = 1h ;  (e) t = 1 .  

Ans. O amp ; 1 . 688 amp;  1 . 3 3 3  amp 

6-5 RL CIRCUITS 

Let us use the simple RL series circuit to illustrate the determination of the com
plete response by the addition of the natural and forced responses. This cir
cuit, shown in Fig. 6-9, has been analyzed earlier, but by a longer method. The 
desired response is the current i( t ) ,  and we first express this current as the sum 
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Eu(t) i 
i(t) R 

L 

of the natural and thc forced current, 

i = in + ir 

Fig. 6-9 A series RL circuit which 
is used to illustrate the method by 
which the complete response is obtained 
as the sum of the natural and the 
forced response. 

The functional form of the natural response must be the sarne as that obtained 
without any sources. We therefore replace the step-voltage source by a short 
circuit and recognize the old RL series loop. Thus, 

in = AcRt!L 
where the amplitude A is yet to be determined. 

We next consider the forced response, that part of the response which depends 
upon the nature of the forcing function itself. ln this particular problem the 
forced response must be constant because the source is a constant E volts for ali 
positive values of time. After the natural response has died out, therefore, there 
can be no voltage across the inductor ; hence, a voltage E appears across R, and 
the forced response is simply 

. E zr = Ii 
Note that the forced response is determined completely ; there is no unknown 
amplitude. We next combine the two responses 

i = AcRt1L + !i 
R 

and apply the initial condition to evaluate A .  The current is zero prior to t = 
O, and it cannot change value instantaneously since it is the current fiowing 
through an inductor. Thus, the current is zero immediately after t = O, and 

and i = E ( l _ cRtlL) 
R (6-5) 

This response is plotted in Fig. 6- 1 0, and we can see the manner in which the 
current builds up from its initial value of zero to its final value of E/ R. The 
transition is effectively accomplished in about 3T sec. If our circuit represents 
the field coil of a large d-c motor, we might assign L = 1 0  henrys and R = 20 
ohms, obtaining 'T = 0.5 sec. The field current is thus established in about 1 .5 
sec. ln one time constant, the current has attained 63.2 per cent of its final 
value. 
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0.632 i 
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.,. 27' 37' 

Fig. 6-10 The current ex
pressed by Eq. ( 6-5) is 
shown graphically. A tine 
extending the initial slope 
meets the constant forced 
current ai t = T. 

Now let us apply this method to a more complicated circuit .  ln Fig. 6- 1 1 ,  
there is shown a circuit containing a d-c voltage source as well as a step-voltage 
source. Let us determine i( t ) for ali values of time. We might choose to re
place everything to the left of the inductor by the Thévenin equivalent, but 
instead let us merely recognize the form of that equivalent as a resistor in series 
with some voltage source. The circuit contains only one energy-storage ele
ment, the inductor, and the natural response is therefore a negative exponential 
as before, 

i = ir + in 

where 

in = Act12 

smce 

7' = ___!::___ = _1_ = 2 
Req 1 .5 

The forced response must be that produced by a constant voltage of 1 00 volts. 
The. forced response is constant, and no voltage is present across the inductor; it 
behaves as a short circuit and, therefore, 

Thus, 

. - 1 00 - 50 lf - 2 -

i = 50 + Acº·5t 

Fig. 6-1 1  A circuit used as an 
example. 

50u(t) 
_____,. i(t) 

3 h 
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ln order to evaluate A ,  we must establish the initial value of the inductor cur
rent. Prior to t = O, this current is 25 amp, and it cannot change instantane
ously. Thus, 

25 = 50 + A or A - 25 

Hence, 

i = 50 - 25cº·51 

We complete the solution by also stating 

i = 25 

and the complete response is sketched in Fig. 6- 1 2 . Note how the natural re
sponse serves to connect the response for t < O with the constant forced response. 

As a final example of this method by which the complete response of any 
circuit subjected to a transient may be written down almost by inspection, let 
us apply a rectangular voltage pulse, E volts high and to sec wide, to the simple 
RL series circuit .  We represent the forcing function as the sum of two step
voltage sources Eu(t) and - Eu(t - to) ,  as indicated in Fig. 6- 1 3a and b, and 
plan to obtain the response by using the superposition principie. Suppose we 
designate that part of i(t) which is due to the upper source Eu(t) acting alone 
by the  symbol i1 ( t) and then let i2 (t) represent that part due to - Eu(t - to) 
acting alone. Then, 

i(t) = i1 (t) + i2(t) 
Our object is now to write each of the partia) responses i1 and i2 as the sum of 
a natural and a forced response. The response i1 ( t) is familiar ; this problem 
was solved two or three pages back, 

i1(t) = � ( 1  - cRtlL) 

Fig. 6- 12 The response i(t) of the circuit shown in Fig. 6-1 1  is sketched 
for values of time less and greater than ;::,ero. 

i(t) ( amp ) 

50 

-3 -2 -1 

25 

o 

- - - - - - - - - - - - - - - - -

3 4 5 6 t (sec)  
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i(t} R 
e(t) 

E Eu(t) J ) ·· L 

-Eu (t - 1 0 )  J 
o t, 

(a) (b} 

Fig. 6-13 (a) A rectangular voltage pulse which is to be used as the forc
ing function in a simple series RL circuit. ( b) The series RL circuit, show
ing the representation of the forcing function by the series combination of two 
ideal voltage-step sources. The current i( t) is desired. 

Note that the range of t, t > O, in which this solution is valid, is indicated. 
We now turn our attention to the lower source and its response i2 ( t ) .  Only 

the polarity of the source and the time of its application are different. There is 
thus no need to determine the form of the natural response and the forced re
sponse ; the solution for ii(I) enables us to write 

iz(t) = - j}_ ( J - cR<t-to)IL) 
R t >  to 

where the applicable range of t, t > to, must again be indicated. 
We now add the two solutions, but do so carefully, since each is valid over a 

different interval of time . Thus, 

or 

i(t) = !i ( J _ cRtlL) 
R 

i(t) = !i ( I - cRtlL) - !i ( I - cR<t-to)IL) 
R R 1 >  to 

t >  lo 

The solution is completed by stating that i(I) is zero for negative t and sketch
ing the response as a function of ti me. The type of curve obtained depends 
upon the relative values of lo and the time constant T. Two possible curves are 
shown in Fig. 6- 1 4 . The left curve is drawn for the case where the time con
stant is only one-half as large as the length of the applied pulse ; the rising por
tion of the exponential has therefore almost reached E/ R before the decaying 
exponential begins. The opposite situation is shown to the right ;  there, the 
time constant is twice lo and the response never has a chance to reach the larger 
amplitudes. 
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i(t) i(t) 

E 
R 

40u(t) V i 

(T) 
(a) 

E R 
..... -· 

••• •• 
•• 

•• • 

(b) 

Fig. 6- 14 Two possible response curves are shown for the circuit of Fig. 
6-13b. ln (a), T is selected as to/2, and in ( b) as 2 to. 

Drill Problems 

6-5 Find the forced portion of the response i(t) for the circuits of 
Fig. 6- 1 Sa, b, and e. 

Ans. 1 4  amp; 40 amp ; - 0.5 amp 

6-6 Find the value of i(O+)  for the circuits of Fig. 6- l Sa ,  b, and e. 

Ans. 1 amp; 2 amp ; 1 0  amp 

i(t) 1 n t =  o 

"'[ 3 h 3 fl  10 n s n 

13 .33 h 

s vj= i 20u(t) V 
(a) 

3 fl  12 fl 
(b) 

i(t) 

42 • i= e n t =  o 
8 h 

Fig. 6- 15 See Drill 
Probs. 6-5, 6-6, and 
6-7. 

(e) 
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6-7 Find i(t) for t > O  for the circuits of Fig. 6- 1 5a, b, and e. 

Ans. 14 - 12cl14 amp; 40 - 30ct14 amp; - 0.5  + l .5ctl4 amp 

6-6 RC CIRCUITS 

The complete response of any RC circuit may also be obtained as the sum of 
the natural and the forced response. We shall consider two examples, one rep
resenting a fairly general problem and the other representing those circuits in 
which a trapped voltage may be present. 

Let us first consider the circuit shown in Fig. 6- 1 6. The switch is assumed to 
have been in position "a" for a long time, or, in other words, the natural re
sponse which resulted from the original excitation of the circuit has decayed to 
a negligible amplitude, leaving only a forced response caused by the 1 20-volt 
battery. We are asked for ec( I ) , and we thus begin by finding this forced re
sponse when the switch is in position "a ." The voltages throughout the circuit 
are ali constant, and there is thus no current through the capacitor. Simple 
voltage division determines the forced response prior to t = O, 

50 
ecr = 1 20 = 1 00 

50 + 1 0  

and w e  thus have the initial condition 

ec(O) = 1 00 

Since the capacitor voltage cannot change instantaneously, this voltage is equally 
valid at 1 = o- and t = o+ .  

The switch i s  now thrown to "b ," and the complete response is 

ec = ecr + ecn 

The form of the natural response is obtained by replacing the 50-volt battery 
by a short circuit and evaluating the equivalent resistance, 

so n 0.05 f ) ec 

200 n 

Fig. 6-16 A n  RC cir
cuit in which the com
plete response ec is ob
tained by adding a 

forced response and a 
natural response. 



190 The Transient Circuit 

Req = = 24 Vso + Y.!oo + Y6o 
or ecn = Actll .2 

ln  order to evaluate the forced response with the switch at "b," we wait until ali 
the voltages and currents have stopped changing, thus treating the capacitor as 
an open circuit, and use voltage-division once more, 

ecr = 
(50)(200)/(50 + 200) 50 = 20 

60 + (50) (200)/(50 + 200) 

Thus, 

ec = 20 + Act1i .2 

and from the initial condition already obtained, 

1 00 = 20 + A  

or ec = 20 + 80c11i .2 

This response is sketched in Fig. 6- 1 7 ; again the natural response is seen to 
form a transition from the initial to the final response. 

Let us now consider the circuit which is shown in Fig. 6- 1 8a .  ln order to 
simplify the drawing, two switches are not shown; these switches are thrown at 
t = O to change thc configuration of the circuit to that shown in Fig. 6- 1 8b. 
We shall assume that the curved tines on the capacitor symbols represent the 
sarne capacitor plates in each circuit. Circuits operating on this principie, but 
containing hundreds or thousands of capacitors, are sometimes used to provide 
large voltages from lower-voltage sources to test high-voltage insulation . After 
t = O, it should be noted that the presence of two capacitors in series is a warn
ing that a trapped voltage is probably present. We desire the responses e1 and 
ez , but we must begin by treating the two capacitors as a single element. Thus 
we first find e(t) . 

Fig. 6- 1 7  The response of the circuit of Fig. 6-16 is plotted as a function 
of time. 

« (v) 
1 00 

20 - - - - - - - - -

-1 o t ( sec ) 
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20 Q 20 Q 0.1 f 

30 Q 0. 1 1 0 . 1 5  1 30 Q � ) e e, ( 0.15 f 

(a) (b) 

Fig. 6- 18 Two switches, which are not shown, are thrown ai t = O to 
convert the circuit shown in (a) to that in ( b ) . 

Representing e by the sum of a natural and forced response, we easily obtain 
the forced response of the right-hand circuit, 

er = 60 
and let the natural response be 

en = À€-t1r 

where 

Thus, 

T = ReqCeq = 
(20) (30) (0. 1 ) (0 . 1 5 ) 

= 1 2 (0.06) = O. 72 
20 + 30 0. 1  + 0. 1 5 

e = 60 + Act10. 12 

The initial value of e(t) must be determined from the previous histor>' " :· r ro ,  
circuit as shown in Fig. 6- 1 8a . Each capacitor is originally charged to 60 volts, 
and this voltage cannot change during the switching operation. The two ca
pacitor voltages are additive after t = O, and thus 

e(O) = 1 20 
Hence, 

A =  60 
and e = 60 + 60ct10. 12 

ln  order to find e1 or e2 , we must proceed by a step-by-step process. The 
current entering the left terminal of the 0 . 1 -farad capacitor is 

i = e .!!!.-. = o.o6c6o)(- _1_)€-110. 12 = _ 5€-110.12 eq 
dt 0 .72 

Knowing the current, we may find e1 , 

e1 = J....J i dt + ki 0. 1 
.e 1 0( - ">) ( - 0 .72)ct 10.72 + k1 

= 36ct10.12 + ki 
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Since the initial value of ei is 60 volts, 

ei = 24 + 36ct10.12 

and thus 

e2 = 36 + 24ct10.12 

We have found e(t) as the sum of a natural and a forced response. The volt
ages e1 and e2 might have been determined in the sarne way, although we 
should have had to remember to add the necessary constant to the natural re
spons(' in each case. It is usually easier to obtain the voltage across the 
equivalent capacitor first, proceeding then to the interior of the capacitive net
work by simple steps. 

Drill Problems 

6-8 Find the forced portion of the response e(t) for the circuits of 
Fig. 6- 1 9a, b, and e. 

Ans. - 1  volt; 28 volts ; 80 volts 

6-9 Find the value of e(O+) for the circuits of Fig. 6- 1 9a, b, and e. 

Ans. 20 volts ; 4 volts ; 2 volts 

6- 10 Find e(t) for t > O for the circuits of Fig.  6- 1 9a, b, and e. 

Ans. - 1 + 3c114 volts ; 80 - 60ct14 volts ; 28 - 24c114 volts 

t = O  3 f 

) e(t) r 4 n t f 1 0  BOu(t)i 1 0  t n 
amp 

(a) (b) 
40u(I) amp llo 

0.2 n 

13.33 f Fig. 6-19 See Drill 
Probs. 6-8, 6-9, and 

e(t) ( 

6-10. 
(e) 
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8 f! i(t) 

i ,(t) 

a 

40 vl = 24 f! b 

i,(t) 

Fig. 6-20 See Drill 
Prob.  6- 1 1 .  

6- 1 1  The circuit o f  Fig. 6-20 has been i n  the state shown fo r  a very 
long time. At t = O, both switches are thrown from "a" to " b . "  For 
t > O, find : (a) z(t) ; (b) i1 (t) ; (e) i2 ( t ) .  

Ans. 4 + cl.51 volts ; - 1  - 4cl.5t volts; 5 + 5 ( - 1 . 5 1 volts 

Problems 
Make sketches of the following forcing functions as functions of time : 

(a) e(I) = 3u(t + 2)  (b) z (I) = - 2u(t + 3) 

(e) i(t) = u(t ) + u(t - 1 )  + u(t - 2)  + · · · = f u(t - n ) 
n = O  

(d) e(t) = u ( t  - 1)  - u (t  - 3)  (e) e(t) = [ u ( t  - l ) ] [ u(t - 3) )  

(f ) i( t) = I O[u(t) - u( t  - l ) ) cos 5'1TI (g) i(t) = 5u(t) ( l  - c4t) 

•2 Draw a circuit containing one single-pole switch and a d-c source which is the 
exact equivalent of the circuit shown in Fig. 6-4a . 

3 If the networks within the boxes of Fig. 6-2 1 a to f are known to be passive 
and to be without energy storage prior to the first switching operation, and 
if the switches have been in the position shown for a long time, replace the 
batteries, d-c sources, and switches in each circuit by a suitable arangement 
of voltage- or current-step forcing functions which will provide an identical 
response within the passive network for ali time. 

•4 Find i(t) in the circuit of Fig. 6-22a by making use of Thévenin's theorem. 
Sketch the resultant current. 

5 For the circuit of Fig. 6-22b ,  write the differential equation which is ap
propriate for t > O, separate the variables, and then integrate. Obtain e(t) 
in terms of 1, R, and C. Sketch the response for t < O and t > O if 
1 = 1 0  ma, R = 2 kilohms, and C = 50 pf. 
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(a) 

t =  o 

20 vj =-

(e) 

(e) 

Fig. 6-21 See Prob. 3. 

t = 'º 

(b) 

t = O  

(d) 

(f) 

•6 A capacitor C is in parallel with a nonlinear "square-law" resistive element, 
as exemplified by severa! semiconductor diodes at low voltages. Assume 
that this passive element satisfies the relationship i = ke2 , where k is a posi
tive constant. (a) Write the differential equation for this two-element cir
cuit. (b) Separate the variables and solve the equation subject to the 
condition e(t) = eo at t = O. (c) Sketch the response e(t) as a function of 
time and compare with the response curve obtained for a normal resistor. 

7 lnclude a parallel unit-step current source in the circuit described in Prob. 
6, determine the correct initial condition, and find e(t). 

•8 Solve Prob. 6 if the ca pacitor is replaced by an inductor L. 
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9 Solve Prob. 7 if the capacitor is replaced by an inductor L. 
•10 Find and sketch the battery current i ( t )  in  the circuit of Fig .  6-23a .  ln

clude the range t < O. 
•1 1  Find and sketch i(t) for - 1 ::; t ::; 5 in the circuit shown in Fig. 6-23b. 

12 ln each of the circuits shown in Fig. 6-24, the switch has been in position 
"a" for a long time. At t = O it is thrown from "a" to " b . "  Find and 
sketch i( t). 

13 Draw an equivalent circuit for Fig. 6-24a which does not contain any 
switches. 

•14 Find and sketch i(t) in the circuit of Fig. 6-25a for t < O and t > O. 
15  The switch in the circuit of  Fig. 6-25b has been a t  "a"  for  a long time. At 

t = O it is thrown to " b . "  (a) Find and sketch iL(t) for t < O  and t > O. 
(b) Determine ix(t) for t < O, t = O, and t > O. 

•16 The left switch in the  circuit shown in Fig. 6-26a is closed at t = - 0.5 sec, 
and the right switch is closed at t = O. Find i1(t) and i2(t) .  

1 7  Use superposition t o  determine the current ftowing downward i n  the in
ductor in the circuit of Fig. 6-26b. How much energy is stored in the 
inductor at t = oo ?  

•18 Find and skf!tch ex(t) in the circuit of Fig. 6-27a.  
19 ln the circuit shown in Fig .  6-2 7  b, the switch has been at "a" sufficiently 

long that the circuit has assumed the forced response. At t = O the switch 

2u(t) ampi 3 fl  3 m h  lu(t) ampi R e 
9 · 

(a) (b) 

Fig. 6-22 (a) See Prob. 4. ( b) See Prob. 5. 

Fig. 6-23 (a) See Prob. 10. (b) See Prob. 1 1 .  

1 n 

8 h 2 n  1 h 

(a) (b) 
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3 n 

6 ti 

lO n 

0.1 h 1 ·i =-

(a) (b) 

lO n 10 n 

100 µh 

Fig. 6-24 See Probs. 12 and 13. 

4 n 

(e) 

i,(1) s n  

1 =  o 

s n  
10 ·i =-

1 n 

1 8  n 
2 h 

(a) (b) 

Fig. 6-25 (a) See Prob. 14. ( b) See Prob. 15. 

Fig. 6-26 (a) See Prob. 16. ( b) See Prob. 1 7. 

64u(� 

3 {2  

(a) 

64u(l)i 
amp 

4 Q  

(b) 

1 h 
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is thrown to "b ."  (a) Find i( t) . (b) Determine the energy delivered to the 
2-ohm resistor during the first 1 -sec interval after t = O. 

20 If the values of E/ R and lo are the sarne in the response curves drawn in 
Fig. 6- 1 4a and b, how may the parameters of the circuit of Fig. 6- 1 3b be 
changed to produce the two different response curves? 

•21  Find i(t) for the circuit shown in Fig. 6-28a if: (a) E = 1 00 volts, R = 10 

kilohms, C = 1 00 pf; (b) E =  1 volt, i(O+) = 1 ma, 
d
d
ec 1 = 10 volts/sec. 
t o+ 

22 If a circuit containing switches can be replaced by an equivalent contain
ing only singularity functions which is valid for ali time, then superposition, 
Thévenin's theorem, Norton's theorem, and source transformations may be 
made directly. This is true because the circuit now contains only linear 
passive elements and forcing functions (no switches, which are really time
varying elements) .  Redraw the circuit of Fig. 6-28b in such a way that the 
switch is eliminated, and then determine ec(t) by about five different 
methods. 

•23 Find ec(t) if ec(O) = 75 volts in the circuit shown in Fig. 6-29a. 

2u(t) ampi 

5 h 

1 n 
1 n 4 Q  

" 
--7 

1 n 3 Q  2 h 

(a) 

Fig. 6-27 (a) See Prob. 18. (b)  See Prob. 19. 

Fig. 6-28 (a) .See Prob. 21 .  (b )  See Prob. 22. 

R 

e 

{a) 

i(t) 

2 n  

8 h 

(b) 

(b) 

3 Q  

6 Q  
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24 ln the circuit shown in Fig. 6-29h, both capacitors are uncharged at t = O. 
(a) Write the mesh equations for the network. (b) Find i1(0+) and iz(O+). 

25 (a) Show that the mere replacement of the 30-volt source and switch in the 
circuit of Fig. 6-29c by a 30-volt step-voltage source does not yield an 
equivalent which is correct for ali time. (b) Show, however, that this 
equivalent is correct for t > O if a suitable initial condition is forced on the 
capacitor by placing a battery in parallel with it which is removed at t = O. 
The circuit still contains a switch, but it should be noted that the switch is 
very easily taken into account. (e) Show that the replacement of the switch 
by the voltage source 1 8  - 1 8u( t) volts produces a "switchless" equivalent. 

(a) 

t = O 3 n 

(e) 

6 n 

(b) 

Fig. 6-29 (a) See Prob. 23. 
( b) See Prob. 24. ( e) See 
Prob. 25. 

Fig. 6-30 (a) See Prob. 26. ( b) See Prob. 2 7. 

J:Ísou v 

4i r =i500 V 

1 I 
) e,(t) 

10,000 n 

i(t) 12 kQ 4 kQ 

<OO µ< T ) ·  J 
"" ""' ·I 

(a) (b) 
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3 f!  

;10 1 n 

(a) 

3 1 

11(1) ampi 
2 1 ) •(t) 

Fig. 6-31 (a) See Prob. 28. (b)  See Prob. 29. 

7 f!  

3 f!  

{b) 

•26 ln the circuit shown in Fig. 6-30a,  one switch is thrown at t = O and the 
other at t = 1 sec, as indicated. Find and sketch ec(t) over the interesting 
time interval. 

27 Determine eo( t )  and i(I) for the circuit shown in Fig. 6-30b. Plot each re
sponse as a function of time, indicating the value of the time constant and 
important amplitudes. 

•28 Find and sketch e(t) and i( I) for the circuit of Fig. 6-3 1 a . 
29 (a) Find ic( t) for t > O  in the circuit of Fig. 6-3 1 b . (b) Compute the en

ergy stored in this capacitar at t = (ln 2 )/2.  
•30 A voltage source which is zero for t < O, 1 0  volts for O <  t < 1 ,  and zero 

for t > 1 is placed in series with a 1 -ohm resistor and a 1 -farad capacitor. 
Determine the capacitar voltage for t < O  and t > O. 

3 1 The response of a circuit to a square-wave forcing function may be de
termined by the procedure described below. Assume that a square-wave 
forcing function, a resistance R, and a capacitance C are in series . At 
t = O, the capacitar is charged to eo volts, and the forcing function is 
E volts. The forcing function remains at a constant E volts until t = T/2, 

60u(t) vi 

Fig. 6-32 (a) See Prob. 32. ( b) See Prob. 33. 

3 f!  

100 vi= 

2 n  5 f 

(a) 

6 f!  

(b) 
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at which time it suddenly becomes zero. (a) Let the capacitor voltage be 
e1 at t = T/2.  Find e1 in terms of eo, E, T, R, and C. (b) The forcing 
function is zero until t = T, at which instant it becomes E volts again. Let 
the capacitor voltage be e2 at t = T. Find e2 in terms of eo, E, T, R, and C. 
(e) The forcing function is alternately zero and E for intervals of T/2 sec. 
After this cycle has proceeded for a long time, it is evident that e2 and eo 
will be identical . Determine e2 ( = eo) in terms of E, T, R, and C. 
(d) Determine e1 in terms of eo and E. (e) Sketch the capacitor voltage as 
a function of time for this condition if T = T /3 and then if T = 3r. 

32 (a) Find i(t) for the circuit of Fig. 6-32a by combining the forced and nat
ural responses. (b) Use Norton's theorem to simplify the source and de
termine i(t )  again .  

•33 The switch in Fig. 6- 32b  has been at "a" for a long time. At t = O it is 
connected to "b" ; at t = 1 sec it is thrown to "e. " Find e at t = 2 sec. 



The Unit Impulse and 

Its Applications 

7-1 INTRODUCTION 

ln this chapter we shall define the unit impulse and interpret it from severa! dif
ferent viewpoints. From one viewpoint, the impulse is a satisfactory model for 
a very short, large-amplitude pulse, such as the pulse which is initially applied 
to the horizontal deflection coil of a television receiver to provide a sweep which 
is initially linear at the left edge of the screen ;  the output of a blocking oscillator, 
which may be severa! hundred volts in amplitude and a few tenths of a micro
second in duration, may also be closely approximated by an impulse. 

However, the most important applications of the impulse are probably those 
which are of a more theoretical nature. We shall consider its use in replacing 
initial conditions on every energy-storage element within the circuit to be 
analyzed, and we shall also see how it is a necessary part of the response 
in many highly idealized circuits to which a unit step is applied as a forcing 
function. For example, the current response when an ideal battery is suddenly 
connected across an uncharged (ideal) capacitor turns out to be an impulse. 
Other important applications of the unit impulse arise when operational methods 
are applied to circuit analysis and synthesis, but these applications are outside 
the scope of this introductory study. 

This chapter may be omitted without any appreciable loss in continuity. The 
impulse is occasionally mentioned in a qualitative manner in the following chap
ters, but detailed knowledge of its characteristics is required only in certain 
special groups of problems. 

7-2 DEFINITION OF THE UNIT IMPULSE 

ln Chap. 4 the definition of inductance was illustrated by determining the 
inductor voltage for a current having a trapezoidal waveshape ; the current was 
initially zero ; it then rose linearly to a constant value which it maintained for 
a finite time, finally dropping linearly to zero once more. As the time required 

201 
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for the linear rise and fali was allowed to approach zero, the inductor voltage 
was found to contain positive and negative pulses of large amplitude and short 
duration ; in the limit, positive and negative spikes were obtained which we then 
called " impulses," although we did not define the term carefully. Let us now 
do so. 

We shall define the unit impulse as a function of time which is zero when its 
argument, generally ( t  - 10) ,  is less than zero ; which is also zero when its argu
ment is greater than zero ; which is infinite when its argument 1s zero ; and 
which has unit area. Mathematically, the defining statements are 

8(t � lo) = O t -=I= to ( 7- 1 )  

and f'oo o(t - to) dt = 1 ( 7-2) 

where the symbol 8 ("curly" delta) is used to represent the unit impulse. ln 
view of the functional values expressed by Eq. ( 7 - 1 ) , it is apparent that the limits 
on the integral in Eq. ( 7 -2 )  may be any values which are less than lo and greater 
than to. ln particular, we may let t0 and r/j represent values of time which are 
arbitrarily dose to lo and then express Eq. (7 -2 )  as 110+ 

'º -
8(t - t0) dt = 1 ( 7-3) 

For the most part, we shall concern ourselves with circuits having only a single 
discontinuity, and we shall select our time scale so that the switching operation 
occurs at t = O. For this special case, the defining equations are 

and 

or 

o(t) = o 

roo o(t) dt = 

t -=I= o 

r+ 0_ o(t) dt = 1 

( 7 -4) 

( 7-5) 

(7 -6) 

The unit impulse may be multiplied by a constant also ; this cannot, of course, 
affect Eq. (7 - 1 )  or (7 -4), because the value must still be zero when the argument 

f(t) 

(4 )  

-1 o 

(-3) 

2 3 4 t ( sec ) 

Fig. 7-1 A positive 
and negative impulse 
are plotted graphically 
as functions of time. 
The strengths of the 
impulses are 4 and - 3, 
respectively. 
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f(t) 

1 x ....... 

� Arca = 1 

- f A + �  

Fig. 7-2 A rectangular 
pulse of unit area which 
approaches a unit impulse 
as � ___.,. O.  

is zero. However, multiplication of any of the integral expressions by a con
stant shows that the area under the impulse is now equal to the constant multi
plying factor ; this area is called the strength of the impulse . Thus, the impulse 
58(t) has a strength of 5, and the impulse - 1 08(t - 2 ) has a strength of - 10. 
If the unit impulse is multiplied by a function of time, then the strength of the 
impulse must be the value of that function at the time for which the impulse 
aigument is zero. ln other words, the strength of the impulse c1128( t  - 2) is 
0 .368,  and the strength of the impulse sin ( 5'1Tt + '1T / 4) 8( t) is O. 707 . It is there
fore possible to write the following integrals1 which make the sarne statement in 
mathematical form : 

or 

f_0000 f(t) 8(t) dt =/(O) 

j_"'00J(t) 8(t - to) dt =f(to) 

( 7-7) 

( 7-8) 

The graphical symbol for an impulse is shown in Fig. 7 - 1 , where f(t) = 
48( t + 1 )  - 38( t) is plotted as a function of time. It is customary to indica te 
the strength of the impulse in parentheses adjacent to the impulse. Note that no 
attempt should be made to indicate the strength of an impulse by adjusting its 
amplitude ; each spike has infinite amplitude, and ali impulses should be drawn 
with the sarne convenient amplitude. Positive and negative impulses should be 
drawn above and below the time axis, respectively. ln arder to avoid confusion 
with the ordinate, the l ines and arrows used to for1!1 the impulses are drawn 
thicker than are the axes. 

We shall find it convenient to be familiar with severa! other interpretations of 
the unit impulse. We seek graphical forms which do not have infinite ampli
tudes, but which will approximate an impulse as the amplitude increases. Let 
us first consider a rectangular pulse, such as that shown in Fig. 7 -2 .  The pulse 
width is selected as tl sec and its amplitude as 1 / tl, thus forcing the area of the 
pulse to be unity, regardless of the magnitude of tl. As tl decreases, the ampli
tude 1 / tl increases, and the rectangular pulse becomes a better approximation 
to a unit impulse. The response of a circuit element to a unit impulse may be 

1 They are called sifting integrais because the integral sifts out a particular value of f( t). 
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determined by finding its response to this rectangular pulse and then letting 
6 approach zero. However, ,since the impulse response is easily found, we 
should also realize that this response may in itself be an acceptable approxima
tion to the response produced by a short rectangular pulse. 

A triangular pulse, sketched in Fig. 7-3 ,  may also be used to approximate the 
unit impulse. Since we again prefer unit area, a pulse of amplitude 1 /6 must 
possess an overall width of 26 sec. As 6 approaches zero, the triangular pulse 
approaches the unit impulse. There are many other pulse shapes which, in the 
limit; approach the unit impulse, but we shall take the negative exponential as 
our last limiting form. We first construct such a waveform with unit area by 
finding the area under the general exponential, 

or 

Thus 

f(t) = { �ct/T 

f(t) = Act/r u(t) 

Area = J0"" Ac11T dt = - TAct/r I� = TÀ 

and we thus must set A = l /'T. The time constant will be very short, and we shall 
again use 6 to represent this short time. Thus, the exponential function 

f(t) = .!.. cm u(t) 6 
approaches the unit impulse as 6 � O. This representation of the unit impulse 
indicates that the exponential decay of a current or voltage in a circuit approaches 
an impulse (but not necessarily a unit impulse) as the time constant is reduced. 

For our final interpretation of the unit impulse, let us try to establish a re
lationship with the unit-step function. The function shown in Fig. 7-4a is 
almost a unit step ; however, 6 sec is required for it to complete the linear change 
from zero to unit amplitude. Beneath this modified unit-step function, Fig. 7-4b 

f(I) 

Fig. 7-3 A triangular 
pulse of unit area which 
approaches a unit impulse 
as 6 � O. 



205 The Unit lmpuüe and lia Applicatiom 

f(t) 

df(t) 
dt 

1 
� .. -•-w 

(b) 

Fig. 7-4 (a) A modified 
unit-step function; the tran
sition from zero to uniry is 
linear over a !l-sec time 
interval. ( b) The deriva
tive of the modified unit 
step. As ô. � O, (a) be
comes the unit step and ( b) 
approaches the unit impulse. 

shows its derivative ; since the linear portion of the modified step rises at 
the rate of 1 unit every ti sec, the derivative must be a rectangular pulse 
of amplitude 1 /ti and width ti. This, however, was the first function we con
sidered as an approximation to the unit impulse, and we know that it approaches 
the unit impulse as ti approaches zero. But the modified unit step approaches 
the unit step itself as ti approaches zero, and we conclude that the unit impulse 
may be regarded as the time deriva tive of the unit-step function. 2 Mathematically, 

o(t) = du(t) 
dt 

and conversely, 

u(t) = fo' o(t) dt 

(7 -9) 

( 7 - 1 0) 

where the lower limit may in general be any value of t less than zero. Either Eq. 
( 7 -9) or ( 7 - 1 0) could be used as the definition of the unit impulse if we wished. 

We thus see another method suggesting itself for the determination of the re
sponse to a unit impulse. If we can find the unit-step response, then the linear 
nature of our circuits requires the response to a unit impulse to be the derivative 

2 The fact that the derivative of the unit step does not exist at the point of the discontinuity creates 

quite a skeptical attitude in many mathematicians; nevertheless, the impulse is a useful analytical 

function. 
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of the response to the unit step. From the opposite point of view, if the response 
to a unit impulse is known, then the integral of this response must be the unit
step response. 

Drill Problems 

7 - 1  A 0.0 1 -µ.f capacitar is connected to a current source having an out
put which is a rectangular pulse of 1 msec duration and 1 0  ma ampli
tude. (a) Finq the magnitude of the capacitar voltage 1 sec after the 
pulse begins. (b) Repeat if the duration of the pulse is reduced to 0 . 1 
msec while the amplitude is increased to 1 00 ma. (c) Repeat if the 
.input is an impulse having a strength of 1 0-5 (coulomb) .  

Ans. 1 000 volts ; 1 000 volts ; 1 000 volts 

7-2 A 2-mh inductor is driven by a voltage source which is a triangular 
pulse rising linearly from zero to 1 00 volts in 5 µ.sec and then decreasing 
linearly to zero in another 5 µ.sec. (a) Find the magnitude of the in
ductor current 1 sec after the pulse terminates. (b) Repeat if the 
duration of the pulse is halved without any change in amplitude. 
(c) Repeat if the input is an impulse having a strength of 1 0-4 (volt-sec). 

Ans. 0.05 amp; 0. 1 25 amp; 0.25 amp 

7-3 THE CURRENT IMPULSE 

The unit impulse is the second type of singularity function we have met, and it 
possesses one characteristic which must qe carefully noted before it can be 
meaningfully applied to circuit analysis. Whereas the unit-step function is a 
dimensionless function of time, the unit impulse possesses the dimensional sym
bol [ 11] ;  it carries the unit "per second." This is evident from any of the inte
grais of the previous section which are a part of the definition of the unit 
impulse, and it also is a necessary consequence of the derivative relationship be
tween the unit step and the unit impulse. Thus, if 10 is a current, then 10u(t) is 
a current step and it is measured in amperes ; loô(t) , however, is measured in 
amperes per .second, a unit which rarely is physically significant. 

Let us try to establish a clearer physical interpretation of a current impulse 
by making use of the short rectangular pulse as an approximation to an 
impulse. A rectangular current pulse having an amplitude of lo amp and a 
duration of t:i. sec possesses an area of lot:i. amp-sec, or lot:i. coulombs. Such a 
current pulse therefore represents a total charge of lo!:i. coulombs fiowing 
uniformly throughout the D.-sec time interval. Let us fix our attention on the 
charge, rather than the current, by letting Qp = lot:i.. We therefore describe 
the amplitude of the pulse as Qp/ t:i. amp. Now as t:i. decreases, in the limit the 
rectangular pulse approaches an impulse. The area of the pulse and impulse 
must be equal, and the impulse must therefore have an area, or strength, of 
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Qp coulombs. Thus, the rectangular current pulse 

i(t) = lou(t) - lou(t - ó) 

and the current impulse 

z(t) = Qpll(t) 
are equivalent as ó � O if 

ln other words, the amplitude lo of the rectangular current pulse approaches 
infinity, its duration ó approaches zero, while the product Qp = /0ó remains 
constant. It is convenient to think of the current impulse in terms of this 
finite aÍnount of charge which it represents, particularly when the current 
impulse is applied to a capacitor. A current impulse i(t) = Qpll(t) represents a 
quantity of charge, and the amount of this charge is exactly equal to the 
strength of the current impulse. The application of this current impulse to a 
capacitor will result in the abrupt placement of this charge on the capacitor, in 
the sudden establishment of stored energy within the capacitor, and in the im
mediate presence of an equivalent voltage across the capacitor. Naw let us re
late this energy and voltage to the strength af the impulse and the size af the 
capacitar. 

lf a current impulse 

i( t) = Qpll( t) 
is caused to flaw through a capacitar C, then the capacitar voltage may be de
termined by using the mast general relationship between capacitar voltage and 
current, 

l 1' e(t) = - i(t) dt + e(to) 
e to 

We assume that the zerf value of the impulse prior to t = O has nat produced 
any capacitor voltage ; tpus, e(to) = O and 

e(t) = J.... 1' Qpll(t) dt 
e lo 

ar e(t) = �[' º ll(t) dt 
e to 

where lo < O. 
But, 8(t) is zero for t < O and, therefore, 

e(t) = O 

and the voltage for t > O  is abtained by using the defining relationship ( 7-6), 
rewritten here, 

{ º + lo - 8(t) dt = l 
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Fig. 7-5 The application of the current 
impulse i( t) = Qp8 ( t) to a capacitor e 
results in the voltage response e( t) = 

( Qp/C) u(t). 

Thus, 

e(t) = _gg_ 
e 

i(t) 

e(t) 
Q, ·---· e 

The capacitar voltage over both of these time intervals may be conveniently 
expressed by the single expression 

e(t) = � u(t) (7- 1 1 )  

The impulse source and the step response are illustrated i n  Fig. 7-5 .  
The capacitar voltage changes discontinuously from a zero value prior to t = O to a constant value after t = O ;  energy has been stored in the capacitar 

within the interval from t = o- to t = o+ . This sudden change in capacitar 
voltage has not been possible in our previous work, but we did not then have 
the infinite power and infinite current which are now supplied by the cürrent 
impulse. 

We might check our result for capacitar voltage by using differential relation
ships rather than integral relationships. Thus, the application of the current 
impulse 

i = Qpô(t) 

and the definition of capacitance 

i = e _E!_ 
dt 

enable us to write 

Qp8( t) = e..!!:.._ dt or �(t) = .:!:_ 
e dt 
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But 
d ll(t) = - u(t) dt or 

and a quick comparison yields 

e(t) = � u(t) 

once again. 

_Qg_ll(t) = _&_ !!._u(t) 
e e dt 

Finally, we should recognize that the interpretation of the current impulse as 
a packet of charge may point out the most satisfactory path to the answer. 
Capacitar charge and capacitar voltage are directly proportional, 

q(t) = Ce(t) 
and the charge Qp represented by the current impulse 

i(t) = Qpll(t) 
therefore establishes a voltage Qp/ C after the current impulse has struck. 

Before we leave the current impulse and turn to the voltage impulse, let us 
determine the voltage which results when a current impulse is applied to an 
inductor L. Since 

e(t) = L __r!j_ dt 
and assuming the current impulse 

then 

i( t) = Qpll( t) 

e(t) = LQp _L [ ll(t)] dt 
The inductor voltage has the form of the time derivative of the unit impulse; 
this is another singularity function, but it is not so important as either the unit 
step or the unit impulse, and we shall not need to discuss it in as much detail. 
We define the unit doublet d( t), 

d(t) = _L [ ll(t)] dt (7- 1 2) 

and note that it may be approximated by a short, positive, rectangular pulse 
followed by an identical negative pulse. That is, if the unit impulse is con
sidered as the limit of a triangular pulse of width 2� and amplitude 1 / �. as 
� � O, then the unit doublet is the limit of a positive rectangular pulse of width 
� and amplitude 1 /�2 followed immediately by a negative rectangular pulse of 
width � and amplitude - 1 / �2, as � � O. The area under each pulse is 
infinite in the limit. The graphical symbol for a doublet is shown in Fig. 7-6; 
the strength of a doublet is defined to be the sarne as the strength of the impulse 
whose derivative it represents, and the strength is again shown in parentheses 
adjacent to the symbol. 
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f(t) 

( 6) 

Drill Problems 

Fig. 7-6 The doublet 
i( t) = 6d( t) is shown as 
a symbolic function of time. 
The strength of this doublet 
is 6 .  

7-3 A current source i,( t ) is in parallel with a 0 .2-farad capac
itor. Find the magnitude of the capacitor voltage at t = 2 sec if: 
(a) i, = 3u(t) ; (b) is = 2ô(t) ;  (e

) is = ô(t) + u(t - 1 ) .  

Ans. 1 0  volts ; 1 0  volts ; 30 volts 

7-4 (a) ln Drill Prob. 7-3 let is = ct12u(t) and find e0(2) .  (b) A use
ful but approximate method of solving a problem of this nature 
involves replacing the given current by a sequence of impulses of ap
propriate strengths at appropriate instants. Suppose that we consider 
i, to be divided into intervals of 0 .5-sec duration. The first interval 
roughly approximates a rectangular pulse of duration 0 .5 sec and 
amplitude 'h[i(O) + i(0.5 ) ] , the average of the initial and final values. 
This pulse may be approximated by an impulse occurring at the center 
of the interval and providing the sarne area, ii( t) = 'h[i(O) + i(0.5)] 
0.5ô( t  - 0.25) .  Using the known value of is, we may evaluate the 
strength of i1 and the three additional impulses which will be placed in 
the 2-sec interval with which we are concerned. Do this and calculate 
ec(2)  by this approximate method. 

(
e
) 

Improve the approximation by 
using eight impulses. Again calculate ec(2) .  

Ans. 6.32 volts; 6.33 volts ; 6 .35 volts 

7-4 THE VOLTAGE IMPULSE 

Let us begin our interpretation of the voltage impulse by considering the dual 
of the application of a current impulse to a capacitor. Since the current im
pulse produces an abrupt change in the capacitor energy and capacitor voltage, 
we should expect the voltage impulse to produce an abrupt change in inductor 
energy and inductor current. 
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ln the case of the capacitor, the current impulse represents a finite amount of 
charge, and this charge is suddenly placed on the capacitor plates, thus produc
ing the stored energy. The dual of charge isjlux linkage. Energy in an inductor 
is stored in its magnetic field, and it is convenient to think of a magnetic field 
physically as a collection of closed magnetic flux lines. Each line is interwoven 
with the physical coi l ;  for example, a coil having but a single turn of wire and 
a single line of flux may be represented by a single turn of wire and a single 
rubber band. The rubber band links the wire and cannot be removed without 
breaking either the loop of wire or the rubber band. More rubber bands may 
be added to produce a more symmetrical model, because there is no preferred 
relationship between the number of flux lines and the number of rubber bands. 
The application of a voltage impulse to an inductor may thus be thought of as 
the sudden creation of a number of ftux linkages, and it represents an accom
plishment which is reminiscent of the way in which a magician can link "solid" 
Chinese rings together. Let us now relate the number of flux linkages obtainéd 
to the strength and area of the voltage impulse. 

Since the charge on a capacitor is 

q = Ce 
then the dual of the charge is obtained by replacing C by L and e by i, 

Flux linkages = À = Li 

We shall assign the symbol À (lambda) for ftux linkage; the dimensions of flux 
linkage are volt-seconds ( or webers or weber-turns), and the dimensional symbol 
is [M2L 1 1 Q-l ] .  The unit of volt-seconds may be checked from the Li prod
uct, since a henry is a volt-second per ampere. The area under the voltage 
impulse is also measured in volt-seconds, and we therefore may think of a volt
age impulse as a collection of ftux linkages which are suddenly transferred to 
the inductor. 

Let us now check these preliminary conclusions analytically. The voltage 
impulse is represented by 

e( t) = Ào«'l( t) 

and it is seen to contain a flux linkage of À.o volt-sec ; the strength of the voltage 
impulse is À.o volt-sec. Applying this voltage impulse to an inductor L, the re
sultant current is 

i(t) = _!_ (' 
e(t) dt + i( to) = _!_J,' Ào«'l(t) dt + i(to) 

L 110 L 'º 

If lo is selected prior to zero time, then i(lo) = O, and 

i(t) = ! � 
or, more conveniently, 

i(t) = 7, u(t) 
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Thus, the voltage impulse is able to cause an abrupt change in the inductor 
current, the magnitude of the change being given by the strength of the impulse 
divided by the inductance. This agrees with the results of the discussion above 
in which we surmised that a current lo may be established by a ftux linkage of 
L/0 volt-sec. The assumption of the existence of the current impulse and the 
voltage impulse has therefore enabled us to produce an instantaneous change 
in capacitor voltage and inductor current, phenomena which have both been 
taboo previously. 

When a voltage impulse 

e(I) = Ào8(1) 

is applied to a capacitor C, a current doublet is obtained, 

Thus 

i( 1) = e _!f!_ 
dl 

i(I) = 0..0 d(I) 

Drill Problems 
7-5 The voltage source e8(1) is in series with a 5-henry inductor. Find 
the magnitude of the inductor current at 1 = 4 sec if: (a) e8(1) = 1 08(1) ; 

(b) e8(1) = 38(1) + 2u(I - 1 )  + 8(1 - 2 ) ;  (e) e8(1) = 4 (cos � 1) 8(1 - 1 ) .  

Ans. 0.693 amp; 2 amp; 2 amp 

7-6 A voltage source e, = l O(u(I) - u( I  - 4)] sin � l is in series with a 

5-henry inductor. (a) Find the inductor current magnitude at 1 = 4. 
(b) Using the impulse approximation discussed in Drill Prob. 7-4, divide 
the 4-sec interval into four equal intervals, determine a suitable impulse 
to represent the voltage waveform at the mid-point of each interval, and 
evaluate iL(4) . (e) Repeat for eight equal intervals. 

Ans. 4.83 amp; 5 .03 amp; 5.09 amp 

7-5 THE USE OF IMPULSES TO REPRESENT INITIAL VALUES 

Let us now determine how current impulses and voltage impulses may be used 
to represent initial values in a circuit, thus avoiding the need to use any switches. 
We may first assume that our circuit contains a capacitor C which possesses an 
initial voltage ec(O-) = ec(O+) = Eo ; the analysis of the circuit is to be made for 
1 > O. We may use Thévenin's and Norton's theorems to obtain two useful 
equivalents. Applying Thévenin's theorem and treating the initial capacitor 
voltage as a source which must be rendered inactive as it was in applying super
position, we obtain an Eo-volt d-c source in series with an initially uncharged 
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<c ( O- ) = E, 
<c ( O + ) = E0 
e ( O- )  = E0 
e ( O + ) = E, 

(a) 

•c ( o - )  = O  
•c ( o + ) = o  
e ( o- ) = O  
e ( O + ) = E0 

•c ( o - )  = E, 
•c ( o + ) = E, 
e ( o- ) = E0 
e ( O • ) = E, 

(b) 

•c ( O - )  = O  
•c ( o + ) = E, 
e ( O - ) = O  
e ( o • ) = E, 

iCE0 Mt) 
amp 

Fig. 7-7 (a) An initially charged capacitar and its Thévenin equivalent. 
( b) An initially charged capacitar and its Norton equivalent. 

capacitor C. This Eo-volt source is active only after t = O, and we therefore 
represent it as a step-voltage source E0u( t) .  The equivalence of the two net
works is indicated in Fig. 7-7 a . The terminal voltages of the two networks are 
unequal at t = o- but equal at t = o+ . 

If we apply Norton's theorem, the inactive network is again the capacitor C; 
the short-circuit current is the natural response of an RC circuit with R equal to 
zero. The amplitude is infinite, the time constant is zero, and we evidently 
have a current imp1;1lse ; the strength of the impulse is found by knowing that 
the total charge is CE0. Hence, the current impulse must have an area of CEo 
coulombs, and its strength is therefore CEo coulombs. The Norton equivalent 
network is thus the capacitor C in parallel with a current-impulse source 
CE0lJ(t) .  This equivalence is indicated by Fig. 7 - 7b ; the inequality of the 
terminal voltages prior to t = O should be noted. 

As an example of this use of the current impulse, consider the circuit shown 
in Fig. 7 -Ba. An inspection of the circuit shows that the capacitor voltage is 
1 00 volts at the instant the switch is thrown. We may thus place a current
impulse source of strength 1 OOC or 200 coulombs in parallel with the capacitor, 
knowing that it will place a charge of 200 coulombs or a voltage of 1 00 volts 
across the capacitor at t = O. Moreover, the 40-volt battery does not appear in 
the circuit until t = O, and it may therefore appear as a 40-volt step. The equiva
lent circuit is shown in Fig. 7 -Bb ; it is equivalent to the given circuit from 
t = o+ on. The advantage of the equivalent circuit lies in the absence of any 
switches ; the equivalent circuit does not change its form at t = O, and it is often 
termed a time-invariant circuit. As a matter of fact, once switching operations 
have been abolished, we have a type of circuit which is referred to as a DTIL 
circuit, or discrete-parameter (meaning lumped elements, not distributed) time
invariant linear circuit. This is really the type of circuit discussed in this text; 
the presence of a switching operation at t = O merely means we have two dif
ferent DTIL circuits to consider, one for t < O  and one for t > O, the relation
ships between the two circuits being the initial conditions. 
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(a) 

3 !l  

40u(I) •i 
(b) 

2 f t200 6(1) 1 amp 

Fig. 7-8 (a) A given circuit. (b) 
A circuit which is equivalent to (a) 
for t > O.  No special statements 
need be made about the capacitar 
voltage. 

lt is worthwhile to mention a point now which is often a subject of worry to 
students. The initially charged capacitor has been replaced by an initially un
charged capacitor and a current-impulse source in parallel with the capacitor. 
This source provides the desired initial voltage at t = o+. How can we be sure, 
however, that the impulse does not "bypass" the capacitor and appear some
place else in the circuit? Or is it not possible that the remainder of the circuit 
can affect the magnitude of the voltage which will instantaneously appear 
across the capacitor? The assurance that the planned voltage does indeed ap
pear across the capacitor arises from our faith in Thévenin's and Norton's 
theorems. We have merely replaced the two-terminal network containing only 
the initially charged capacitor with its Norton equivalent for t > O; Norton and 
Thévenin equivalents, we know, are independent of the two-terminal network 
which represents the remainder of the network. Even if another capacitor is in 
parallel with the capacitor in which we are interested, the equivalent is correct, 
although Prob. 2 1  at the end of the chapter shows that we shall not have achieved 
the simplicity in this case which is our goal .  

Similar simplifications may be made in replacing initially flux-linked induc
tors by equivalent nétworks in which initial inductor currents are zero. Let us 
assum.e an inductor L carrying an initial current iL(O-) = iL(Q+) = lo. The 
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Norton equivalent is evidently the inductor L in parallel with a d-c source lo 
after t = O ;  the source is therefore represented by a step current lou(t) . · The 
equivalence after t = O is outlined by the two networks shown in Fig. 7-9a. If we 
seek the Thévenin equivalent of this inductor carrying an initial current 10, we 
first obtain the inductor L as the inactive equivalent. The open-circuit voltage 
is equivalent to the natural -response voltage obtained in the RL circuit for an 
infinite resistance ; the voltage amplitude is infinite, the time constant is zero, 
and the response is a voltage impulse. The inductor initially contains a ftux 
linkage of Llo volt-sec, and the strength of the voltage impulse must also be Llo. 
Thus the Thévenin equivalent is the inductor L in series with a · voltage impulse 
Llo8(t) ; the equivalence, valid only for l > O, is shown in Fig. 7-9b. 

i(t) 

L 

Drill Problems 

7-7 The initial voltages present on the three capacitors of Fig. 7 - l Oa 
are to be replaced by singularity sources, as outllned by Fig. 7- 1 Ob. Find : 
(a) e1 ( I) ; (b) e2 ( 1) ; (e) e3( 1) . 

Ans. 1 2u(t) volts ; 1 8u(t) volts ; 24u(I) volts 

7-8 The initial voltages present on the three capacitors of Fig. 7 - l Oa 
are to be replaced now by singularity sources, as shown in Fig. 7 - I Oc. 
Find : (a) z 1 ( I) ; (b) z 2 ( I) ; (e) !3( 1 ) . 

Ans. 68(t) amp ; 3 .68(1) amp; 2 .48(1) amp 

7-9 The energy stored initially in the inductors of Fig. 7 - 1 l a  is to be 
supplied by singularity sources in the equivalent circuit of Fig. 7 - 1  l b. 
Determine : (a) 11 ( 1) ; (b) z 2 ( I) ; (e) l3( I ) . 

Ans. 2u( I) amp ; 4u(t)  amp ; 6u(t)  amp 

Fig. 7-9 (a) The Norton equivalent of an inductor carryzng an initial 
current. ( b) The Thévenin equivalent ef an inductor carryzng an initial 
current. 

i(t) i(t) i(t) 
i,(t) iL{t) i , (t) 

.. �l, u{t) amp .. L .. 

JL l0 li(t) v 

jL ( Q - )  = 10 iL ( Q - )  = 0 iL ( O - )  = 10 iL ( Q - )  = 0 iL ( O + ) = 10 iL ( Q + ) = 10 jL ( Q + )  = 0 ;« o + ) = 10 i ( O - ) = 10 i ( O - )  = O  i ( O - ) = 1 0  i ( O - )  = O  i ( O + )  = 10 i ( O + ) = 10 i ( o • ) = r ,  i ( O + )  = 10 
(a) (b) 
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eo vj =-

60u(I) vj 

60u(I) vj 

The Tramient Circuit 

4 0  1 o 2 0  

8 0  0.1 1 6 0  0.2 1 4 o 0.5 1 4 o 

(a) 

4 0  1 0 2 0  

8 0  6 0  4 o 4 0  

i•.(1) je,(1) i•,(1) 

(b) 

4 0  1 0 2 0  

8 0  0.1 1 6 0  0.2 1 0.5 1 i,(t) 4 0 

(e) 
Fig. 7-10 (a) and (b) See Drill Prob. 7-7. (a) and (e) See Drill Prob. 7-8. 

7-10 The energy stored initially in the inductors of Fig. 7 - 1  l a  is to be 
supplied by singularity sources in the equivalent circuit of Fig. 7 - 1  l c. 
Determine : (a) e1 (t) ; (b) e2(t) ; (e) ea(t) . 

Ans. l üêl(t) volts ; 1 2êl(t) volts ; 1 6êl(t) volts 

7- 1 1  ln the circuit shown in Fig. 7 - 1 2a, S1 is closed and S2 is open. 
(a) If S1 is opened at t = O and S2 is left open, determine e1(t) in 
Fig. 7- 1 2b in order that the circuit may be equivalent to the given cir
cuit from t = o+ until S2 is closed. (l::>) S2 is now closed at t = 1 . 2  sec. 
Determine e2(t) so that the circuit of Fig. 7- 1 2c is equivalent to the 
original circuit for t > 1 . 2 .  (e) Determine e2(t) if every resistance and 
inductance in the original circuit is doubled. 

Ans. - 6 1 .6êl(t - 1 . 2)  volts ; - 1 23.lêl(t - 1 .2 )  volts ; - 1 80êl(t) volts 
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7-6 RESPONSE IN CIRCUITS CONTAINING IMPULSE SOURCF.S 

We know the response of the three individual passive elements to the unit im
pulse : a current impulse 

z(t) = Qp8(t) 
applied to a resistance R produces the voltage response 

e(t) = QpR8(t) 
and a voltage impulse 

e( t) = Ào8( t) 

2 h 8 íl 

(a) 

2 h 8 íl 

3 íl 

7 
i,(ti 

l1oou(t) v 

i,(t)
l 

4 h 

(b) 

3 íl 5 h 

4 h fifi 

l•,(1) 

i 1oou(t) v 

(e) 
S h  

6 íl 

Fig. 7-1 1  (a) and ( b )  See Drill Prob. 
7-9. (a) and (e) See Drill Prob. 7-10. 
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15 ampi 

15 u(t)i 
amp 

36 h 10 o 

5 0  

(a) 

� 
e1 (t) 

5 0  

15 o 

5 0 15 o 

(e) 

15 o 

Fig. 7-12 See Drill Prob. 7-11 .  
(b) 

applied to the resistor produces the current response 

i( t) = ; ô(t) 

Applying the current impulse to a capacitor C yields the voltage response 

e(t) = � u(t) 

whereas the voltage impulse across the capacitor must be accompanied by the 
current response 

i(t) = C'A0d(t) 
Finally, the voltage response of an inductor L to a current impulse is 

e(t) = LQpd(t) 
and the current response of this inductor to a voltage impulse is 

i(t) = ? u(t) 

We now desire the response in circuits containing more than a single passive 
element or more than a single impulse source. The knowledge of the responses 
of the individual elements to impulse sources should enable us to analyze these 
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circuits successfully. Let us begin by discussing severa! simple circuits to be
come acquainted with the most useful analysis methods. 

Figure 7- 1 3  shows a parallel RC circuit in parallel with an impulse source 
which we shall use as our first example. One method which we certainly may 
use involves considering the capacitar and impulse source as a two-terminal net
work in parallel with the resistor. The discussion of the Thévenin and Norton 
equivalents in the preceding section then enables us to replace the capacitar 
and impulse source by a capacitar initially charged to Qp/C volts. The resistor 
voltage is therefore the familiar natural response 

eR(t) = _Qg_cttRC u(t) 
e 

It is enlightening now to consider the impulse source with respect to the man
ner in which this current "divides" between resistor and capacitar. The resis
tor current is obviously 

iR = !..._ = &ctlRCu(t) R RC 
and the capacitar current may be obtained by differentiation, 

ic = C.!!!_ = Qp _!{_ (ctlRC u(t)] dt dt 
The derivative of this product yields both a step and an impulse, 

ic = Qp [- R
� cttRC u(t) + ct1Rc 8(t)] 

or ic = Qp8(t) - &_ ct1RC u(t) RC 
The sum of iR and ic is equal to the impulse current, and Kirchhoff 's current 

law is satisfied. We now see that the impulse current itself appears as one of 
the terms making up the capacitar current ; this may be explained physically by 
any of the following arguments. We have already discovered that when a cur
rent impulse of strength Qo flows through a capacitar e, the charge is trans
ferred to the capacitar and produces a consequent voltage of Qp/C volts across 
it . If we tentatively assume that this also occurs when a resistor R is present 
in parallel with the capacitar, then an initial resistor current of Qp/ RC amp 

Fig. 7- 13 A simple para/lei circuitfor 
which the voltage response is desired. 

Q, li(,} 
amp ' I  r R e 
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must flow. This current is ofjmite amplitude, however, and the remova! of a 
finite current from the infinite amplitude of the current impulse still leaves an 
infinite-amplitude impulse. The current impulse is thus able to provide infinite 
current to the capacitor (the impulse itself) and a finite current to the resistor. 

Alternatively, we may think of the response in .terms of charge. The finite 
amount of charge contained in the current impulse produces a finite voltage 
across the capacitor and a finite current through the resistor. The finite 
resistor current represents the flow of a vanishingly small amount of charge 
through the resistor at the time at which the impulse strikes . Thus, in the limit, 
the Qp coulombs contained in the impulse ali flow through the capacitor. 

Let us now see if we can generalize from this conclusion that the impulse cur
rent chooses the capacitive path. If we first assume that the current through a 
capacitor changes discontinuously from onejinite value to another jinite value, 
then the impulse current is specifically outlawed and the capacitor voltage can
not change discontinuously; there is a current jump, but no voltage jump. We 
may think of the capacitor as behaving like a short circuit, across which a jump 
in current cannot produce any voltage change. ln view of the discussion follow
ing our example above, it is apparent that the capacitor must also act as a short 
circuit when a current impulse is applied, because the current impulse chooses 
this path in preference to 'the resistive branch ( or any inductive branch which 
might be present). The reason this occurs is discovered by allowing the change 
in the capacitor current to become an infinite discontinuity, thus corresponding 
to the rising portion of the current impulse. A finite, nonzero change in 
capacitor voltage results, but the ratio of the voltage change to the current 
change is once again zero. We may see the sarne phenomenon occurring in a 
short circuit ; infinite current flowing through a zero resistance can produce an 
indeterminate, but finite, voltage. Thus, we may consider the capacitor as 
behaving like a short circuit at the instant at which any discontinuity is present ;  
the ratio of  the jump in capacitor current to  the current discontinuity �ppearing 
in any resistive or inductive element in parallel with the capacitor is infinite. 
The sarne result occurs, of course, for a sudden decrease in current amplitude or 
on the falling portion of an impulse. 

The interpretation of a capacitor as a short circuit at the instant of a discon
tinuity also provides the simplest method of analyzing a series circuit containing 
a discontinuity voltâge. Thus, the series combination of a voltage source E0u(t), 
a resistor R, and a capacitor C yields a familiar circuit, and the replacement of 
the capacitor by a short circuit at t = O shows us that the entire voltage step 
must occur across the resistor. This leads to the solution obtained severa! chap
ters ago. If, now, we replace the step-voltage source by the impulse-voltage 
source Ào8(t) , then we are forced to conclude that the impulse voltage appears 
across the resistor, but a jinite voltage may be present across the capacitor. 
Moreover, the current which flows initially is (Ào/ R)8(t) ,  and thus the initial 
voltage which is found across the capacitor is Ào/ RC volts. The completion of 
this example as well as its analysis by applying Norton's theorem is left as Prob. 
22 at the end of the chapter. 

Let us now turn to the dual problems which contain inductors. Without 
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Fig. 7-14 An inductive circuit used as 
an example to illustrate the open-circuit 
behavior ef an inductor at the instant ef a 
discontinuity. 

Q, Ô(t� amp r R 

going into a detailed argument, which must be the dual of that for the capacitar, 
it should be apparent that an inductor should be treated as an open circuit at 
the instant at which any discontinuity occurs. Let us approach the example 
depicted in Fig. 7 - 1 4  in this light. Confronted with a choice between the re
sistive and inductive paths, the current impulse chooses the resistive one since 
the inductor behaves initially as an open circuit . Thus, a voltage 

e =  QpR8(t) 

appears initially across the resistor and inductor. This initial impulse across an 
inductor produces a sudden change in inductor current. Just after the impulse 
occurs, the inductor current is therefore 

The problem has now been reduced to the simple natural response of the series -

RL circuit, because the source is inactive after the occurrence of the impulse. 
The inductor current is thus 

while the resistor current is the impulse current plus the negative of the inductor 
current, 

iR(t) = Qp8(t) - QpR cRtlLu(t) L 

and the voltage across the parallel combination is i� or L(diddt), 
n_R2 

e(t) = QpR8(t) - _l.(JJ_ cRllLu(t) L 

This sarne example may also be studied by applying Thévenin's theorem to 
the network facing the inductor. The resultant series circuit is drawn in Fig. 
7 - 1 5 . The voltage impulse in series with the inductor represents an initial in
ductor current of QpR/ L amp and leads to the sarne expression for this current 
as a function of time, 

iL(t) = QpR cRt!Lu(t) L 
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R 

L Fig. 7-15 The networkfacing the in
ductor in the circuit of Fig. 7-14 is re
placed by ils Thévenin equivalent. 

Let us conclude our introduction of the impulse by considering a circuit 
which does not contain an impulse source, but which requires the use of the im
pulse in its response. Such a circuit may be obtained by neglecting the small 
series resistance of any physical capacitor. The currents i, i1 , and i2 are desired 
in the circuit shown in Fig. 7- 1 6a. Perhaps the most rapid method of obtaining 
the solution is through consideration of the two capacitors as short circuits at 
t = O. An infinite current must be supplied by the battery in the form of a 
current impulse ; the impulse, in fiowing through the two capacitors, must pro
vide a voltage of 1 00 volts at t = o+ .  The strength of the impulse is therefore 
7 .5 coulombs. An initial voltage of 75 volts appears across the 0. 1 -farad capaci
tor, while 25 volts appears across the 0 .3-farad capacitor initially. Thus, the 
initial value of i2 is 2% or 5 amp. From this knowledge and an inspection of 
the dead circuit ,  the expression for i2 is apparent, 

i2( t) = 5c0.5tu( t) 

We next obtain the voltage across the 5-ohm resistor or 0 .3-farad capacitor and 
differentiate to find i1( t), 

11(1) = 0.3 _!{ (5i2) 
dt 

or i1(t) = 7.5ô(t) - 3. 75c0.5tu(t) 

from which i( t) is easily found, 

i(t) = i1( t) + i2( t) 
i( t) = 7 .5ô(t) + 1 .25co.5tu(t) 

Fig. 7-16 (a) An example of a circuit which requires the use of lhe impulse 
to describe lhe response. (b) An equivalenl circuit obtained by apply.ing 
Norlon's theorem. 

i � 1 0.1
1--
f -i,� i, 

100 ·i-=- o.3 1 s n 10 ô!1Jj 
amp 

(a) 

0.1 f o.3 1 s n 

(b) 
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i .(t) i ,(t) 

2 n  4 1 

(a) 

i , (t) 

2 0 

(b} 

Fig. 7- 1 7  (a) See Drill Prob. 7- 12. ( b )  See Drill Prob. 7-13. 

4 f 

The presence of the predicted impulse in i(I) and i1(1) should be noted. 

i ,(t} 

More gradual methods may also be applied to the successful analysis of this 
circuit by applying Norton's and Thévenin's theorems until a simpler equivalent 
is obtained. Thus, if the battery, switch, and 0. 1 -farad capacitar are replaced 
by their Norton equivalent for 1 > O, the circuit of Fig. 7 - 1 6b is obtained. A 
current impulse l üo(I) ftows through the parallel combination of capacitors, 
producing an initial voltage of 25 volts. The initial value of 1 2 is therefore 5 
amp, and the solution for i2 (1) is obtained as before. 

Drill Problems 

7- 1 2  ln the circuit shown in Fig. 7 - l  7 a :  (a) if z 8 ( 1) = 2o(I ) , find i1(I) ; 
(b) if is(I) = 28(1) , find z2 (1) ; (c) if 18 (1) = 2u(I) , find i i ( I ) . 

Ans. 2o(I) - 0.25ct1Bu(I) amp ; 0.25ct1Bu(I) amp; 2u(I ) - 2c118u(I) amp 

7- 1 3  For the circuit shown in Fig. 7 - l 7 b :  (a) if e8( 1 ) = 2u(I ) , find i1(I) ; 
(b) if e8(1) = 2u(I) , find i2 ( 1) ; (c) if e8(1) = 28(1) , find 12 ( 1 ) . 

Ans.  u(I) amp; 88(1) amp; 8d(I) amp 

7- 1 4  ln the circuit shown in Fig. 7 - 1 8a : (a) if e8( 1 ) = 2u(I) , find e1(I) ; 
(b) if e8(1) = 28(1) , find e1(1) ; (e) if e8(1) = 28(1) , find e2 ( I ) . 

Ans. 20(1) - 4c21u( t) volts ; 4c21u(I) volts ; 2u( I ) - 2c2tu(I) volts 

7- 1 5  For the circuit shown in Fig. 7 - 1 8b :  (a) if i8 ( 1 ) = 2u(I ) , find e2( I ) ; 
(b) if i8(1) = 28(1) , find e2 (I) ; (e) if 1 8 ( 1 ) = 28(1) , find e1 ( I ) . 

Ans. 48( 1) volts ; 88( 1) volts ; 4d( 1) volts 

Problems 
Each of the following pulses is characterized by large amplitude and short 
duration, where "large" and "short" are relative terms referring to other 
amplitudes and time constants throughout the circuit . For each pulse, de
termine the strength of the impulse which approximately represents it :  
(a) a rectangular pulse, 1 00 volts in amplitude and 1 µsec in duration; 
(b) a trapezoidal pulse, rising linearly from O to 0. 1 amp in 0. 1 µsec, re-
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4 0  4 0  

Fig. 7-18 (a) See Drill Prob. 7-14. (b)  See Drill Prob. 7-15. 

maining at 0. 1 amp for 0 .8  µsec, and decaying linearly to O in 0. 1 µsec ; (e) a pulse which drops linearly from O to - 1 0 ma in 0. 1 sec and then 
rises abruptly to O ;  (d) a voltage pulse which is represented analytically by 
3000(sin 2?Tl 06t) [ (u(t) - u(t  - 0.5 X 1 0-6) ] ;  (e) the current pulse which is 
present in a series RC circuit, R = 1 ohm, C = 0.0 1 farad, when a 1 00-volt 
battery is suddenly connected ; (f) the voltage pulse which appears across the 
par aliei combination of a 1 -megohm resistor and a 1 0-mh inductor when a 
current of 0 .2  amp is suddenly applied to the combination ; (g) the output 
pulse from a blocking oscillator which is sketched in Fig. 7- 1 9 . 

•2 Find the numerical value of the strength ofeach of the impulses given below: 

(a) (cos 2?Tt)8(t) (b) [sin 0 + %)] 80 - �) 

(e) 1 2 ( 1  - c4t)8(t) (d) � [5u(t - 3)] 

(e) lim .!. fcos �) [u(t + a) - u(t - a) ] 
a-o a \ 2a 

3 Using the definition of inductance, show that the voltage across an inductor 
L, through which the current tu( t - 1 )  is ftowing, is composed of the sum of 

e(t) (v) 
200 

100 

o 

1 1 1 1 1 1 
1 1 

-t - - - - - - -1- - -1 1 
1 1 
1 1 
1 1 
1 1 0.5 1 1  1.5 

t (µsec) 
Fig. 7-19 See Prob. lg. 
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a step and an impulse. Determine the strength of the impulse and the 
magnitude of the step. 

•4 The voltage 6(t + 2 )u(t) volts is present across a 0 .2 -farad capacitor. Use 
the definition of capacitance to determine the capacitor current. 

5 (a) The current impulse 5 8(1)  amp is applied to a 2 -farad capacitor. 
Determine the voltage present across the terminais of the impulse source. 
(b) A 5-farad capacitor is placed in series with the above source and 
capacitor. Find the source voltage. Show that the result is the sarne if the 
capacitors are combined and the impulse is then applied, or if the voltages 
across the individual capacitors are obtained and added. 

6 An impulse current i8(1) = Qp8(1) is applied to two capacitors C1 and C2 in 
parallel. Show that 

ii (1) = Qp e 
Ci 

e 8(1) 
1 + 2 

and 

7 The current pulse of Prob. 1 e is applied to a ! -farad capacitor. Sketch the 
capacitor voltage : (a) using the given current;  (b) using the impulse 
approximation. 

•8 Two current sources i1 (1)  and i2 (I)  are in parallel with a 4-farad capacitor. 
If i1 (I) = 5u(I) ,  and if i2(1) = O for 1 < 4 and 1 > 4, determine i2(I) in order 
that the capacitor voltage may be zero for 1 > 4. 

9 (a) The voltage impulse 1 28(1) volts is applied to a 3-henry inductor. Find 
the inductor current. (b) A 6-henry inductor is placed in parallel with the 
voltage source and 3-henry inductor. Find the source current. Show that 
the current obtained when the inductors are combined and the impulse is 
then applied is the sarne as that obtained when the currents through the 
individual inductors are found and then added. 

•10 Two inductors L1 and L2 are in series with an impulse voltage source 
e8(1)  = Ào8(1) .  Find the voltage across each inductor. 

1 1  Apply the voltage pulse of Prob. l a  to a 4-mh inductor. (a) Sketch the 
inductor current. (b) The impulse approximation of this voltage pulse is 
now applied ; sketch the current as a function of time. 

1 2  A 1 0-henry inductor is i n  series with the two voltage sources e8 1 = 2ctu(I) 
and e62 , where e62 is zero for t < l and 1 > l .  Determine e62(I) so that the 
inductor current is zero for t > 1 .  

•1 3  (a) A current impulse i8 ( 1 )  = 1 0-28(1)  is applied t o  a series R L  circuit in 
which R = 1 00 ohms, L = 1 00 µh. Find the voltage across the current 
source. (b) A series capacitor C = 1 00 µf is included in the above circuit. 
Find the voltage across the current source. 

•14 (a) A 1 05-ohm resistor and a 1 -mh inductor are in parallel . A voltage 
source e8 = 1 008(1) volts is applied to the parallel combination. Determine 
the source current.  (b) A 0 .0 1 -µf capacitar is placed in parallel with the 
above elements. Determine the source current. 

•1 5  A circuit without switches is desired which will be equivalent to the circuit 
shown in Fig. 7-20a for t > O. (a) Obtain an equivalent of the form 
indicated by Fig. 7 -20b. Carefully describe the circuit responses which are 
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equal in the two circuits. (b) Repeat for an equivalent of the form shown 
in Fig. 7 -20c. 

16 Repeat Prob. 15 for the circuits shown in Fig. 7-2 la ,  b, and e. 
1 7  Draw two or  more equivalents of  the circuit shown in Fig. 7-22a which 

contain singularity functions in place of switches. For each equivalent, 
state carefully the extent of the equivalence. 

18 Repeat Prob. 1 7  for the circuit shown in Fig. 7-22b. 

R 

e 

(a} (b) 

Fig. 7-20 See Prob. 15. 

5 h 10 n R 
>., 6(1) vj 

(a) (b) 

Fig. 7-21. See Prob. 16. 

Fig. 7-22 (a) See Prob. 1 7. (b) See Prob. 18. 

30 0 

15 n 

60 vi-=-

20 n 

1 = 0\--
0.1 f 1 10 n 

(a) 

e 

(e) 

1,u(J amp1 1 L R 

(e) 

2 h so n 

(b) 
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2u(t) ampi 

200u(t) vi 

20 Ô(J 
amp ) 1  

The Unit lmpuhe and lta Appli.cationa 

100 o 

20 h 

(a) 

(e) 

Fig. 7-23 See Prob. 19. 

Fig. 7-24 See Prob. 20. 
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•19 For each circuit shown in Fig 7-23,  the 1 00-ohm resistor is the load. Find 
the load current in each circuit. 

20 For each circuit shown in Fig. 7-24, find ic(t) . 
21 A 2-farad capacitar and a 1 -farad capacitar in parallel are charged to 60 

volts. At t = O, a resistor is switched across the parallel combination. (a) 
Find the resistor current iR for t > O. (b) Treat the two capacitors as a 
single equivalent capacitar and provide a suitable current impulse to rep
resent the initial energy. (e) Now replace only the charged 2-farad 
capacitar with an uncharged 2-farad capacitar and a suitable current im
pulse. It is still necessary to switch the charged 1 -farad capacitar into the 
circuit at t = O. Show that iR is still the sarne as in parts a and b. 

•22 Complete the example left unfinished on page 220 by finding the current, 
the voltage across the resistor, and the voltage across the capacitar. Also 
replace the network facing the capacitar by its Norton equivalent and 
again find the capacitar current and voltage. 



The RLC Circuit 

8- 1 INTRODUCTION 

It  would be very pleasant to learn that the detailed study we have just completed 
for the RL and RC circuits will make the analysis of the RLC circuit a sim pie task; 
unfortunately the analysis still remains difficult. The presence of inductance 
and capacitance in the sarne circuit produces at least a second-order system, that is, 
one that is characterized by a linear differential equation including a second
order derivative. Although we have considered one second-order system in the 
final section of Chap. 5, most of our attention has been directed toward first
order systems which are described by first-order linear differential equations. 
From the single case we have considered, we should suspect that this increase in 
order will make it necessary to evaluate two arbitrary constants. Furthermore, 
it will be necessary to determine initial conditions for derivatives. And finally, 
we shall see that the presence of inductance and capacitance in the sarne circuit 
leads to a response which takes on different functional forms for circuits which 
have the sarne configuration but different element values. With this cheerful 
news, let us quickly review the methods and results we found useful for first
order systems, in order that we may extend this information as intelligently as 
possible to the second-order system. 

We first considered the source-free first-order system. The response was 
termed the natural response, and it was determined completely by the types of 
passive elements in the network, by the manner in which they were inter
connected, and by the initial conditions which were established by the stored 
energy. The natural response was invariably an exponentially decreasing func
tion of time, and this response approached a constant value as time became 
infinite. The constant was usually zero, except in those circuits where paralleled 
inductors or series-connected capacitors allowed trapped currents or voltages to 
appear. 

229 
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The addition of sources to the first-order system resulted in a two-part re
sponse, the familiar natural response and an additional term we called the 
forced response. This latter term was intimately related to the forcing function; 
its functional form was that of the forcing function itself, plus the integral and 
first derivative of the forcing function. 1 Since we treated only a constant forc
ing function, we have not needed to devote much attention to the proper form 
of the forced response ; this problem will not arise until sinusoidal forcing func
tions are encountered in the following chapter. To the known forced response, 
we added the correct expression for the natural response, complete except for a 
multiplicative constant. This constant was evaluated to make the total response 
fit the prescribed inltial conditions. 

We now turn to circuits which are characterized by linear second-order dif
ferential equations. Our first task is the determination of the natural response. 
This is most conveniently clone by considering initially the source-free circuit. 
We may then include d-c sources , switches, or step sources and impulse sources 
in the circuit, representing the total response once again as the sum of the nat
ural response and the (usually constant) forced response. The second-order 
system that we are about to analyze is fundamentally the sarne as any lumped
constant mechanical second-order system. Our results, for example, will be of 
direct use to a mechanical engineer who is interested in the displacement of a 
spring-supported mass subjected to viscous damping, or one who is interested in 
the behavior of a simple pendulum or a torsional pendulum. Our results are 
still applicable, although less directly, to any distributed-parameter second-order 
system, such as a short-circuited transmission line, a diving board, a fiute, or the 
ecology of the lemming. A lumped-constant mechanical system is described in 
severa! problems at the end of this chapter. 

8-2 THE SOURCE-FREE PARALLEL CIRCUIT 

Our first goal is the determination of the natural response of a simple circuit 
formed by connecting R, L, and C in parallel ; this modest goal will be reached 
after completing this and the next three sections. This particular combination 
of ideal elements is a suitable model for portions of many communications net
works. It  represents, for example, an important part of some of the electronic 
( tube and transístor) amplifiers found in every radio receiver, and it enables the 
amplifiers to produce a large voltage amplification over a narrow band of signal 
frequencies and nearly zero amplification outside this band. Frequency selec
tivity of this kind enables us to listen to the transmission of one station while re
jecting the transmission of any other station. Other applications include the use 
of parallel RLC circuits in multiplexing filters, harmonic suppression filters, and 

1 Higher-order derivatives will appear in higher-order systems, and, strictly speaking, we should say 

that ali derivatives are present,  although possibly with zero amplitude. Forcing functions which do 

not possess a finite n u m ber of different ·derivatives are exceptions which we shall  not consider;  the 

singularity functions are exceptions to the exceptions. 
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R 
L 

e 
Fig. BcJ The simple RL C parallel 
circuit. 

so forth. But even a simple discussion of these principies requires an under
standing of such terms as resonance, frequency response, and impedance which 
we have not yet discussed. Let it suffice to say, therefore, that an understand
ing of the natural behavior of the parallel RLC circuit is fundamentally impor
tant to future studies of communications networks and filter design. 

When a physical inductor is connected in parallel with a capacitor, and the 
inductor has associated with it a nonzero ohmic resistance, the resulting network 
can be shown to have an equivalent circuit model like that shown in Fig. 8- 1 .  
Energy losses i n  the physical inductor are taken into account by the presence of 
the ideal resistor whose resistance R is dependent upon (but not equal to) the 
ohmic resistance of the inductor. 

ln the following analysis we shall assume that energy may be stored initially 
in both the inductor and the capacitor, and thus nonzero values of both inductor 
current and capacitor voltage are initially present. With reference to the cir
cuit of Fig. 8- 1 ,  we may then write the single nodal equation 

e 1 1' . de - + - e dt - z(to) + C- = O R L 'º dt 
(8- 1 )  

Note that the minus sign i s  a consequence o f  the assumed direction for i .  We 
must solve Eq. (8- 1 )  subject to the initial conditions 

i(O+) = lo 
e(O+) = Eo 

(8-2) 
(8-3) 

When both sides of Eq.  (8- 1 )  are differentiated once with respect to time, the 
result is the linear second-order homogeneous differential equation 

e d 2e + _!_� + _!_e = o dt2 R dt L 
whose solution e(t) is the desired natural response. 

(8-4) 

There are a number of interesting ways to solve Eq. (8-4) .  These methods we 
shall leave to a course in differential equations, selecting only the quickest and 
simplest method to use now. We shall assume a solution, relying upon our intui
tion and modest experience to select one of the severa! possible forms which are 
suitable. Our experience with the first-order equation should suggest that we 
at least try the exponential form once more. Moreover, the form of Eq. (8-4) 
indicates that this may work, because we must add three terms, the second 
derivative, first derivative, and the function itself, each multiplied by a constant 
factor, and achieve a sum of zero. A function whose derivatives have the sarne 
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form as the function itself is obviously a sensible choice. With every hope for 
success, then, we assume 

(8-5) 

where we shall be as general as possible by allowing A and s to be complex 
numbers if necessary. 2 Substituting Eq. (8-5) into Eq. (8-4 ), we obtain 

or AE•{cs2 + � s + l� = O 

ln order for this equation to be satisfied for ali time, one of the three factors 
must be zero. If either of the first two factors is put equal to zero, then 
e(t) = O. This is a trivai solution of the differential equation which cannot 
satisfy our given initial conditions. We therefore equate the remaining factor to 
zero, 

Cs2 + ...::_ + _!_ = O R L (8-6) 

This equation is usually called the auxiliary equation or the characteristic equation 
by mathematicians. If it can be satisfied, then our assumed solution is correct. 
Since Eq. (8-6) is a quadratic equation, there are two solutions, identified as s1 and 
s2, 

51 = - 2�C + j (2k)2 - ic  (8-7) 

and 52 = - 2�C - j (2�c)
2 - L

1
C (8-8) 

If  either of these two values is used for s in the assumed solution, then that solu
tion satisfies the given differential equation ; it thus becomes a valid solution of 
the differential equation. 

Let us assume that we replace s by s1 in Eq. (8-5 ), obtaining 

and, similarly, 

The former satisfies the differential equation 

c d2e1 1 de1 1 
d12 + R" Tt + T ei = 0 

2 There is no cause for panic. Complex numbers will appear in this chapter only in an introductory 

way in the derivations. Their use as a too! will be necessary in Chap. 10 .  
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and the latter satisfies 

Adding these two differential equations and combining similar terms, 

l inearity triumphs, and it is seen that the sum of the two solutions is also · solu
tion. We thus have the form of the natural response 

(8-9) 
where s1 and s2 are given by Eqs. (8-7)  and (8-8), and A 1 and A2 are two arbitrary 
constants which are to be selected to satisfy the two specified initial conditions. 

The form of the natural response as given above can hardly be expected to 
bring forth any expressions of interested amazement, for, in its present form, ít 
offers little insight into the nature of the curve we might obtain if e(t) were plot
ted as a function of time. The relative amplitudes of A 1 and A 2, for example, 
will certainly be important in determining the nature of the response curve. 
Furthermore, either the constants s1 and s2 can be real numbers or they can be 
conjugate complex numbers, depending upon the values of R, L, and C in the 
given network. These two cases will produce fundamentally different response 
forms. Therefore it will be helpful to make some simplifying substitutions in 
Eq. (8-9) for the sake of conceptual clarity. 

Since the exponents s1I and s2t must be dimensionless, s1 and s2 must have 
the unit of some dimensionless quantity "per second. "  When we defined resist
ance, inductance, and capacitance we determined the dimensional symbols that 
were associated with these quantities, and this information might also be used 
to show that the dimensions of si, s2, 1 /2RC, and yl /LC must ali be [ 11] .  
Units of this type are calledfrequencies. Although we shall expand this concept 
in much more detail in Chap. 1 4, we shall introduce severa) of the terms now. 
Let us represent yl/LC by w0 (omega), 

l Wo = yrc (8- 1 0) 

and reserve the term resonant frequency3 for it . On the other hand, we shall call 
1 /2RC the neper frequency or the exponential damping coejficient and represent it by 
the symbol a (alpha), 

l a = --2RC 
(8- 1 1 )  

This latter descriptive expression i s  used because a i s  a measure o f  how rapidly 
the natural response decays or damps out to its steady final value (usually zero) . 

3 More accurately, the resonant radian frequency. 
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Finally, s, s1 , and s2 , which are quantities that will form the basis for some of 
our la ter work, will be called complex frequencies. 

Let us collect these results. The natural response of the parallel RLC circuit 
IS 

where 

s1 = - a  + ya2 - wo2 

s2 = - a - y a2 - w02 

1 a =  2RC 
1 Wo = yrc 

(8-9) 

(8- 1 2) 

(8- 1 3) 

(8- 1 1 )  

(8- 1 0) 

and A 1 and A2 must be found by applying the given initial conditions. 
lt is now apparent that the nature of the response depends upon the relative 

magnitudes of a and wo. The radical appearing in the expressions for s1 and s2 
will be real when a is greater than wo, imaginary when a is less than wo, and 
zero when a and Wo are equal. Each of these cases will be considered 
separately in the following three sections. 

Drill Problems 

8- 1 A very lossy 200-µf capacitor has 1 00 volts applied to it in the 
laboratory. After the voltage source is removed, measurements with 
an oscilloscope show that the voltage decays to 50 volts in 6 .93 msec. 
From these data, an equivalent parallel resistance can be calculated. 
The lossy capacitor is placed in parallel with an ideal 2 .5-henry 
inductor. For the equivalent parallel RLC circuit formed, find : (a) a; 
(b) wo; (e) s1 . 

Ans. - 27 .6  secl ;  50 sec-1 ; 44. 7  sec-1 

8-2 lt is known that s1 = - 5 and s2 = - 1 5  for a certain parallel 
RLC circuit. Find C if: (a) R = 20 ohms ; (b) L = 2 henrys ; (c) l /w0C 
= 20 (ohms). 

Ans. 0.00667 farad; 0.00250 farad ; 0.00577 farad 

8-3 THE OVERDAMPED PARALLEL RLC CIRCUIT 

lt is apparent that a will be greater than wo and a2 will be greater than wo2 if 
LC > 4R2C2. ln this case the radical we are concerned with will be real, and 
both s1 and s2 will be real . Moreover, the following inequalities, which are 
evident by inspection of Eqs. (8- 1 2) and (8- 1 3) ,  

ya2 - wo2 < a  
( -a - y a2 - wo2) < ( - a + y a2 - wo2) < O 
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show that both si and s2 are negative real numbers. Thus, the response e(t) 
can be expressed as the (algebraic) sum of two decreasing exponential terms, 
both of which approach zero as time increases without limit. ln fact, since the 
absolute value of s2 is larger than that of s1 , the term containing s2 has the more 
rapid rate of decrease and, for large values of time, we may write the limiting 
expression 

ln order to discuss the method by which the arbitrary constants A 1 and A2 
are selected to conform with the initial conditions, and in order to provide a 
typical example of a response curve, let us turn to a numerical example. We 
shall select a parallel RLC circuit for which R = 6 ohms, L = 7 henrys, and 
C = V.2 farad ; the initial energy storage is specified by choosing an initial volt
age across the circuit e(O) = O and an initial inductor current i(O) = 1 0  amp, 
as shown in Fig. 8-2. 

We may easily determine the values of the severa! parameters 

a =  3.5 
si = - 1  

Wo = y'6 
s2 = - 6  

and immediately write the general form of the natural response 

e(t) = A 1ct + A 2c6t (8- 1 4) 

Only the evaluation of the two constants A i and A 2 remains. If we knew the 
response e( t) at two different values of ti me, these two pairs of values could be 
substituted in Eq. (8- 1 4) and A 1 and A2 easily found. However, we know only the 
initial value of e(t), 

e(O) = O  
and, therefore, 

(8- 15 )  

A second equation relating A 1 and A2 must be obtained by taking the deriva
tive of e(I) with respect to time in Eq. (8- 1 4), determining the initial value of 
this derivative through the use of the remaining initial condition i(O) = 1 0, and 
equating the results. Taking the derivative of both sides of Eq. (8- 1 4) ,  

de = - A 1ct - 6A 2c6t 
dt 

a n 
7 h  

� f ) e Fig. 8-2 A parallel RLC circuit 
used as a numerical example. The 
circuit is overdamped. 
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evaluating the derivative at t = O, 
_!!!..__ ' = - A 1 - 6A2 dt t=O 

we next pause to consider how the initial value of the derivative can be found 
numerically. This next step is always suggested by the derivative itself; de/d1 
suggests capacitor current, for 

1 e_!!!_ e = dt 
Thus, 

.!!:___ 1 = ic(O) = i(O) + iR(O) = i(O) 
dt '=º e e e 

= 420 volts/sec 

since zero voltage across the resistor requires zero current through it. We thus 
have our second equation 

420 = - A 1 - 6A2 (8- 1 6) 

and simultaneous solution of Eqs. (8- 1 5) and (8- 1 6) provides the two amplitudes 
A 1 = 84 and A 2 = - 84. Thus, the final numerical solution for the natural 
response is 

e(t) =, 84(c' - c6t) (8- 1 7) 

The evaluation of A 1 and A 2 for other conditions of initial energy storage, 
including initial energy storage in the capacitor, is considered in the first drill 
problem following this section. 

Let us see what information we can glean from Eq. (8- 1 7 ) without calculating 
unduly. We note that e(t) is zero at t = O, a comforting check on our origi
nal assumption . We may also interpret the first exponential term as having a 
time constant of l sec and the other exponential, a time constant of Y6 sec. Each 
starts with unity amplitude, but the second decays more rapidly ; e(t) is thus 
always positive. As time becomes infinite, each term approaches zero, and the 
response itself dies out as it should. We thus have a response curve which is 
zero at t = O, zero at t = oo , and is always positive ; since it is not everywhere 
zero, it must possess at least one maximum, and this is not a difficult point to 
determine exactly. We differentiate the response 

_!!!..__ = 84( - ct + 6c6t) dt 
set the derivative equal to zero to determine the time tm at which the voltage 
becomes maximum, 

O =  - ctm + 6c6tm 

manipulate once, 

t51,,. = 6 
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and obtain 

lm = 0.358 

and e(tm) = 48.9 volts 

A reasonable sketch of the response may be made by plotting the two 
exponential terms 84ct and 84c6t and then taking their difference. The use
fulness of this technique is indicated by the curves of Fig. 8-3 ; the two expo
nentials are shown lightly, and their difference, the total response e(t) , is drawn 
with a heavier line. The curves also verify our previous prediction that the 
functional behavior of e(t) for very large t is 84ct, the exponential term con
taining the smaller magnitude of s1 and s2 . 

Another question that frequently arises in the consideration of network re
sponse is concerned with the length of time it takes for the transient part of the 
response to disappear ( or damp out) .  ln practice, it is often desirable to have 
this transient response approach zero as rapidly as possible, that is, to minimize 
the settling time 18• Theoretically, of course, 18 is infinite, because e(t) never 
settles to zero in a finite time. However, a negligible response is present after 

e(I) (v) 
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Fig. 8-3 The response e( t) = 84( ct - c6t) of the network which is 
shown in Fig. 8-2. 

6 fl  7 h 

i ( O )  = 10 amp 
e ( O )  = O  
"' = 3.5 
w, = v'6 

Overdamping 
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e(t) has settled to values that are less than 1 per cent of its maximum value em. 
The time which is required for this to occur is defined as the settling time. 
Since em is 48.9 volts for our example, the settling time is the time required for 
the response to drop to 0.489 volt. Substituting this value for e(I) into Eq. (8- 1 7) 
and neglecting the second exponential term, known to be negligible here, the 
settling time is found to be 5 . 1 5  sec. 

ln comparison with the responses which we shall obtain in the following two 
sections, this is a comparatively large settling time ; the damping takes overly 
long, and the response is called overdamped. We shall refer to the case for which 
a is greater than w0 as the overdamped case. Now let us see what happens as a 
is decreased. 

Drill Problems 
8-3 If the initial voltage across a parallel RLC circuit is not zero, then 
the resultant value of the initial resistor current must be considered in 
evaluating the initial value of de/dt. For the numerical example .con
sidered in the above section, determine A 1 and A 2 for these initial con
ditions : (a) e(O) = O, i(O) = 5 amp; (b) e(O) = 1 0  volts, i(O) = 4% 
amp; (c) e(O) = 21 volts, i(O) = 3 amp. 

Ans. 4 2 volts, - 4 2 volts; 2 1  volts, O volt ;  1 1 0 volts, - 100 volts 

8-4 Determine the value of time lm at which the magnitude of e(I) is 
a maximum for each of the networks described below. Since the com
plete specifications and the response are both given, additional prac
tice in finding the overdamped response is thereby made available. 

(a) R = 6 ohms, L = 7 henrys, C = \-42 farad, e(O) = 50 volts, i(O) = 
2 7 Y.! 1 amp, e(t) = 1 00c1 - 50c6t 

(b) R = 6 ohms, L = 7 henrys, C = \-4 2  farad, e(O) = 99 volts, i(O) = 
59%2 amp, e(t) = l OOct - c6t 

(e) R = 6 ohms, L = 3 .5  henrys, C = 1/.i 2  farad, e(O) = - 1 0 volts, 
i(O) = _ 1()� 1 amp, e(t) = 1 0cª1 - 20c4t (tricky) 

Ans. O sec ; O sec ; 0.220 sec 

8-4 CRITICAL DAMPING 

The overdamped case is characterized by 

a > wo 
or LC > 4R2C2 
and leads to negative real values for s1 and s2 and to a response expressed as the 
algebraic sum of two negative exponentials. Typical forms of the response e(t) 
are obtained through the numerical example in the last section and in the drill 
problems following it. 
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Now let us adjust the element values until a and w0 are equal . This is a very 
special case which is termed criticai damping. Thus, criticai damping is ach'ieved 
when 

a = w0 
or LC = 4R2C2 criticai damping 

or L = 4R2C 

It is obvious that we may produce criticai damping by changing the value of any 
one of the three elements in the numerical example discussed above. We shall 
select R, increasing its value until criticai damping is obtained, and thus leave 
wo unchanged. The necessary value of R is 7 y'6/2 ohms ; L is still 7 henrys, 
and C remains 1,4 2  farad. We thus find 

a =  w0 = y'6 
S1 = s2 = - v'6  

and we blithely construct the response as the sum of the two exponentials, 
? e( t) = A 1c v'6t + A2c v'6t 

which may be written as 
? e(t) ::::: A3cv'6 t 

At this point, some of us should feel we have lost our way. We have a response 
which contains only one arbitrary constant,  but there are two initial conditions 
e(O) = O and i(O) = 1 O which must be satisfied by this single constant. This is 
in general impossible. ln our case, for example, the first initial condition re
quires Aa to be zero, and it is then impossible to satisfy the second initial condition. 

Our mathematics and our electricity have been unimpeachable ; therefore, if 
a mistake has not led to our difficulties, we must have begun with an incorrect 
assumption, and only one assumption has been made. We originally hypothesized 
that the differential equation could be solved by assuming an exponential solu
tion, and this turns out to be incorrect for this single special case of criticai 
damping. We must therefore return to the differential equation and attempt to 
solve it by some other means than an assumed solution. Although this detailed 
solution is carried out below, we should realize that it is the final functional 
form of the response which is important to us, and not the specific method by 
which it is obtained. After ali, if we were dever enough, we could assume a 
response of the correct form and then cheçk it by direct substitution in the dif
ferential equatio�. 

The original differential equation, Eq. (8-4), 

c d2e + _!_� + _!_ e =  o dt2 R dt L 
may be written in terms of a and wo, 

d 2
2
e + 2a � + wo2e = O  dt dt 
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which becomes, for criticai damping, 

d 2e + 2a !!!_ + a2e = O dt2 dt 

or 
d2e de de 2 O (ii2 + a dt + a dt + a e = 

and finally, 

!!_(de + a� + af!!!. + a� = O  
dt dt } \dt } 

Ifwe now let 

then 

de y = - + ae dt 

r!l_ + ay = O  dt 
which is a form we have encountered before. Its solution is 

y = A 1Cª1 

and, therefore, 

This equation has the form of Eq. (6-2) ,  and therefore we should be able 
to solve it by the use of an integrating factor. The integrating factor is f+at, and 
we multiply both sides of the equation by it, 

de fª1 - + afª1e = A 1  dt 
recognize the derivative of the product and simplify, 

Finally, we integrate each side directly, 

eíª1 = A1t + A2 
and obtain the desired response form 

(8- 1 8) 

It should be noted that the solution may be expressed as the sum of two terms, 
where one term is the familiar negative exponential but the second is t times a 
negative exponential. We should also note that the solution contains the two 
expected arbitrary constants. 
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Let us now complete our numerical example. After we substitute the known 
value of a into Eq. (8- 1 8) ,  

e =  A 1tcV6t + A2cV6 t 
we establish the values of A 1  and A 2 by first imposing the initial condition on 
e(t) itself, e(O) = O. Thus, A2 = O. This simple result occurs because the initial 
value of the response was selected as zero ; the more general case, which leads to 
an equation determining A 2 , may be expected to arise in the drill problems. 
The second initial condition must be applied to the derivative de/dt just as in 
the overdamped case. We therefore differentiate, remembering that A2 = O, 

r!!. = A 1t( - y/6)cV6 t + A 1cV6 t dt 
evaluate at t = O, 

express the derivative in terms of the initial capacitor current, 

<!!_ 1 = ic(O) = iR(O) + i(O) 
dt t=o e e e 

and thus 

The response is, therefore, 

e(t) = 420tc2.45t (8- 1 9) 

Before plotting this response in detail ,  let us again try to anticipate its form 
by qualitative reasoning. The specified initial value is zero, and Eq. (8- 1 9) con
curs. It is not immediately apparent that the response also approaches zero as t 
becomes infinitely large because tc2.45t is an indeterminate form. However, this 
minor obstacle is easily overcome by use of L'Hôpital's rule. Thus, 

lim e(t) = 420 lim -

1
- = 420 lim 1

2 5 = O  
1- 00  1- 00  (2.451 ,_00 2 .45< .4 t 

and once again we have a response which begins and ends at zero and has positive 
values at ali other times. A maximum value em again occurs at time tm ; for our 
example, 

tm = 0.408 sec and em = 63. 1 volts 

This maximum is larger than that obtained in the overdamped case and is a 
result of the smaller losses that occur in the larger resistor ; the time of the max
imum response is slightly later than it was with overdamping. The settling 
time may also be determined by solving 

!!!!:.... = 4201 c2.45t, 
1 00 

• 
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for 18 (by trial-and-error methods), 

18 = 3 . 1 2  sec 

which is a considerably smaller value than arose in the overdamped case. As a 
matter of fact, it can be shown that, for given values of L and C, the selection of 
that value of R which provides criticai damping will always give a shorter 
settling time than any choice of R which produces an overdamped response. 
However, a slight improvement (reduction) in settling time may be obtained by 
a further slight increase in resistance ; a slightly underdamped response which 
will undershoot the zero axis before it dies out will yield the shortest settling 
time. 

The response curve for criticai damping is drawi:i in Fig. 8-4 ; it may be com
pared with the overdamped (and underdamped) case by reference to Fig. 8-6. 

Drill Problem 
8-5 Find e( t) for each of the following cases if the damping is criticai :  

(a) C = 1 farad, L = 1 henry, e(O) = O, i(O) = 1 0  amp 
(b) C = 1 farad, L = 1 henry, e(O) = 20 volts, i(O) = 10 amp 
(c) R = 10 ohms, C = 0.05 farad, e(O) = 20 volts, i(O) = O 

Ans. 1 0tc1 volts ; - l Otct + 20ct volts ; - 20tc1  + 20c1 volts 

8-5 THE UNDERDAMPED PARALLEL RLC CIRCUIT 

Let us continue the process begun in the last section by increasing R once more. 
Thus, the damping coefficient a decreases while wo remains constant, a2 be
comes smaller than wo2 , and the radicand appearing in the expressions for s1 
and s2 becomes negative. This causes the response to take on quite a different 
character, but it is fortunately not necessary to return to the basic differential 
equation again. By using complex numbers, the exponential response turns into 
a sinusoidal response ; this response is composed entirely of real quantities, the 
complex quantities being necessary only for the derivation.4 

We therefore begin with the exponential form 

e(t) = A 1f•i t + A 2f•z t 

where 

s1, 2 = - a ±  ya2 - wo2 

and then let 

ya2 - woz = v'=I ywo2 - az = jywoz - a2 

4 An introduction to the use of complex numbers appears in Chap. 10.  At that time we shall empha

size the more general nature of complex quantities by identifying them with boldface type ; no special 

symbolism need be adopted in these few pages. 
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where 

8.57 !l 7 h 

i ( O )  = 10 amp 
e ( O )  = O  
a =  w, = v'6 

Criticai damping 

3 

Ír f ) e 

t ( sec ) 

Fig. 8-4 The response e(t) = 420tc2.45t of the network shown in Fig. 
8-2 with R changed to provide criticai damping. 

j = Y-T 
We now take the new radical, which is real for the underdamped case, and call 
i t wd, the natural resonant frequency, 

Wd = ywo2 - a2 

Collecting, the response may now be written as 

e(t) = Cª'(A 1éd1 + A 2Ci"'"') 

or in the longer but equivalent form, 

{ 
[é"'"' + (-j"'"'] . [é"'"' - (-i"'d'] }  e(t) = cat (A 1 + A 2) 

2 
+ J(A 1 - A 2) 

j 2  

Two of the most important identities in the field of complex numbers, identities 
which are later proved in Sec. 1 0-3 ,  may now be readily applied. The first 
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bracket in the above equation is identically equal to cos wdt, and the second 
bracket is identically sin wdt. Hence, 

e(t) = Cª1[(A 1 + A 2) cos wdt + j(A 1 - A 2) sin wdt] 
and the multiplying factors may be assigned new symbols, 

e(t) = Cª1(B1 cos wdt + B2 sin wdt) (8-20) 
If we are dealing with the underdamped case, we have now left complex num
bers behind. This is true since a, wd, and t are real quantities, e(t) itself must 
be a real quantity (which might be presented on an oscilloscope, a voltmeter, or 
a sheet of graph paper), and thus B1 and B2 are real quantities. Equation (8-20) 
is the desired functional form for the underdamped response, and its validity 
may be checked by direct substitution into the original differential equation; 
this exercise is left to the doubters. The two real constants B1 and B2 are again 
selected to fit the given initial conditions. 

Let us increase the resistance in our example from 7 y'6/2 or 8.57 ohms 
to 1 0.5 y'2 or 1 4.85 ohms; L and C are unchanged. Thus, 

ª 
= 2�c = V2 

Wo = _l _  = v'6 
yrc 

and wd = v'wo2 - a2 = 2 (radians/sec) 

Except for the evaluation of the arbitrary constants, the response is now known, 

e(t) = c121(B1 cos 2t + B2 sin 2t) 
The determination of the two constants proceeds as before. If we again assume 
that e(O) = O and i(O) = 1 0, then B1 must be zero. Hence, 

e(t) = B2c\!'it sin 2t 

The derivative is 

and at t = O it becomes 

i:_ 1 = 2B2 = ic(O) = 420 dt t=O C 
Therefore, 

e(t) = 2 1 QcL4141 sin 21 
Notice that, as before, this response function has an initial value of zero, be

cause of the initial voltage condition we imposed, and a final value of zero, be
cause the exponential term vanishes for large values of t. As t increases from 
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zero through small positive values, e(t) increases as 2 1 0  sin 21 because the expo
nential term remains essentially equal to unity. But at a time lm, the exponential 
function begins to decrease more rapidly than sin 21 is increasing; so e(t) 
reaches a maximum em and begins to decrease. We should note that tm is not 
the value of t for which sin 21 is a maximum, but must occur somewhat before 
sin 21 reaches its maximum value. When 1 = 7r/2, e(I) is zero ; for the range 
7T /2 < 1 < 7T the response is negative, becoming zero again at 1 = 7T. Thus e(I) 
is an oscillalory function of time and crosses the time axis an infinite number of 
times at 1 = n7T/2, where n is any positive integer. ln our example, however, 
the response is only slightly underdamped and the exponential term causes the 
function to die out so rapidly that most of the zero crossings will not be evident 
in a sketch. 

The oscillatory nature of the response becomes more noticeable as a decreases. 
If a is zero, which corresponds to an infinitely large resistance, then e(I) is an 
undamped sinusoid which oscil lates with constant amplitude. This is not per
petuai motion ;  we have merely assumed an initial energy in the circuit and have 
not provided any means to dissipate this energy. It is transferred from its initial 
location in the inductor to the capacitor, then returns to the inductor, and so 
on, forever. Actual parallel RLC circuits can be made to have effective values 
of R so large that a natural undamped sinusoidal response can be maintained 
for years without supplying any additional energy. We can also build active 
networks which introduce a sufficient amount of energy during each oscillation 
of e(t) so that a sinusoidal response which is nearly perfect can be maintained 
for as long as we wish . This circuit is a sinusoidal oscillator, or signal genera
tor, which is an important laboratory instrument. 

Returning to our specific numerical problem, differentiation locates the first 
maximum of e(I) , 

em1 = 87 .3  volts at lm1 = 0.478 sec 

the succeeding minimum, 

em2 = - 9.47 volts at lm2 = 2.05 sec 

and so on. The response curve is shown in Fig. 8-5. 
The settling time may be obtained by a trial-and-error solution, and it turns 

out to be 3 .88  sec, a little larger than for criticai damping. The second drill 
problem following this section demonstrates that the shortest settling time for 
this network results for slight underdamping. 

The overdamped, ·critically damped, and underdamped responses for this 
network are shown on the sarne graph in Fig. 8-6. A comparison of these three 
curves makes these general conclusions plausible : 

1 .  When the damping is changed by adjusting the size of the parallel re
sistance, the maximum magnitude of the response is greater with 
smaller damping. 

2. The minimum settling time occurs approximately for criticai damping; 
actually, the response should be slightly underdamped. 
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i ( O ) = 10 amp 
e ( O )  = O  
a =  v'2 
Wo = y'jf 

Fig. 8-5 The response e(t) = 2 1 0c1 .414t sin 2t of the network shown in 
Fig. 8-2 with R increased to produce an underdamped response. 

Drill Problems 
8-6 Find e(I) for a parallel RLC circuit in }Vhich R = 25 ohms, L = 
6 henrys, C = Vi >o farad, and : (a) e(O) = O, i(O) = 2 amp; (b) e(O) = 
1 00 volts, i(O) = O ;  (e) e(O) = 1 00 volts, i(O) = 2 amp. Is superposi
tion applicable? 

Ans. 1 00c3t cos 41 volts ; c3'( 1 00 cos 41 - 75 sin 41) volts ; 75c3t sin 41 
volts 

8-7 The resistance of the underdamped parallel RLC circuit used as 
an example in the preceding section is decreased from 1 4.85 ohms to 
1 0. 5  ohms. Determine the following values of time : (a) 1m1 , the time 
at which the first positive maximum of e(I) occurs ; (b) 101 , the time at 
which the first zero crossing of e(I) occurs ; (e) t,, the settling time. 

Ans. 2 .22 sec; 2.93 sec ; 0.435 sec 
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8-6 THE SOURCE-FREE SERIES RLC CIRCUIT 

We now wish to determine the natural response of a circuit model composed of 
an ideal resistor, an ideal inductor, and an ideal capacitar connected in series. 
The ideal resistor may represent a physical resistor connected into a series LC 
or RLC circuit, it may represent the ohmic tosses and the tosses in the ferro
magnetic core of the inductor, or it may be used to represent ali these and other 
energy-absorbing <levices. ln a special case , the resistance of the ideal resistor 
may even be exactly equal to the measured resistance of the wire out of which 
the physical inductor is made. 

The series RLC circuit is the dual of the parallel RLC circuit, and this single 

e{t) (v) 

Fig. 8-6 Three response curves for a parallel RLC circuit for which 
w0 = y'6, e(O) = O, i(O) = 1 0  amp, and a is 3 . 5  (overdamped) , 2 .45 
( critically damped), and 1 .  4 1 4  ( underdamped). 
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Fig. 8-7 (a) The series 
RLC circuit which is the 
dual of ( b) the parallel 
RLC circuit. Element 
values are ef course not 
identical in (a) and ( b ) . 

fact is sufficient to make its analysis a trivial affair. Figure 8-7a shows the series 
circuit. The fundamental integrodifferential equation is 

L - + Rz + - z dt - ec(to) = O  di . 1 it . 
dt e to 

and should be compared with the analogous equation for the parallel RLC cir
cuit, drawn again in Fig. 8-7b, 

de 1 1 1' . C- + -e + - e dt - lL(to) = O  dt R L to 
The second-order equations obtained by differentiating each of these equations 
with respect to time are also duais, 

c d2e + l. � + � = 0  dt2 R dt L 

(8-2 1 )  

(8-22) 

I t  is apparent that our complete discussion of the parallel RLC circuit is di
rectly applicable to the series RLC circuit ; the initial conditions on capacitor 
voltage and inductor current are equivalent to the initial conditions on i{ .. dor 
current and capacitor voltage ; the voltage response becomes a current re�ponse. 
It is quite possible to reread the previous four sections (including the drill prob
lems) using dual language and thereby obtain a complete description of the 
series RLC circuit.5 This process, however, is apt to induce a mild neurosis after 
the first few paragraphs and does not really seem to be necessary. 

A brief résumé of the series circuit response is easily collected. ln terms of 
the circuit shown in Fig. 8-7a, the underdamped response is 

i(t) = À1(•1 I + Àz(•2t 

5 ln fact, during the writing of this text, the authors had originally written these first sections to describc 
the series RLC circuit. But, after deciding that it would be bctter to present the analysis of the more 
practical parallel RLC circuit first, it was easy to go back to the original writing and replace it with 
its dual. The numerical values of severa! of the elements were also scaled, a process described later in 
Chap. 15 .  
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where 

51 , 2 = - � ± j (�)
2 

- 1c 
= - a ±  y'a2 - wo2 

- a  ±jwd 
and thus 

R a = -2L 
1 Wo = yrc 

wd = v'wo2 - a2 

The form of the critically damped response is 

i( I) = cª1(A 1I + A2) 
and the underdamped case may be written 

i(I) = cª1(B1 cos wdl + B2 sin wdl) 

It is evident that ifwe work in terms of the parameters a, wo, and wd the mathe
matical forms of the responses for the dual situations are identical . An increase 
in a in either the series or parallel circuit, while keeping Wo constant, tends 
toward an overdamped response. The only caution that we need exert is in the 
computation of a, which is 1 /2RC for the parallel circuit and R/2L for the series 
circuit ; thus, a is increased by increasing the series resistance or decreasing the 
parallel resistance. 

As a numerical example, let us consider a series RLC circuit in which 
L = 1 henry, R = 2 ohms, C = 11! 0 1 farad, i(O) = 2 amp, and ec(O) = 2 volts. 
We find that a is unity and wo is 20.02, and thus an underdamped response is 
indicated ; we therefore calculate the value of wd and obtain 20. Except for the 
evaluation of the two arbitrary constants, the response is now known : 

i(I) = ct(B1 cos 201 + B2 sin 201) 
By applying the initial value of the current, we find 

B1 = 2 
and thus 

i(I) = ct(2 cos 201 + B2 sin 201) 
The remaining initial condition must be applied to the derivative ; thus, 

!!!_ = c1( - 40 sin 201 + 20B2 cos 201 - 2 cos 201 - B2 sin 201) 
dl 

rjj_ 1 = 20B2 _ 2 = eL(O) = ec(O) - i(O)R 
= 2 - 4 

= _ 2 
dl t=O L L 1 

or B2 = O  
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Fig. 8-8 The current response in a n  underdamped series RL C circuit for 
which a = 1 ,  wd = 20, i(O) = 2 amp, and ec(O) = 2 volts. The graph
ical construction is simplified by drawing in lhe envelopes, shown as broken 
tines. 

The desired response is, therefore, 

i(1) = 2c1 cos 201 

This response is more oscillatory, or shows less damping, than any we have con
sidered up to this time, and the dirêct calculation of enough points to graph a 
smooth response curve is a tedious undertaking. A good sketch may be made 
by first drawing in the two exponential envelopes 2c1 and - 2C1, as shown by 
the broken lines in Fig. 8-8 .  The location of the quarter-cycle points of the 
sinusoidal wave at 201 = O , w/2, w, etc . ,  or 1 = 0.07854k, k = O , 1 ,  2, . . .  , 
by light marks on the time axis then permits the oscillatory curve to be sketched 
in quickly. 

Drill Problem 
8-8 The switch m the circuit shown in Fig. 8-9 is opened at 1 = O. 
Find i(I) at t = 0. 1 sec if: (a) R = 52 ohms ; (b) R = 20 ohms ; (c) 
R = 1 2  ohms. 

Ans. - 1 .08 amp; - 2. 73 amp; - 4.49 amp 

8-7 THE COMPLETE RESPONSE OF THE RLC CIRCUIT 

We must now consider those RLC circuits in which d-c sources are switched into 
the network and produce forced responses that do not vanish as time becomes 
infinite. The general solution is obtained by the sarne procedure that was 
followed in RL and RC circuits : the forced response is determined completely, 
the natural response is obtained as a suitable functional form containing the ap
propriate number of arbitrary constants, the complete response is written as the 
sum of the forced and the natural responses, and the initial conditions are then 
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Fig. 8-9 See Drill Prob. 8-8. 

R 

2 h  

0.02 f 

determined and applied to the complete response to find the values of the con
stants. It is this last step which is quite frequently the most troublesome 
to students. Consequently, although the determination of the initial conditions 
is basically no different for a circuit containing d-c sources than it is for 
the source-free circuits which we have already covered in some detail, this topic 
will receive particular emphasis in the examples that follow. 

Most of the confusion in determining and applying the initial conditions arises 
for the simple reason that we do not have laid down for us a rigorous set of rules 
to follow. At some point in each analysis there usually arises a situation in 
which some thinking is involved that is more or less unique to that particular 
problem. This originality and ftexibility of thought, as simple as it is to achieve 
after severa! problems' worth of practice, is the source of the difficulty. 

The complete response (arbitrarily assumed to be a voltage response) of a 
second-order system consists of a forced response, which is a constant for d-c 
excitation,  

e,<.,t) = Er 

and a natural response 

en(t) = A<s, t + B<•2t 
Thus, 

e(t) = Er + A<•' '  + B<"'' 
We shall now assume that si ,  s2 , and Er have already been cÍetermined from the 
circuit and the given forcing functions; A and B remain to be found. 'The last 
equation shows the functional interdependence of A ,  B, e, and t, and substitution 
of the known value of e at t = o+ .thus provides us with a single equation relat
ing A and B. Another relationship between A and B is necessary, and this is 
normally obtained by taking the deriva tive of the response, 

de - = O + s1A<•1 1 + s2B<•2t dt 

and inserting in it the known value of de/dt at t = o+ .  There is no reason that 
this process cannot be continued ; a second derivative might be taken,  and a 
third relationship between A and B will then result if the value of d 2e/dt2 at 
t = o+ is used. This value is not usually known, however, in a second-order sys
tem ; as a matter of fact, we are much more likely to use this method tojind the 
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js amp 

Fig. 8-10 An RLC circuit which is used to illustrate severa! procedures by 
which the initial conditions may be obtained. The desired response is 
nominally taken to be ec( t) . 

initial value of the second derivative if we should need it . We thus have only 
two equations relating A and B, and these may be solved simultaneously to eval
uate the two constants. 

The only remaining problem is that of determining the values of e and de/dt 
at t = o+ .  Since ic = C dec/dt, we should recognize the relationship between the 
initial value of de/ dt and the initial value of some capacitor current. If we can 
establish a value for this initial capacitor current, then we shall automatically 
establish the value of de/ dt. Students are usually able to get e(O+) very easily, 
but are inclined to stumble a bit in finding the initial value of de/ dt. If we had 
selected a current as our response, then the initial value of di/ dt must be inti
mately related to the initial value of some inductor voltage. 

Let us illustrate the procedure by the careful analysis of the circuit shown in 
Fig. 8- 1 0. Our object is to find the value of each current and voltage at both 
t = o- and t = o+ ; with these quantities known, the required derivatives may be 
easily calculated. We shall employ a logical step-by-step method first. 

At t = o-,  only the right-hand current source is active. Moreover, the circuit 
is assumed to have been in this state forever, and ali currents and voltages are 
constant. ln other words, a steady-state condition has been reached and the 
resultant forced response has the form of the forcing function, its integral , and its 
derivatives. The integral of the forcing function , a linearly increasing function 
of time, is not present in this circuit, for it can occur only when a constant cur
rent is forced through a capacitor or a constant voltage is maintained across an 
inductor. This situation should not normally be present because the capacitor 
voltage or inductor current would assume an unrealistic infinite value at t = o-. 
Continuing, then, a constant current through the inductor requires zero voltage 
across it, 

and a constant voltage across the capacitor requires zero current through it, 

We then apply Kirchhoff's current law to the right node to obtain 

iR(O-) = - 5 amp 
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which also yields 

eR(O-) = - 1 50 volts 

We may now use Kirchhoff's voltage law around the central mesh, finding 

ec(O-) = 1 50 volts 

while Kirchhoff's current law enables us to find the inductor current, 

iL(O-) = 5 amp 

Although the derivatives at t = o- are of little interest to us, it is evident that they 
are ali zero. 

Now let time increase an incremental amount. During the interval from t = o
to t = o+ , the left-hand current source becomes active and most of the voltage 
and current values at t = o- will change abruptly. However, we should begin 
by focusing our attention on )hose quantities which cannot change, inductor current and 
capacitor voltage. Both of these must remain constant during the switching inter
val because there is no voltage impulse across the inductor and no current im
pulse through the capacitor. Thus, 

and ec(O+) = 1 50 volts 

Since two currents are now known at the left node, we next obtain6 

and 

Thus, 

ic(O+) = 4 amp and 

There remain six derivatives which might be evaluated, although not ali are 
needed to evaluate the two arbitrary constants. The procedure must begin with 
the energy-storage elements by the direct application of their defining equations. 
For the inductor, 

and, specifically, 

Thus, 

eL(O+) = L diL 1 dt t=o+ 

- = -- = 40 amp/sec diL 1 eL(O+) 
dt t= o+  L 

6 This current is the only one of the four remaining quantities which can be obtained in one step. ln 

more complicated circuits, it is quite possible that none of the remaining initial values can be obtained 

with a single step; either circuit equations must then be written or a simpler equivalent resistive circuit 

must be drawn which can be analyzed by writing simultaneous equations. This latter method will be 

described shortly. 
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Similarly, 

dec 1 - ic(O+) 
- 1 08 volts/sec Tt t=<>' 

- -e- -
The other four derivatives may be determined by realizing that Kirchhoff's 
current and voltage laws are both satisfied by the derivatives also. For example, 
at the left node, 

and thus 

Ü _ diL _ diR = Ü 
dt dt 

and, therefore, 

·�; l t=<>' 
= - 40 amp/sec 

Now let us tum to a slightly different method by which ali these currents, volt
ages, and derivatives may be evaluated at t = o- and t = o + .  We shall con
struct two equivalent circuits, one which is valid for the steady-state condition 
reached at t = o- and a second which is valid during the switching interval. 
The discussion which follows relies on some of the reasoning we did above and, 
for that reason, appears shorter than it would be if it were presented first. 

Prior to the switching operation, only direct currents and voltages exist in the 
circuit, and the inductor may therefore be replaced by a short circuit, its d-c 
equivalent, while the capacitor is replaced by an open circuit. Redrawn in this 
manner, the circuit of Fig. 8- 1 0  appears as shown in Fig. 8- l l a . The three 
voltages and three currents at t = o- are now easily found by resistive circuit
analysis methods ; the numerical values are the sarne as those found previously. 

We now tum to the problem of drawing an equivalent circuit which will assist 
us in determining the severa! voltages and currents at t = o+ .  The absence of 
any impulse sources requires each capacitor voltage and each inductor current 
to remain constant during the switching interval . These conditions may be met 
by replacing the inductor by a current source and the capacitor by a voltage 
source. Each source serves to maintain the necessary response constant during 
the discontinuity. The equivalent circuit of Fig. 8- 1 l b  results ; it should be 
noted that this circuit is a true equivalent at l = o- since it possesses the sarne 
currents and voltages as the simple equivalent of Fig. 8- 1 l a . lt is also a true 
equivalent at l = o+ since the step-current source appears as a function of time 
and not merely as O amp or 4 amp. 

The voltages and currents at l = o+ are obtained by letting 4u(I) = 4 amp 
and solving the d-c circuit which results. The solution is not difficult, but the 
relatively large number of sources present in the network does produce a some
what strange sight. However, problems of this type were solved in Chap. 3, 
and nothing new is involved. The six responses at l = o+ must agree with those 
found by the previous method. 
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Fig. 8-1 1  (a) A simple circuit which is the equivalent ef the circuit ef Fig. 
8-lOfor t = o - .  (b)  A nother equivalent ef the circuit ef Fig. 8-10, valid 
during the switching interval, t = o- to t = o+. 

Before leaving this problem of the determination of the necessary initial 
values, it should be pointed out that at least one other .powerful method of de
termining them has been omitted; we could have written the general nodal 
equations for the original circuit .  Then, the substitution of the known zero 
values of inductor voltage and capacitor current at t = o- would uncover severa! 
other response values at t = o- and enable the remainder to be found easily. 
A similar analysis at t = o+ must then be made. This is an important method, 
and it becomes a necessary one in more complicated circuits which cannot be 
analyzed by the step-by-step procedures we have followed. However, we must 
leave a few topics to be covered at the time operational methods of circuit 
analysis are introduced in later courses . 

Now let us briefly complete the determination of the response ec(t) for the 
original circuit of Fig. 8- 1 O. With both sources dead, the circuit appears as a 
series RLC circuit and s1 and s2 are easily found to be - 1 and - 9, respectively. 
The forced response may be found by inspection or, if necessary, by drawing the 
d-c equivalent, which is similar to Fig. 8- 1 l a, with the addition of a 4-amp 
current source. The forced response is 1 50 volts. Thus, 

ec(t) = 1 50 + A ct + Bc9t 

and ec(O+) = 1 50 = 1 50 + A + B 

Then, 

and 

Finally, 

dec 
dt - Ac1 - 9Bc9t 

dec j - 1 08 = - A  - 9B dt t=(}>
-

A =  1 3 .5 B = - 1 3.5 
and ec(t) = 1 50 + 1 3 .5 (ct - c9t) 

Impulse sources may also be present to represent initial conditions produced by 
some equivalent arrangement of sources and switches; impulse responses will be 
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Fig. 8-12 (a) See Drill Probs. 8-9 and 8-10. (b) See Drill Prob. 8-11 .  

present in certain idealized circuits. Examples . of these situations appear in 
Probs. 3 1  to 35. 

Drill Problems 
8-9 For the circuit shown in Fig. 8- 1 2a, find : (a) iL(O-) ;  (b) iR(O-) ; 
(e) iR(O+) . 

Ans. 0.5 amp; - 0.5 amp; - 1 .5 amp 1 

8- 1 0  For the circuit shown in Fig. 8- 1 2a, find : (a) e(O-) ;  (b) e(O+) ; 
(e) e(t) . 

Ans. 1 50 volts ; 50 volts ; 50 + 3 . 1 6c1( 3 1 . 6  cos 3 1 .6t - sin 3 1 .6t) volts 

8- 1 1  For the circuit shown in Fig. 8- 1 2b, find, at t = o+ : (a) dib/dt ; (b) 
di,/ dt ; (e) dia/ dt. 

Ans. 7 .5 amp/sec ; 52.5 amp/sec ; 1 1 2 .5 amp/sec 

Prob'lems 
The general form of the natural response of the parallel RLC circuit is 
given by Eq. (8-9). Let s1 = - 1 , s2 = - 5 , and sketch e(t) from t = O  to 
t = 3 if: (a) A 1 = 1 ,  A 2 = 5 ; (b) A 1 = 5, A 2 = 1 ; (e) A 1 = - 5 , A 2 = 1 ; 
(d) A 1 = - 1 ,  A 2 = 5 .  

•2 (a) The circuit shown on the response curve of Fig. 8-3 is modified by de
creasing the size of the capacitor to 1h 1 0 farad. If the initial conditions re
main unchanged, find and sketch e(t) ; compare with the response of the 
original circuit. (b) What will the response become if C = O? 

3 Determine the general expression for lm, as a function of A 1, A 2 , si ,  and s2, 
for an overdamped RLC circuit. 

•4 ln the circuit shown in Fig. 8- 1 ,  C = 1 farad and L = Y.i2 henry. (a) If 
i(O) = 50 amp and e(t) = 1 2 .5(c4t - cB1) , find R. (b) What total energy 
is dissipated in R? 
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Fig. 8-13 See Prob. 5. 

1 h 
R 1 f 

•5 (a) If R = 0.25 ohm, find and sketch i(t) for the circuit of Fig. 8- 1 3 . (b) 
Repeat if R = 0.5 ohm. 

6 ln order to obtain an example of a critically damped parallel RLC circuit 
in Sec. 8-4, the overdamped circuit of Sec. 8-3 was modified by changing 
its resistance. lnstead, change the capacitance to provide criticai damping. 
Compare lm, em, and 18 for these two critically damped circuits. 

• 7 A 1 0-mh coil ,  a 0.0 1 -µf capacitor, and a 2000-ohm resistor are in parallel. 
(a) What value of resistance should be added in parallel to produce criticai 
damping? (b) With this additional resistor in the circuit, find the response 
e(t) if e(O) = O and iL(O) = 1 0  ma. (c) Can the original circuit be made 
critically damped by adding inductance or capacitance in parallel? If so, 
determine the necessary element values. 

8 A parallel RLC circuit contains a 1 -ohm resistor, a 1/.i-farad capacitor, and 
a %-henry inductor ; the initial voltage and current in the coil are 1 0  volts 
and - 1 2 amp, assuming a passive sign convention . (a) Find the inductor 
voltage as a function of time. (b) Repeat part a if the resistance is increased 
to 1 00 ohms. 

•9 A 1 00-ohm resistor, an 8-henry inductor, and a 0.00 1 -farad capacitar are 
connected in parallel. If the initial voltage and inductor current are 
e(O) = 60 volts and i(O) = 0.3  amp (sensed as in Fig. 8- 1 ) , find and sketch 
e( t) .  

10 The switch in the circuit of Fig. 8- 1 4  is closed a t  t = O. · Find and sketch 
e(t) and i( t ) .  

Fig. 8-14 See Prob. 10. 

5 f 5 f!  1 .2s n 
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Fig. 8-15 See Prob. l i .  

Fig. 8-16 See Prob. 12. 

Fig. 8-17 See Prob. 13. 

•e t 0.02 µf 

•e ( t 1 

50 µh 

.. 
� 

o.s n 

2 h 

•1 1  ln the paralle(. L C  circuit shown in Fig. 8- 1 5 , ec(O) = 1 00 volts and i(O) = 
O. (a) Find i( t ) .  (b) Find e0(t) .  (c) Show that the total energy stored in 
the circuit does not vary with time. Why must this be so? 

1 2  l n  the series RLC circuit shown i n  Fig. 8- 1 6, 1 joule o f  energy i s  stored 
initially in both the capacitar and the inductor. (a) Find ec(O) and i(O) if 
both are assumed positive initially. (b) Find and sketch i(t) . (e) Find the 
first time greater than t = O at which i(t) = O. (d) Find eL and eR at this 
instant. (e) Find ec at this sarne time. (f ) How much energy has been 
dissipated in the resistor from t = O up to this time? 

•13  ln the circuit of Fig. 8- 1 7 ,  S1 i s  opened a t  t = O and S2 i s  closed a t  t = O. 
Find i(t) and determine the total energy dissipated in the 1 -ohm resistor. 

14 A 1 00-volt battery i s  connected to a series RLC circuit at t = O. The cur
rent response is sketched in Fig. 8- 1 8 . Find R, L, and C. 

•15 The switch in the circuit shown in Fig. 8- 1 9  has been closed for a long 
time. At 9 : 02 A.M .  a student by the name of G. I. Hert opens switch S; 
then at exactly 9 :03 A. M.  he begins dismantling the circuit by grasping 
point "a" firmly in one hand and point "b" firmly in the other. At what 



259 The RLC Circuit 

time is the maximum current passing through his 30,000-ohm body, and 
how large is the current? 

16 After the switch in the circuit of Fig. 8-20 is opened, the current response 
is given by z (t) = 1 4 . 1 4c2t cos ( 2 1  + </>) .  Find R and </>. 

•17  ln a series RLC circu.it, R = 1 00 ohms, L = 1 0  mh, C = 6 .25 µf, the 
initial energy storage in the capacitor is 0. 1 8  joule and no energy is 
initially stored in the inductor. (a) Find s1 ,  s2 , and i( t) . (b) Find 
the value of t, t = tm , at which i is a maximum. (e) Find the en
ergy stored in L and C at both t = O and t = lm. (d) Find the settling 
time 18• 

18  A series RLC circuit i s  critically damped. The initial current i s  zero, but 
its initial rate of rise is 1 0  amp/sec;  the initial capacitor voltage is 1 00 volts. 
(a) Find the inductance L. (b) If the maximum current occurs at t = 1 
sec, find a, R, and C. 

i(t) ( amp )  

o.os 

- 0.05 

Fig. 8-19 See Prob. 15. 

Fig. 8-20 See Prob. 16. 

Fig. 8-18 See Prob. 14. 

a 
• 

b 

4000 pi  

1 

e 
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•19 Given a series RLC circuit in which L = 1 henry, e = 1k farad, R = 7 
ohms, e(O) = 1 00 volts, and i(O) = 1 0  amp, find i(t) . 

20 Sketch i(t) versus t on the sarne axes for the circuits shown in Fig. 8-2 1 .  
Let C = 1 farad, R = 2 0  ohms, e(O) = 1 00 volts, L = 1 henry. ln 
Fig. 8-2 l b, let i(O) = O. 

•21  A series RLC circuit for which L = 10 mh, R = 20 ohms, and C = 
1 /4 .0 1 µf has ec(O) = 2 volts, i(O) = O. Find a, wo2, wd, i(t), and sketch 
i(t) versus t between - 1 msec and 1 msec. 

L 

R R 

Fig. 8-21 See Prob. 20. 
(a) 

0.2 n 2 1 

r---'\nn.----..---t(-

(a) 

(b) 

8 h 

1 n 

Fig. 8-22 (a) See Prob. 22. (b) See Prob. 23. 

Fig. 8-23 (a) See Prob. 24. (b) See Prob. 25. 

(b) 

30 n 2 h 10 h 

(a) 

15u(t� 
amp 

2 !2  

(b) 

i(t) 

5000 µ f  

i(I) 

1 f 
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22 ln the 'circuit shown in Fig. 8-22a, the switch opens at t = O. Find i(t) 
for t < O and t > O. 

•23 The switch in the circuit of Fig. 8-22b is thrown to the right at t = O. Find 
i( t) . 

24 The 60-ohm resistor is connected into the Circuit of Fig. 8-23a at t = O. 
Find e(t) for t < O  and t > O. 

•25 Find i(t) for the circuit of Fig. 8-23b. 
26 For the circuit shown in Fig. 8-24a, show that e(t) = 1 2ct16 - 1 2ctl2 for 

t > O. 
27 Find e(t) for the circuit shown in Fig. 8-24b. 
28 Show that e(t) = ( 1 5  + c1( - 5  sin 3t - 15 cos 3t)] u(t) for the circuit 

shown in Fig. 8-25a. 
•29 Find e(t) for the circuit shown in Fig. 8-25b. 

30 The forced voltage response across a certain element in a moderately 
involved RLC circuit is 1 00 volts. The natural response for the voltage 
across this element is of the form A 1c 1  + A 2c21 + A 3c3t . The initial 
conditions for the total voltage across this element are 

e(O+) = 1 05 volts - = - 1 2 volts/sec de 1 
dt t=O+ 

Find e(t) . 

t = O 

(a) 

Fig. 8-24 (a) See Prob. 26. (b) See Prob. 27. 

Fig. 8-25 (a) See Prob. 28. ( b) See Prob. 29. 

l h 4 h 

15u(I) vi r- ' " 50u(I) vj 

(a) 

d2e 1 -d 2 = 34 volts/sec2 
t t=O' 

(b) 

3 {} 

·( 
-& f i20u(I) V 

(b) 



262 The Transient Circuit 

•• eL 
� � 

Íc 

Õ(I) vi 1 f 0.1 f 

i3 õ(t) 
amp 

(a) (b) 

Fig. 8-26 (a) See Prob. 31 . ( b) See Prob. 32. 

3 1  Find i(I) for the circuit shown i n  Fig. 8-26a. Then, i n  order to check the 
answer, find successively eR( t) ,  eL( t) ,  ic( t ) ,  and ec( I) ;  show that Kirchhpff's 
voltage law is satisfied around the left-hand mesh . 

•32 Find e(I) for the circuit shown in Fig. 8-26b. 
33 For the circuit shown in Fig. 8-27a ,  find e(I) . 

•34 Find e1 ( I) and e2(I) for the circuit shown in Fig. 8-27b .  
35 A rectangular voltage pulse having an amplitude of 300 volts and a dura

tion of 1 µ.sec is applied to a series RLC circuit. What are reasonable char
acteristics for the RLC circuit which will permit the pulse to be represented 
by an impulse? If R = 1 00 ohms, C = 0 .0 1 µ.f, and L = 10 mh, determine 
the current response . 

36 A mass m rests on a frictionless surface . A perfectly elastic spring that re
quires a force of K newtons to elongate it each meter is connected between 
the mass and a fixed reference point. Let the displacement of the mass 
from the reference point be x. (a) Let the velocity of the mass v = dx/ dt 
be the dependent variable and write the differential equation for this sys
tem. Compare with the lossless cases of Eqs. (8-2 1 )  and (8-22) and deter
mine the natural resonant frequency Wo of the oscillatory motion. (b) As
sume that a frictional retarding force (see Chap. 5, Prob. 7) is now present. 
Write the differential equation in terms of the velocity v for this system 
and, by comparison with Eq. (8-2 1 ) , state the electric analog of v, m, the 

Fig. 8-27 (a) See Prob. 33. (b) See Prob. 34. 
6 h 

u(I) ampi !·, !•) ' '''] 4 h O.O ! f 10 n }(1) s n O.O! f 
Õ(t) ampi 5 Õ(t) ampi 

(a) (b) 
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spring stiffness K, the friction coefficient d, and x. (e) Determine a second 
analog by comparison with Eq. (8-22) .  

+37 A 1 0-kg mass is suspended below a fixed reference point by a spring having 
a stiffness of 50 newtons/m. The acceleration of gravity is 9.8 newtons/kg. 
(a) Determine the natural resonant frequency of this system. (b) If the 
amplitude of the oscillation is 20 cm and the mass is at its lowest point at 
t = O, determine v(t) and x(t) . 
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Chapter 9 The Sinusoidal Forcing Function 

9- 1 INTRODUCTION 

The complete response of a linear electric circuit is composed of two parts, the 
natural response and the forced response. The first part of our study was de
voted to the resistive circuit, in which only the forced response is required or 
present. For simplicity, we usually restricted our forcing functions to d-c 
sources, and we therefore became exceedingly familiar with the various 
techniques useful in finding the d-c forced response. We then passed on to the 
next part and considered the natural response of a number of different circuits 
containing one or two energy-storage elements. Without undue strain we were 
then able to determine the complete response of these circuits by adding the 
natural response, which is characteristic of the circuit and not of the forcing 
function, to the forced response produced by d-c forcing functions, the only 
forced response with which we are familiar. We are therefore now in a posi
tion where our mastery of the natural response is greater than our knowledge of 
the forced response. 

ln  this third part of our study we shall extend our knowledge of the forced 
response by considering the sinusoidal forcing function. 

Why should we select the sinusoidal forcing function as the second functional 
form to study? Why not the l inear function, the exponential function, or a 
modified Bessel function of the second kind? There are many reasons for the 
choice of the sinusoid, and any one of them would probably be sufficient to lead 
us in this direction. 

One of these reasons is apparent from the results of the preceding chapter; 
the natural response of an underdamped second-order system is a damped 
sinusoid, and if no lasses are present it is a pure sinusoid. The sinusoid thus ap
pears naturally (as does the negative exponential) .  Indeed, Nature in general 
seems to have a decidedly sinu�oidal chpracter ; the motion of a pendulum, the 
bouncing of a bali, the vibration of a violin string, the political atmosphere in 
265 
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' 

any country, and the ripples on the surface of a stein of chocolate milk will al
ways display a reasonably sinusoidal character. 

Perhaps it was observations of these natural phenomena that led the great 
French mathematician Fourier to his discovery ofthe important analytical method 
embodied in the Fourier theorem. ln Chap. 20 we shall see that this theo
rem enables us to represent most of the useful mathematical functions of time 
which repeat themselves fo times a second by the sum of an infinite number of 
sinusoidal time functions with frequencies that are integral multiples offo ;  the 
given periodic function f(t) can also be approximated as closely as we wish by 
the sum of a finite number of such terms, even though a graph ofj(t) will look 
very nonsinusoidal. This decomposition of a periodic forcing function into a 
number of appropriately chosen sinusoidal forcing functions is a very powerful 
analytical method, for it enables us to superpose the partia! responses produced 
by each sinusoidal component in order to obtain the desired response caused 
by the given periodic forcing function. Thus, another reason for studying the 
response to a sinusoidal forcing function is found in the dependence of other 
forcing functions on sinusoidal analysis. 

A third reason is found in an important mathematical property of the 
sinusoidal function. Its deriva tives and integrais are also ali sinusoids. 1 Since 
the forced response takes on the form of the forcing function, its integral, and its 
derivatives, the sinusoidal forcing function will produce a sinusoidal forced re
sponse throughout a linear circuit. The sinusoidal forcing function thus allows 
a much easier mathematical analysis than does almost every other forcing func
tion . 

Finally, the sinusoidal forcing function has important practical applications. 
It is an easy function to generate and is the waveform used predominantly 
throughout the electric power industry ; every electrical laboratory contains a 
number of sinusoidal generators which operate throughout frequency bands 
which may extend from a few cycles per second to several gigacycles per 
second. 

Drill Problem 

9- 1 The Fourier theorem, presented in Chap. 20, shows that the 
periodic triangular waveform e1 (I) shown in Fig. 9- 1 and the following 
infinite sum of sine waves, 

e2( t) = -ª- (  sin 27rl - _!__ sin 67rt + _!__ sin 1 07rl - _!__ sm l 47rl + · . · ) 
7r2 32 52 72 

are equal. As a partia! check on this equality, determine the ratio of 
e1 (I) to e2(t) at t = 0.2 sec if e2(t) is approximated by only : (a) one term 
of the infinite series ; (b) three terms of the infinite series ; (e) five terrns 
of the infinite series. 

Ans. 0.972 ;  0.996; l .04 

1 We are using the term "sinusoid" collectively here to include cosinusoidal functions of time also. After 

ali, a cosine function can be written as a sine function if the angle is increased by 90 ° 
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e1{1) (v ) 

Fig. 9-1 See Drill Prob. 9-1. 

9-2 CHARACTERISTICS OF SINUSOIDS 

t ( sec ) 

ln this section we shall define the trigonometric nomenclature which is used to 
describe sinusoidal (or cosinusoidal) functions. The definitions should be 
familiar to most of us, and if we remember a little trigonometry, the section can 
be read over very rapidly. 

Let us consider a sinusoidally varying voltage 

e(t) = Em sin wt 

shown graphically in Fig. 9-2a and b. The amplitude of the sine wave is Em, and 
the argument is wt. The radian frequency or angular frequency is w. ln Fig. 9-2a, 
sin wt is plotted as a function of the argument wt, and the periodic nature of the 
sine wave is evident. The function repeats itself every 2'TT radians, and its period 
is therefore 2'TT radians. ln Fig. 9-2b, sin wt is plotted as a function of t and the 
period is now T sec. The period may also be expressed in degrees, or occasion
ally in other units such as centimeters or inches. A sine wave having a period 
of T sec must execute l / T  periods each second ; itsfrequency f is 1 / T  cycles per 
second, abbreviated cps. Thus, 

!=
_!_ 

T 
and since 

wT = 2'" 

we obtain the common relationship between frequency and radian frequency, 

w = 2'TTj 
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e(I) 

e(I) 

WI ( radians ) 

(a} 

t (sec )  

(b) 

Fig. 9-2 The sinusoidal function e( t) = Em sin wt is plotted versus wt in 
(a) and versus t in (b) .  

A more general form of the sinusoid 

e( t) = Em sin (wt + O) (9- 1 )  

includes a phase angle O i n  its argument ( wt + O). Equation (9- 1 )  is plotted i n  Fig. 
9-3 as a function of wt, and the phase angle appears as the number of radians 
by which the original sine wave, shown as a broken line in the sketch, is shifted 
to the left, or earlier in time. Since corresponding points on the sinusoid 
Em sin ( wt + O) occur O radians, or O/ w sec, earlier, we say that Em sin ( wt + O) 
leads Em sin wt by O radians. Conversely, it is correct to describe sin wt as lagging 
sin ( wt + O) by O radians, as leading sin ( wt + O) by - O radians, or as Iead
ing sin ( wt - O) by O radians. 
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ln electrical engineering, the phase angle is commonly given in degrees, rather 
than radians, and no confusion will arise if the degree symbol is always used. 
Thus, instead of writing 

e =  1 00 sin(2'1Tl 000t - i) 
we customarily use 

e =  1 00 sin (2'171 0001 - 30º )  

Two sinusoidal waves that are to be compared in phase must both be written as 
sine waves, or both as cosine waves ; both waves must be written with positive 
amplitudes ; and each must be of the sarne frequency. It is also evident that 
multiples of 360º  may be added to or subtracted from the argument of any 
sinusoidal function without changing the value of the function. Hence, we may 
say that 

lags 

e1 = Em1 sin (51 - 30º )  

e2 = Em2 cos (51 + 1 0 º )  
= Em2 sin (51 + 90 º + 1 0 º )  
= Em2 sin (51 + 1 00 º )  

by 1 30 º ,  or i t  is also correct to say that e 1  leads e2 b y  230 º ,  smce e2 may 
be written as 

e2 = Em2 sin (51 - 260 º )  

Em1 and Em2 are each assumed t o  be positive quantities. Normally, the difference 
in phase between two sinusoids is expressed by that angle which is smaller than 
1 80 º  in magnitude. 

. 

The concept of a leading or Jagging relationship between two sinusoids will be 
used extensively, and the relationship should be recognizable both mathe
matically and graphically. 

Fig. 9-3 The sine wave Em sin ( wl + O) leads Em sin wt by O radians. 

e 

"'' 
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Drill Problems 
9-2 The phase angle by which a sinusoidal voltage e1 leads another 
sinusoidal voltage e2 may be given as an angle 8, where - 1 80 º  < 8 � 1 80 º ,  
the negative angles signifying that e1 actually lags e2 . Given that 
e1 = 60 sin ( l OOt - 50 º ) ,  find 8 if e2 = (a) 20 sin ( 1 001 + 20º ) ;  (b) 
40 cos 1 001 ; (e) - 30 cos ( 1 001 + 260 º ) .  

Ans. - 70º : - 1 40 º ;  1 40º 

9-3 The sum of a finite number of cosine and sine waves of the sarne 
frequency may always be expressed as a single sine or cosine wave in
cluding a phase angle. Express each of the following sums in the form 
A cos (5t - 8), where - 1 80º  < 8 � 1 80 º ,  by determining numerical 
values for A and 8 :  (a) 2 sin 5 1 + 2 cos 51 ; (b) 3 cos 51 - 4 sin 51 ;  (e) 
6 cos (5t - 30º )  + 2 sin 5t. 

Ans. 2.83, 45 º ;  7 .2 1 ,  43.9 º ; 5 .00, - 53. 1 º  

9-3 FORCED RESPONSE TO SINUSOIDAL FORCING FUNCTIONS 

Now that we are familiar with the mathematical characteristics of sinusoids and 
can describe and compare them intelligently, we are ready to apply .. a sinusoidal 
forcing function to a simple circuit and to obtain the forced response. We shall 
first write the differential equation which applies to the given circuit. The com
plete solution of this equation is composed of two parts, the complementary 
solution (which we refer to as the natural response) and the particular integral 
( or forced response ) . The natural response is independent of the mathematical 
form of the forcing function and depends only upon the type of circuit, the 
element values, and the initial conditions. We find it by setting ali the forcing 
functions equal to zero, thus reducing the equation to the simpler linear 
homogeneous differential equation. We have already determined the natural re
sponse of many RL, RC, and RLC circuits. 

The forced response has the mathematical form of the forcing function, plus 
ali its derivatives and its first integral. From this knowledge, it is apparent that 
one of the methods by which the forced response may be found is by assuming 
a solution composed of such a sum of functions, where each function has an un
known amplitude to be determined by direct substitution into the differential 
equation. This is a lengthy method, but it is the one which we shall use in this 
chapter to introduce sinusoidal analysis because it involves a minimum of new 
concepts. If the simpler method to be described in the following chapters were 
not available, circuit analysis would be an impractical, useless art. 

The term stea4J-slale response is used synonymously with forced response, and 
the circuits we are about to analyze are commonly said to be in the "sinusoidal 
steady state ." Unfortunately, steady state carries the connotation of "not 
changing with time" in the minds of many students. This is true for d-c forcing 
functions, but the sinusoidal steady-state response is definitely changing with 



271 The Sinwoidal Forcing Function 

time. The steady state simply refers to the condition which is reached after the 
transient or natural response has died out. 

Now let us consider the series RL circuit shown in Fig. 9-4. The sinusoidal 
source voltage e8 = Em cos wt has been switched into the circuit at some remote 
time in the past, and the natural response has died out completely. We seek 
the forced response, or steady-state response, and it must satisfy the differential 
equation 

L di R . E - +  z =  m COS Wt dt 
The functional form of the forced response is next obtained by integration and re
peated differentiation of the forcing function. Only two different forms are 
obtained, sin wt and cos wt. The forced response must therefore have the gen
eral form 

i(t) = /1 cos wt + 12 sin wt 
where /1 and /2 are real constants whose values depend upon Em, R, L, and w. 
No constant or exponential function can be present. Substituting the assumed 
form for the solution into the differential equation yields 

L( - l1w sin wt + l2w cos wt) + R(/1 cos wt + 12 sin wt) = Em cos wt 
If we collect the cosine and sine terms, we obtain 

( - Ll1w + R/2) sin wt + (Ll2w + R/1 - Em) cos wt = O 

This equation must be true for ali values of t, and this can be achieved only if 
the factors multiplying cos wt and sin wt are each zero. Thus, 

- wL/1 + RI2 = O  wL/2 + R/1 - Em = O 

and simultaneous solution for /1 and /2 leads to 

I _ wLEm 
2 - R2 + w2L2 

Thus, the forced response is obtained, 

. REm wLEm . z(t) = R2 + w2L2 cos wt + R; + w2L2 sm wt (9-2) 

L 
Fig. 9-4 A series RL circuit for 
which the forced response is desired. 



272 Sinwoidal Analysú 

This expression is slightly cumbersome, however, and a clearer picture of the 
response can be obtained by expressing the response as a single sinusoid or 
cosinusoid with a phase angle. Let us select the cosinusoid in anticipation of 
the method in the following chapter, 

i(t) = A cos (wt - 8) (9-3) 

At least two methods of obtaining the values of A and ·8 should suggest themselves. 
We might substitute Eq. (9-3) directly into the original differential equation, or 
we could simply equate the two solutions (9-2) and (9-3). Let us select the 
latter method, since the former makes an excellent problem for the end of the 
chapter, and equate Eqs. (9-2) and (9-3) after expanding cos (wt - 8) , 

A 8 A · 8 
. REm wLEm . cos cos wt + sm sm wt = cos wt + 2 sm wt R2 + w2L2 R + w2L2 

Thus, again collecting and setting the coefficients of cos wt and sin wt equal to zero, 
we find 

A 8 
_ REm 

cos - R2 + w2L2 and A . 
8 

wLEm 
S!Il = ---

R2 + w2L2 

To find A and 8, we divide one equation by the other, 

A sin 8 = tan 8 = wL A cos 8 R 
and by drawing a small triangle, as shown in Fig. 9-5, we have 

Thus, 

cos 8 = --;==R====;o yR2 + w2L2 

A =  
cos 8 R2 + w2L2 

or 

The alternative form of the forced response therefore becomes 

z t = cos wt - tan-1 -·( ) Em 
( 

wL) 
yR2 + w2L2 R (9-4) 

The electrical characteristics of the response i( t) should now be considered. 
The amplitude of the response is proportional to the amplitude of the forcing 
function ; if it were not, our concept of linearity would have to be discarded. 

wL 

li 

Fig. 9-5 A triangle drawn to display 
the relationship tan O = wL/ R ena
bles the value of cos O to be found. 
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e, ; 

w t  

Fig. 9-6 The applied 
sinusoidal voltage forcing 
function and the resultant 
sinusoidal current response 
of the series RL circuit 
shown in Fig. 9-4. 

The amplitude of the response also decreases as R, L, or w is increased, but not 
proportionately. This is confirmed by the differential equation, for an increase 
in R, L, or di/ dt requires a decrease in current amplitude jf the source-voltage 
amplitude is not changed. The current is seen to lag the applied voltage by 
tan-1 (wL/R) , an angle between O º  and 90 º .  When w = O or L  = 0, the current 
must be in phase with the voltage ; since the former situation is direct current 
and the latter provides a resistive circuit, the result is expected. If R = Q, the 
current lags the voltage by 90 º ;  then es = L (di/dt ) , and the derivative-integral 
relationship between the sine and cosine indicates the validity of the 90 º phase 
difference. 

The applied voltage and the resultant current are both plotted on the sarne 
wt axis in Fig. 9-6, but arbitrary current and voltage ordinates are assumed. 
The fact that the current lags the voltage in this simple .RL circuit is now vis
ually apparent. We shall later be able to show easily that this result is typical 
for ali inductive circuits, that is, circuits composed only of inductors and 
resistors. The phase difference between the current and voltage depends upon 
the ratio of the quantity wL to R. We call wL the inductive reactance of the in
ductor ; it is measured in ohms, and it is a measure of thé opposition which is 
offered by the inductor to the passage of a sinusoidal current. Much more will 
be said about reactance in the following chapter. 

The method by which we have found the sinusoidal steady-state response for 
this simple series RL circuit has not been a trivial problem.. We might think of 
the analytical complications as arising through the presence of the inductor; if 
both the passive elements had been resistors, the analysis would have been 
ridiculously easy, even with the sinusoidal forcing function present. The reason 
the analysis would be so easy results from the simple voltage-current relationship 
specified by Ohm's law. The voltage-current relationship for an inductor is not 
as simple, however; instead of solving an algebraic equation, we were faced with 
a nonhomogeneous differential equation. It would be quite impractical to ana
lyze every circuit by the method described above, and in the following chapter we 
shall therefore take steps to simplify the analysis. Our result will be an alge
braic relationship between sinusoidal current and sinusoidal voltage for inductors 
and capacitors as well as resistors, and we shall be able to produce a set of alge� 
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15 o 4 h 4 o 

··i '"\.,, 

4 h 
(a) 

(b) 

8 o 4 h 

Fig. 9-7 See Drill Prob. 9-5. 

(e) 

braic equations for a circuit of any complexity. The constants and the variables 
in the algebraic equations will be complex numbers rather than real numbers, 
but the analysis of any circuit in the sinusoidal steady state becomes almost as 
easy as the analysis of a similar resistive circuit. 

e(I) V 

Drill Problems 

9-4 Determine the amplitu�e and angle of lag of the sinusoidal cur
rent_flowing in the circuit of Fig. 9-4 if : 

(a) e, = 1 00 cos 2t volts, R = 6 ohms, L = 4 henrys 
(b) e, = 1 00 cos 4t volts, R = 6 ohms, L = 4 henrys 
(e) e, = 1 00 cos 4t volts, R = 6 ohms, L = 2 henrys 

Ans. 1 0  amp, 53 . 1 º ;  5 .85 amp, 69.4 º ;  10 amp, 53. 1 º 

9-5 Apply Thévenin's theorem to find the amplitude and angle of lag 
of the inductor current iL in the circuits shown in Fig. 9- 7 a, b, and e if 
e, = 1 00 cos 21 volts and i, = 5 cos 21 amp. 

Ans. 6.67 amp, 53. 1 º ;  6 amp, 53. 1 º ;  3.54 amp, 45º 

1 ( µsec ) 

Fig. 9-8 See Prob. 1 .  
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e, i (v) ( amp ) 

Fig. 9-10 See Prob. 4. 

Problems 

t ( m sec ) 

Fig. 9-9 See Prob. 3. 

R 

L 

•1 With reference to the sinusoidal voltage waveforrn shown in Fig. 9-8, find T, 
f, and w. Write e(I) as a cosine function including a phase angle, as a sine 
function including a phase angle, and also as the surn of a cosine and sine 
where neither includes a phase angle. By what angle does e(I) lead 
5 cos [w(I + 2 X 1 0-s)] ? 

2 Substitute Eq. (9-3) into the differential equation describing the circuit of 
Fig. 9-4, and show that the result is identical with Eq. (9-4) . 

•3 Express e(t) and i( 1 ) ,  as plotted in Fig. 9-9, in the forrn A cos ( wl - O). lf 
the voltage and current waveforrns apply to a series RL circuit, find R 
and L. 

•4 A sinusoidal source e8 = 50 cos 2001 is connected to a series cornbination of 
30 ohrns and 0 .2 henry, as shown in Fig. 9- 1 0. (a) Find i (steady state) as 
the surn of a terrn in cos 2001 and one in sin 2001. (b) Find i as a cosine 
function with a phase angle. (e) Find i as a sine function with a phase 
angle. (d) Sketch e8 and i on the sarne wl axis. (e) Find eR. (f )  Find e�. 
(g) Show that e, = eR + eL. 

5 Repeat Prob. 4 if e8 = 50 cos (2001 + 1 20º  ) . 
6 ln the RC circuit shown in Fig. 9- 1 1 , let e8 = Em cos wl. (a) Show that 

ir = 
Em 

cos fw1 + tan-1 _l _\ . (b) If R = 30 ohrns, C = lhooo 
yR2 + l /w2c 2 \ wCR} 

farad, w = 200 radians/sec, Em = 50 volts, evaluate i and sketch e8 and i on 
the sarne wl axis. (e) Find eR and ec, and show that e, = eR + ec. 
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Fig. 9-11 See Prob. 6. 

R 

•7 A small induction motor is represented by a resistance of 200 ohms in 
series with an inductance of 0.2 henry. The motor is energized by a 
1 1 5 -volt 60-cps voltage (the amplitude of the voltage is therefore 1 1 5 y'2 
volts, as discussed in Sec. 1 2-5 ) . Find the amplitude of the current and the 
phase angle by which it lags the applied voltage. 

8 ln the circuit of Fig. 9- 1 0  and Prob. 4, now assume that e, is applied to the 
circuit at t = O and that there is no energy stored initially in the inductance. 
Find i(t), including both the transient and steady-state components. 

•9 A current source -3 cos 2t amp, a closed switch, a 3-ohm resistor, and a 
2-henry inductor are ali in parallel. The switch is opened at t = O. Find the 
inductor voltage and current. 

10 A voltage source e, = Em cos wt is in series with an inductance L and a capaci
tance C. Write the integrodifferential equation for this circuit. Assume a 
suitable functional form for the forced current i(t) and determine the exact 
form by substitution into the integrodifferential equatiôn. Assume that 
w =!= 1 /  vrc. 

1 1  Knowing the forced response i( t) for the circuit of Fig. 9-4, construct the 
dual circuit and specify its forced response. Apply Thévenin's theorem to 
this dual circuit and thus obtain the forced response given in Prob. 6, part a. 



Chapter 1 o The Phaso• Concept 

10- 1  INTRODUCTION 

Throughout the earlier portions of our study of circuit analysis, we devoted our 
entire attention to the resistive circuit. However, we might remember that we 
were often promised that those methods which we were applying to resistive cir
cuits would later prove applicable to circuits containing inductors and 
capacitors as well. ln this chapter we shall lay the descriptive groundwork 
which will make this prediction come true. We shall develop a method for 
representing a sinusoidal forcing function or a sinusoidal response by a complex
number symbolism called a phasor transform, or simply a phasor. This is 
nothing more than a number which, by specifying both the magnitude and 
phase angle of a sinusoid, characterizes that sinusoid just as completely as if it 
were expressed as an analytical function of time. By working with phasors, 
rather than with derivatives and integrais of sinusoids as we did in the preced
ing chapter, we shall affect a truly remarkable simplification in the steady-state 
sinusoidal analysis of general RLC circuits. This simplification should become 
apparent toward the end of this chapter. 

The use of a mathematical transformation to simplify a problem should not 
be a new idea to us. For example, we have ali used logarithms to simplify 
arithmetic multiplication and division. ln order to multiply severa! numbers 
together, we first determined the logarithm of each of the numbers, or "trans
formed" the numbers into an alternative mathematical description. We might 
now describe that operation as obtaining the "logarithmic transform." We then 
added ali the logarithms to obtain the logarithm of the desired product. Then, 
finally, we found the antilogarithm, a process which might be termed an inverse 
transformation ; the antilogarithm was our desired answer. Our solution carried 
us from the domain of everyday numbers to the logarithmic domain,  and back 
again. 

271 
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Other familiar examples of transform operations may be found in the 
alternative representations of a circle as a mathematical equation, as a geometric 
figure on a rectangular-coordinate plane, or merely as a set of three numbers, 
where it is understood that the first is the x-coordinate value of the center, the 
second is the y-coordinate value, and the third is the magnitude of the radius. 
Each of the three representations contains exactly the sarne information, and 
once the rules of the transformations are laid down in analytic geometry, we 
find no difficulty in passing from the algebraic domain to the geometric domain 
or to the "domain of the ordered triplet. "  

Few other transforms with which we  are familiar provide the simplification 
that can be achieved with the phasor concept. 

· 

10-2 THE COMPLEX NUMBER 

Some of us have certainly already learned the rudiments of the use of complex 
numbe'rs in high school or in early mathematics courses in college. However, 
the subject is not a familiar one to ali of us. The following severa! sections pro
vide an adequate introduction to the topic and are sufficient for our purposes. 
Most students enjoy learning this material and do so with facility ; there is really 
nothing that is complex about a complex number except its mathematical name. 

Our early trairiing in mathematics dealt exclusively with real numbers, such 
as 4, - o/7, and 'lr. Soon, however, we began to encounter algebraic equations, 
such as x2 = - 3, which could not be satisfied by any real number. Such an 
equation can be solved only through the introduction of the imaginary unit or the 
imaginary operator, which we shall designate1 by the symbol j. By definition, 

j 2 = - 1 ,  and thus j = y=T, j3 = -j, j4 = 1 ,  and so forth. The product of a 
real number times the imaginary operator is called an imaginary number, and the 
sum of a real number and an imaginary number is called a complex number. 
Thus, a number having the form a + jb, where a and b are real numbers, is a 
complex number. 2 

We shall designate a complex number by means of a special single symbol; 
thus, A = a + jb . The complex nature of the number is indicated by the use 
of bold-face type; in hand-written material, a dot or a bar over the letter 
is customary. The complex number A above is described as having a real com
ponent or real pari a and an imaginary componenl or imaginary pari b. This is also 
expressed as 

Re [A] = a Im [A] = b 
The imaginary component of A is not jb . By definition, the imaginary com
ponent is a real number. 

1 Thc mathematicians designa te the imaginary opcrator by the symbol i, but it is customary to use j in 
electrical engineering in ordcr to avoid confusion with _the symbol for current. 

2 The choice of the words imaginary and complex is unfortunate. They are used here and in thc 
mathcmatical literature as technical tcrms to designate a class of numbcrs. To interpret imaginary as 
"not pcrtaining to thc physical world" or complcx as "complicatcd" is ncithcr justificd nor intended. 
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Imaginary axis 

j3 

;2 

; l 

- 1  o 

-i l 

-i 2 e N  

e M  

3 4 5 Real axis 

Fig. 10-1 The complex 
numbers M = 3 + j 1 and 
N = 2 - j 2 are shown on 
the complex plane. 

lt should be noted that ali real numbers may be regarded as complex num
bers having imaginary parts equal to zero. The real numbers are therefore 
included in the system of complex numbers, and we may now consider them as 
a special case. When we define the fundamental arithmetic operations for com
plex numbers, we should therefore expect them to reduce to the corresponding 
definitions for real numbers if the imaginary part of every complex number is 
set equal to zero. 

Since any complex number is completely characterized by a pair of real num
bers, such as a and b in the example above, we can obtain some visual assistance 
by representing a complex number graphically on a rectangular, or cartesian, 
coordinate system. By providing ourselves with a real axis and an imaginary 
axis, as shown in Fig. 1 0- 1 ,  we form a complex plane on which any complex num
ber can be represented as a single point. The complex numbers M = 3 + j 1 
and N = 2 - j 2  are indicated. It is important to understand that this complex 
plane is only a visual aid ; it is not at ali essential to the mathematical statements 
which follow. 

We shall define two complex numbers as being equal if, and only if, their 
real parts are equal and their imaginary parts are equal. Graphically, then, to 
each point in the complex plane there corresponds only one complex number, 
and conversely, to each complex number there corresponds only one point in 
the complex plane. Thus, given the two complex numbers 

A = a + jb and B = e +  jd 

then, if 

A = B  

it is necessary that 

a = c  and 
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A complex number expressed as the sum of a real number and an imaginary 
number, such as A = a  + jb, is said to be in rectangular form. Other forms for 
a complex number will appear shortly. 

Let us now define the fundamental operations of addition, subtraction, multi
plication, and division for complex numbers. The sum of two complex numbers 
is defined as the comple·x number whose real part is the sum of the real parts of 
the two complex numbers and whose imaginary part is the sum of the imaginary 
parts of the two complex numbers. Thus, 

(a + jb) + (e + jd) = (a +  e) +  j (b + d) 
For example, 

(3 + j 4) + (4 - j 2) = 7 + j 2  
The difference of two complex numbers is taken in a similar manner; for example, 

(3 + j4) - (4 - j 2) = - 1  + j6  

Addition and subtraction of complex numbers may also be accomplished 
graphically on the complex plane. Each complex number is represented as a 
vector, or directed line segment, and the sum is obtained by completing the 
parallelogram, illustrated by Fig. 1 0-2a, or by connecting the vectors in a 
head-to-tail manner, as shown in Fig. 1 0-2b. A graphical sketch is often useful 
as a check for a more exact numerical solution. 

The product" of two complex numbers is defined by 

(a + jb)(c + jd) = (ac - bd) + j (bc + ad) 
This result may be easily obtained by the direct multiplication ofthe two binomial 
terms, using the rules of the algebra of real numbers, and then simplifying the 
result by lettingj 2 = - 1 . For example, 

(3 + j 4)(4 - j 2) = 1 2  - j 6  + j 16 - 8j 2 
= 1 2  + j lO + 8 
= 20 + j l O 

It is easier to multiply the complex numbers by this method, particularly ifwe 
immediately replace j 2 by - 1 , than it is to substitute into the general formula 
which defines the multiplication. 

Before defining the operation of division for complex numbers, we should de
fine the conjugate of a complex number. The cor!Jugate of the complex number 
A = a + jb is a - jb and is represented as A*. The conjugate of any complex 
number is therefore easily obtained by merely changing the sign of the imagi
nary part of the complex number. Thus, if 

A =  5 + j 3 

then 

A* = 5 - j 3 

The definitions of addition, subtraction, and multiplication show that the 
following statements are true : the sum of a complex number and its conjugate is 
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lmaginary Imaginary 

Real 

5 - jl 

(a) (b) 

Real 

M + N = 5 - jI 

Fig. 10-2 (a)  The sum of the complex numbers M = 3 + j 1 and 
N = 2 - j 2 is obtained by constructing a parallelogram. ( b)  The sum ef 
the sarne two complex numbers is found by a head-to-tail combination. 

a real number ; the difference of a complex number and its conjugate is an 
imaginary number; and the product of a complex number and its conjugate is a 
real number. It is also evident that if A* is the conjugate of A, then A is the 
conjugate of A* ;  in other words, A = (A* ) * .  A complex number and its conju
gate are said to form a conjugate complex pair of numbers. 

We now define the quotient of two complex numbers : 

� _ (A)(B*) 
B 

-
(B)(B* )  

and thus 

a + jb _ ( ac + bd) + j ( bc - ad) 
e + jd - c2 + d 2 

We multiply numerator and denominator by the conjugate of the denominator in 
arder to obtain a denominator which is real ; this process is called rationalizing the 
denominator. As a numerical example, 

3 + j 4 - (3 + j 4 )( 4 + j 2) 
4 - j 2  (4 - j 2)(4 + j 2) 

- 4 + j 22 
-

1 6  + 4 
= 0.2 + j l . I  

The addition or subtraction of two complex numbers which are each expressed 
in rectangular form is a relatively simple operation ; multiplication or division of 
two complex numbers in rectangular form, however, is a rather unwieldy 
process. These latter two operations will be found to be much simpler when 
the complex numbers are given in either expónential or polar form. These 
forms will now be introduced. 
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Drill Problems 

10-1 ' Given A = 3 + } 2, B = 1 - j 3, C = - 2 + j l , find : (a) A + B; 
(b) 4C - 2B; (c) A - B + C. 

Ans. 4 - j 1 ; O + j 6; - 10 + j 10  

10-2 Given A = 3 + j 2, B = 1 - j 3, C = -2  + j l , find : (a) AB; (b) 
(A + B)(A + C) ;  (c)j (A + B)(3 + 2C) .  

Ans. - 9 - j 2 ; 9 - j 7 ; 7  + j l l  

10-3 Given A = 3 + j 2, B = l - j 3, C = - 2 + j l , find : (a) AB* ; 
(b) (AB)* ; (e) (A + A*)(B - B* )CC* . 

Ans. 9 + j 7 ;  - 3  + j l l ;  -j 1 80 

10-4 Given A = 3 + j 2, B = 1 -j 3,  C = - 2 + j 1 , find : (a) A/B; 
(b) (A + B)/(B + C) ;  (e) A/[(C)(A + C)J . 

Ans. - 0.3  + } 1 . 1 ;  - 0.5 + } 0. 1 ;  - 0.4 + j l .8 

10-3 EULER'S IDENTITY 

ln this and the following chapters we shall begin to encounter functions of time 
which contain complex numbers, and we shall be concerned with the differentia
tion and integration of these functions. ln most cases we shall be concerned with 
differentiating and integrating these functions with respect to the real variable 1. 
ln only a few isolated cases will we find it necessary to differentiate or integrate 
with respect to a complex variable. Neither of these cases requires any special 
treatment. 

The operations of differentiation and integration with respect to complex var
iables are defined -using the sarne limiting processes that are employed for real 
variables, and it can be shown in a straightforward manner that complex 
variables and complex constants can be treated just as though they were real 
variables or real constants when performing the operations of differentiation or 
integration. ln other words, if f ( t )  is a complex function of time, such as 

then 

f( t )  = a cos ct + jb sin ct 

df(t )  . 
'b -- = - ac sm ct + J e cos ct dt 

and Jr( t )  dt = � sin ct - jÉ. cos ct + e 
e e 

where the constant of integration C is a complex number in general. Since our 
intention is not to study mathematics per se, but only to leam how to apply it 
to our problems, we shall not consider the proofs of these statements on the ex
tension of the differentiation and integration processes. 



283 The Pluuor Coru!ept 

At this time we must make use of a very important fundamental relationship 
known as Euler's identity (pronounced "oilers") .  Let us make an exception 
immediately to our ban on mathematical proofs and prove this identity, which 
will be extremely useful in representing a complex number in a form other than 
rectangular form. We begin by forming the complex quantity B, 

B = cos O + j sin O ( 1 0- 1 )  

where O is a dimensionless real number expressed i n  radians. I f  we differentiate 
B with respect to O, we obtain 

or 

and 

dB . O . O . ( O . 
. O) 

dO 
= - sm + y cos = J cos + y sm 

d B  _ . 8 
dO - J 

dB = } dO 
B 

Now let us integrate each side of Eq. ( 1 0-2) : 

ln B = jB + c  

( 1 0-2) 

where C is a complex constant of integration. We evaluate C by returning to 
( 1 0- 1 )  and letting O = O ;  thus, B = 1 + j O  when O = O. Hence, C = O, and 

ln B = }0 or 

and thus we obtain Euler's identity, 

éº = cos O + j sin O ( 1 0-3) 

If we had begun with the conjugate of Eq. ( 1 0- 1 ) , we should have obtained an 
alternative form of Euler's identity, 

ciº = cos O - j sin O ( 1 0-4) 

By adding and subtracting Eqs. ( 1 0-3)  and ( 1 0-4 ), we obtain the two expressions 
which we used without proof in our study of the underdamped natural response 
of the parallel and series RLC circuits, 

cos O = Y.!( liº + ciº) 
s in O = -j 1/2(dº · - ciº) 

( 1 0-5) 
( 1 0-6) 

Another method whereby Euler's identity may be developed is through a com
parison of the infinite power-series representations of éº, cos O, and sin O. This 
is outlined in Prob. 9. 

Drill Problems 

10-5 Use Euler's identity to determine the numerical value of: (a) li1 ; 
(b) cos (j 1 ) ; (e) sin (j 1 ) .  

Ans. 0.540 + j 0.842 ; 1 .543 ; j 1 . 1 75 
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10-6 Since ta+ib = tªtib, Euler's identity also enables us to find the value 
of í raised to any complex power. Evaluate : (a) íl+il ; (b) co.5+;0.5; 
(e) c2-;1 . 

Ans. 0 .073 - j 0. 1 1 4 ;  0.532 + j 0.29 1 ; 1 .469 + j 2.29 

10-4 THE EXPONENTIAL FORM 

Let us now take Euler's identity 

ti8 = cos 8 + j sin 8 

and multiply each side by the real number C, 
Cti8 = C cos 8 + jC sin 8 ( 1 0-7) 

The right side of Eq. ( 1 0-7 )  consists of the sum of a real number and an imaginary 
number and thus represents a complex number in rectangular form; let us call 
this complex number A, where A = a + jb. By equating the real parts 

a =  C cos O 

and the imaginary parts 

b = C sin 8 

squaring and adding Eqs. ( 1 0-8) and ( 1 0-9), 

a2 + b2 = c 2 

or e =  -Ja2 + b2 

and dividing Eq. ( 1 0-9) by Eq. ( 1 0-8), 

or 

1!._ = tan O 
a 

8 = tan-1 1!.. 
a 

( 1 0-8) 

( 10-9) 

( 1 0- 1  O) 

( 1 0- 1 1 )  

w e  obtain the relationships ( 1 0- 1  O )  and ( 1 0- 1 1 ) ,  which enable us t o  determine C 
and 8 from a knowledge of a and b. For example, if A =  4 + j 2, then we 
identify a as 4 and b as 2 and find e and 8 :  

e =  -..)42 + 22 = 4.47 
8 = tan-1 % = 26.6º 

We could use this new information to write A in the form 

A =  4.47 cos 26.6º  + j 4.47 sin 26.6º  

but it is the form of the left side of Eq.  ( 1 0-7)  which will prove to be the more 
useful : 
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A complex i:iumber expressed in this manner is said to be in exponentialfarm. The 
real multiplying factor C is known as the magnitude or amplitude and the 
real quantity 8 appearing in the exponent is called the argument or angle. A 
mathematician would always express 8 in radians and would write 

A = 4.47fi0.464 

but electrical engineers customarily work in terms of degrees. The use of the 
degree symbol ( º )  in the exponent should make confusion impossible. 

To recapitulate, if we have a complex number which is given in rectangular 
form, 

and wish to express it in exponential form, 

A =  Cdº 
we may find C and 8 by Eqs. ( 1 0- 1  O) and ( 1 0- 1 1 ) . If we are given the complex 
number in exponential form, then we may find a and b by Eqs. ( 1 0-8) and ( 1 0-9). 

One question will be found to arise in the determination of the angle 8 by 
using the arc-tangent relationship ( 1 0- 1 1 ) .  This function is multivalued, and 
an appropriate angle must be selected from various possibilities. One methcxl 
by which the choice may be made is to select an angle for which the sine and 
cosine have the proper signs to produce the required values of a and b from 
Eqs. ( 1 0-8) and ( 1 0-9). For example, let us convert 

E =  4 - j 3  
to exponential form. The amplitude is 

e = y'42 + ( - 3)2 = 5 
and the angle is 

e = tan-1 - 3  
4 ( 1 0- 1 2) 

A value of 8 must be selected which leads to a positive value for cos 8, since 
4 = 5 cos 8, and a negative value for sin 8, since - 3 = 5 sin 8. We therefore 
obtain 8 = - 36 .9 º ,  323 . 1 º ,  - 396. 9 º ,  and so forth. Any of these angles is cor
rect, and we usually select that one which is the simplest, here - 36 .9 º .  We 
should note that the solution of Eq. ( 1 0- 1 2 ) ,  8 = 1 43 . 1 º ,  is not correct because 
cos e is negative and sin e is positive. 

A simpler method of selecting the correct angle is available if we represent 
the complex number graphically in the complex plane. Let us first select a com
plex number, given in rectangular form, A = a + jb, which lies in the first 
quadrant of the complex plane, as illustrated in Fig. 1 0-3 .  If we draw a line 
from the origin to the point which represents the complex number, we shall 
have constructed a right triangle whose hypotenuse is evidently the magnitude 
of the exponential representation of the complex number. ln other words, 
C = ya2 + b2. Moreover, the counterclockwise angle which the line makes 



Fig. 10-3 A complex number may 
be represented by a point in the 
complex plane by choosing the cor
rect real and imaginary parts from 
the rectangular form, or by select
ing the magnitude and angle from 
the exponential form. 

Imaginary 

a = C cos 8  
!} = c m • 

Real 

with the positive real axis is seen to be the angle () of the exponential represen
tation, because a = C cos () and b = C sin 8. Now if we are given the rectan
gular form of a complex number which lies in another quadrant, such as 
E = 4 - j 3, which is depicted in Fig. 1 0-4, the correct angle is graphically 
evident, either - 36.9 º or 323 . 1 º for this example. The sketch may often be 
visualized and need not be drawn. 

If the rectangular form of the complex number has a negative real part, it is 
often easier to work with the negative of the complex number, thus avoiding 
angles greater than 90º in magnitude. For example, given 

1 = - 5  + j 2  

we write 

1 = - (5 - j 2) 

and then transform to exponential form, 

1 = - Cdº 
where 

e = V29 = 5.39 and 

Fig. 10-4 The complex number 
E = 4 - j 3 = 5cJ36.9º is rep
resented in the complex plane. 

() = tan-1 - 2  = - 2 1 .8º  5 

lmaginary 

8 = 323.1° Real 
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Thus, the exponential form of l is 

I = - 5.39c;2i .s · 

The negative sign may be removed from the complex number by increasing or 
decreasing the angle by 1 80 º ,  as shown by reference to a sketch in the complex 
plane. Thus, we may write 

1 = 5.39é158·2 ' or 1 = 5 .39c;201 .s · 

Any of these three forms is acceptable. 
One last remark about the exponential representation of a complex number 

should be made. Two complex numbers, both written in exponential form, are 
equal if, and only if, their magnitudes are equal and their angles are equivalent. 
Equivalent angles are those which differ by multi pies of 360 º .  For example, if 
A = Cé8 and B = Dé'", then if A = B, it is necessary that C = D and 
() = cp ± 360ºn, where n = O, 1 ,  2, 3 ,  

Drill Problems 
10-7 Transform to exponential form : (a) 6.43 + j 7 .66 ; (b) O +  j lO ; 
(e) - 7 .07 - j 7 .07 .  

Ans. 1 0ci135 ' ;  1 Qé50' ; 1 0é90' 

1 0-8 Transform to exponential form : (a) (3 + j 4)/( - 4 - j 3) ;  (b) 
2/( - 0.6 + j 0.8) ; (e) ( - 1  + j 2)/( - 1  - j 2) .  

10-5 THE POLAR FORM 

Ans. lci126.9 ' ; 1ci163. 1 • ; 2ci126.9' 

The third (and last) form in which we may represent a complex number is 
essentially the sarne as the exponential form, except for a slight difference in 
symbolism. We use an angle sign ( !._ ) to replace the combination (é ) .  Thus, 
the exponential representation of a complex number A, 

A =  Céº 
may be written somewhat more concisely as 

A =  C/j_ 
The complex number is now said to be expressed in polar form, a name which 
suggests the representation of a point in a ( complex) plane through the use of 
polar coordinates. 

lt is apparent that the transformation from rectangular to polar form or from 
polar form to rectangular form is basically the sarne as transformations between 
rectangular and exponential form. The sarne relationships exist between C, 8, 
a,  and b. 

The complex number 

A = lO + j lO 
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is thus written in exponential form as 

A = 14 . 1 4d45 •  

and in  polar form as 

A =  14 . 1 4/45 º 

ln order to appreciate the utility of the exponential and polar forms, let us 
consider the multiplication and division of two complex numbers represented in 
exponential or polar form. If we are given 

A = 5/53. 1 º and B = 1 5/ - 36.9 º 

then the expression of these two complex numbers in exponential form 

B = 1 5ci36.9 .  

enables u s  to  write the product as a complex number in  exponential form whose 
amplitude is the product of the amplitudes and whose angle is the algebraic 
sum of the angles, in accordance with the normal rules for multiplying two 
exponential quantities, 

(A)(B) = (5)( 1 5 )d<5a. 1 • -aa.9 · >  

or AB = 75d16·2 • 

From the definition of the polar form, it is evident that 

� = 0.333/90º 
B 

Addition and subtraction of complex numbers are accomplished most easily 
by operating on complex numbers in rectangular form, and the addition or sub
traction of two complex numbers given in exponential or polar form should 
begin with the conversion of the two complex numbers to rectangular form. 
The reverse situation applies to multiplication and divison ; two numbers given 
in rectangular form should be transformed to polar form, unless the numbers 
happen to be small integers. For example, if we wish to multiply ( 1 - j 3) by 
( 2  + j 1 ) , it is easier to multiply them directly as they stand and obtain (5 - j 5) .  
lf the numbers can be multiplied mentally, then time is  wasted in transforming 
them to polar form. 

We should now endeavor to become familiar with the three different forms in 
which complex numbers may be expressed and with the rapid conversion from 
one form to another. The relationships between the three forms seem almost 
endless, and the following lengthy equation summarizes the various inter
relationshi ps : 

A = a + jb = Re [A] + J lm [A] = C(is = ya2 + b2 (i tan-l (b!a) 

= ya2 + b2 /tan-1 (b/a) = C cos 8 + jC sin 8 = Cl.Jl 

Most ofthe conversions from one form to another will be done with the help of 
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a slide rule. The transformation which we shall find most important to be able 
to achieve accurately and simply is that from rectangular to polar or exponential 
form. On most slide rules, this should not be clone by finding the square root of 
the sum of the squares of the rectangular components. Each student should 
refer to his own slide-rule manual for the easiest technique. ln case of con
fusion, help should be solicited from an instructor, a fellow classmate, or a 
friendly high school student. 

Drill Problems 

10-9 Work each of the following problems by performing ali additions 
and subtractions in rectangular form and ali multiplications and di
visions in polar form. Convert from one form to another by slide rule. 
Express the answers in rectangular form. 

(a) 4. 1 2/28 º + 3 . 1 2  - j 0.9 1 8  
- 1 . 704 + j 1 .068 

(e) -------

1 + 
1 . 1 1 1  + j I .876 

(b) 28.6ml"._ - 6.93/ - 23. 7 °  
2.34 - ) 3.45 

Ans. 2.08 + j 1 .497 ; 0.566 - j 0.0766; - 8.09 - j 2.40 

10- 1 0  (a) Find the magnitude of (2LQ'.'_ + 2/7 2 º  + 2/1 44 º  + 2/2 1 6 º  + 
2/288 ° ) .  (b) Find the real part of €2QQ.'. .  (e) Find the imaginary part of 
3s/(s + 3) if s = - 2  + j 3 . 

Ans. 2 . 70 ;  3 .05 ;  O 

10-6 POWERS AND ROOTS 

Although we shall not have any occasion to perform operations on complex 
numben which are more advanced than those we have discussed, the definitions 
with which we are now familiar should enable us to take roots of complex num
bers, raise them to any power, take logarithms, sines, and cosines of complex 
arguments, or perform any algebraic operation . Equations which we may have 
felt before had no solution will now be found to have a complex solution. For 
example, one solution of 

sin x = 2 

is X =  1 .5 7 1  + j l .3 1 7  

and the solution of 

is 

y = ln ( - 1 ) 

y = 0 + j ('TT ± 2'1Tn) n = O, 1 ,  2, 3, . . . 
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With the introduction of complex numbers, we now have a complete number 
system. The result of any algebraic manipulation of a complex number always 
yields a complex number. This statement is certainly not true for the real
number system. 

ln order to gain a little more familiarity with complex-number operations, let 
us raise a complex number to the nth power, where n is a positive integer. We 
express the number in exponential form, 

A =  C(i9 

raise both sides to the desired power, 

(A)" = (üi9)" 

and obey the customary laws of algebra, 

(A)" = Cn(in9 

The result is also simply expressed in rectangular form, 

(A)" = Cn cos n8 + jCn sin n8 

For example, 

(2 + j5 )3 = (5.39/68.2 º )3 = 1 56.2/204.6º 

Roots of complex numbers are obtained in a similar fashion. Thus, given 

A =  Cd9 

then 

(A)ll" = CJ.!n(i91n 

However, if the angle of A is written in an alternative, equivalent form by 
adding or subtracting multi pies of 360 º ,  then other answers also appear. If 
k = O, 1 ,  2, 3, . . . , then A is expressible as 

A = C(i(9±2'1Tkl 

and, thus, 

(A)lln = C11n(i(9±•2kw) 

If n is an integer, then n distinct values of (A)11" are obtained. For example, if 
A =  8/1 20º 

then 

A113 = 8113/40 º -+- 1 20 ºk 

The three different answers are 

Other choices of the integer k lead to results which are equivalent to one of these 
three. 
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Fig. 10-5 A sketch showing the .five dif
firent values of ( 1 ) 1 15. 

Imaginary 

1/-144° 

A = 1 ÍQ: li.!!: 

Real 

1/-12° 

A graphical interpretation of this process is enlightening. For simplicity, let us 
select A = 1 + j O, as shown in Fig. 1 0-5 . The n different nth roots of unity are 
then found to lie on a circle of unit radius, centered at the origin ;  the roots are 
separated by 360º /n, with one root occurring at li.Q.'.'.. The sketch shows the 
case for n = 5 .  

Drill Problems 
10- 1 1 Evaluate and express in rectangular form : (a) (0.65 - j l .05)4 ; 
(b) ( - 0.8 + j 0.6)1º ; (e) ( 1  + j 0.06)5º. 

Ans. - 1 .083 + j 0. 1 57 ; 0.988 - j 0. 1 5 1 3 ; - 1 .40 1 + j l .856 

1 0- 1 2  After finding ali the roots in each part below, write them in the 
form Cé8 , where - 1 80 º < 8 � 1 80 º ,  and determine, for each part, that 
root for which J 8 J is smallest. (a) VJTOO; (b) ( 75  + j 1 00)113 ; 
(e) () 2)712 . 

Ans. 5él7 · 7 º ; 1 0é45º ; l l . 3 lci45º 

10-7 THE COMPLEX FORCING FUNCTION 

Now that we are adept at understanding and algebraically manipulating complex 
numbers, we are ready to think about applying a complex forcing function to 
an electrical network. It may seem strange, but we shall find that the use of 
complex quantities in sinusoidal steady-state analysis leads to methods which 
are much simpler than those involving purely real quantities. We should ex
pect a complex forcing function to produce a complex response ; we might even 
suspect, and suspect correctly, that the real part of the forcing function will pro
duce the real part of the response, while the imaginary portion of the forcing 
function will result in the imaginary portion of the response. Our goal in this sec
tion will be proving, or at least demonstrating, that these suspicions are correct. 
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N 1. COS (WI + tj>)  

Fig. 10-6 The sinusoidal forcing function Em cos ( wt + 8) produces the 
steady-state response I cos ( wt + </> ) . 

Let ,us first discuss the problem in rather general terms, thus indicating the 
method by which we might prove our assertions if we were to construct a gen
eral network ancÍ to analyze it by a set of simultaneous equations and their 
determinant solution. ln Fig. 1 0-6, a sinusoidal source 

Em cos (wt + 8) ( 10- 13) 

is connected to a general network, which we shall arbitrarily assume to be passive 
in  order to avoid complicating our use of the superposition principie later. A 
current response in some other branch of the network is to be determined. The 
parameters appearing in ( 1 0- 1 3)  are ali real quantities. 

The discussion in Chap. 9 of the method whereby the response to a sinusoidal 
forcing function may be determined, through the assumption of a sinusoidal 
form with arbitrary amplitude and arbitrary phase angle, shows that the re
sponse may be represented by 

lm cos (wt + </>) ( 10- 14) 

A sinusoidal forcing function always produces a sinusoidal forced response. 
Now let us change our time reference by shifting the phase of the forcing func

tion by 90º (or temporarily replacing t by t' - 'TT/2w). Thus, the forcing function 

Em cos (wt + 8 - 90º )  

when applied to the sarne network will produce a corresponding response 

lm cos (wt + </> - 90º )  

Ifwe represent these two sinusoids as sine waves, then the forcing function 

Em sin (wt + 8) 

produces the response 

Im sin (wt + </>) 

( 1 0- 1 5) 

( 1 0- 16) 

( 1 0- 1 7) 

( 1 0- 1 8) 

We must next depart from physical reality by applying an imaginary forcing 
function, one which cannot be applied in the laboratory, but one which can be 
applied mathematically. We should not feel that we are suddenly forsaking 
practical electrical engineering for some exotic theoretical study; it merely 
happens to be much easier to analyze real circuits through the use of imaginary 
and complex sources and responses. Our goal will consistently be a real answer. 
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We construct an imaginary source very simply ; it is only necessary to multiply 
the source, expressed by ( 1 0- 1 7 ) ,  by j, the imaginary operator. We thus apply 
the source 

JEm sin (wt + O) ( 1 0- 1 9) 

What is the response? If we had doubled the source, then the principie of 
linearity would require that we double the response ; multiplication of the forc
ing function by a constant k would result in the multiplication of the response 
by the sarne constant k. The fact that this constant is the imaginary operator j 
does not destroy this relationship, even though our earlier definition and discus
sion of linearity did not specifically include complex constants. It .is now more 
realistic to conclude that it did not specifically exclude them, for the entire dis
cussion is equally applicable if ali the constants in the equations are complex. 
The response to the imaginary source of ( 1 0- 1 9) is thus 

j/m sin (wt + </>) ( 1 0-20) 

The imaginary source and response are indicated in Fig. 1 O-7 .  
We have applied a real source and obtained a real response ; we have also 

applied an imaginary source and obtained an imaginary response. Now let us 
use the superposition theorem to find the response to the complex forcing func
tion which is the sum of the real and imaginary forcing functions. The 
applicability of superposition, of course, is guaranteed by the linearity of the cir
cuit and does not depend on the form of the forcing functions ; once we have 
permitted the imaginary or complex source, then we must accept the superposi
tion principie for imaginary or complex sources. The sum of the forcing 
functions of ( 1 0- 1 3) and ( 1 0- 1 9) ,  

Em cos (wt  + O)  + JEm sin (wt  + O) ( 1 0-2 1 )  

must therefore produce a response which is the sum of ( l 0- 1 4) and ( 1 0-20) , 

l,,. cos (wt + </>) + jlm sin (wt + </>) ( 1 0-22) 

The complex source and response may be represented more simply by apply
ing Euler's identity. The source of ( 1 0-2 1 )  thus becomes 

( 1 0-23) 

Fig. 10-7 The imaginary forcing function )Em sin ( wt + 8) produces the 
imaginary response j/m sin ( wt + </> ) . 

N jl. sin (WI + tP) 
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Fig. 10-8 The complex forcing 
Junction Emf.;(wt+u) produces the 
complex response lmf.;(wt+<t>) in the 
network of Fig. 10-6. 

and the response of ( 1 0-22) is 

N 

The complex source and response are illustrated in Fig. 1 0-8. 

( 1 0-24) 

There are severa! important conclusions to be drawn from this general ex
ample. A real, an imaginary, or a complex forcing function will produce a real, 
an imaginary, or a complex response, respectively. Moreover, a complex forc
ing function may be considered, by the use of the superposition theorem, as the 
surp. of a real and an imaginary forcing function ; thus the real part of the com
plex response is produced by the real part of the complex forcing function, while 
the imaginary part of the response is caused by the imaginary part of the com
plex forcing function. 

lnstead of applying a real forcing function to obtain the desired r:.eal response, 
we shall apply a complex forcing function whose real part is the given real 
forcing function; we shall obtain a complex response whose real part is the de
sired real response. Through this procedure, the integrodifferential equations 
describing the steady-state response of a circuit will become simple algebraic 
equations. 

Let us try out this idea on the simple RL series circuit shown in Fig. 1 0-9. 
The real source Em cos wt is applied; the real response i(t) is desired. 

We first construct the complex forcing function which, upon the application 
of Euler's identity, yields the given real forcing function. Since 

cos wt = Re éwt 

then the necessary complex source is 

The complex response which results is expressed in terms of an unknown ampli
tude lm and an unknown phase angle </>, 

Writing the differential equation for this particular circuit, 

R . L di 1 + - = e, 
dt 

we insert our complex expressions for e, and i, 

R/m(;M+<t>> + L .!!_ (/m(il»t+<t>>\ = E (;..,t 
dt J m 
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take the indicated derivative, 

Rfmé(wt+<P) + jwL/mé(wt+<P) = Eméwt 
and obtain a complex algebraic equation. ln order to determine the value of 
lm and e/>, we divide throughout by the common factor (iwt, 

Rlmé"' + jwLlmé"' = Em 
factor the left side, 

( 1 0-25) 

lmé"'(R + jwL ) = Em 
rearrange, 

lmé"' = 
Em 

R + JwL 
and identify lm and e/> by expressing the right side of the equation in exponential or 
polar form, 

lmé"' = 

• Thus, 

lm = 

and e/> =  

Em 
y'R2 + w2L2 

Em 
y'R2 + w2L2 

- tan-1 wL 
R 

(i [-tan- 1 (wLI R)j ( 1 0-26) 

The complex response is given by Eq. ( 1 0-26) .  The real response i.( t )  may be 
obtained by reinserting the (iwt factor on both sides of Eq. ( 1 0-26) and taking the 
real part, easily obtained by applying Euler's omnipotent formula. Thus, 

i(t) = lm cos (wt + cf>) 

= cos wt - tan-1 -Em 
( 

wL) 
y'R2 + w2L2 R 

which agrees with the response obtained for this sarne circuit in the previous 
chapter, Eq. (9-4). 

Although we have successfully worked a sinusoidal steady-state problem by 
applying a complex forcing function and obtaining a complex response, we have 
not taken advantage of the full power of the complex representation. ln order 

R 

L 
Fig. 10-9 A simple circuit in the 
sinusoidal steady state is to be analyz:,ed 
by the application of a complex farcing 

Junction. 
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to do so, we must carry the concept of the complex source or response one addi
tional step and define the quantity called a "phasor."  

Drill Problem 

10- 1 3  Find the complex current which results when the complex volt
age 50é<2t+30º) is applied to : (a) a 1 0-ohm resistance ; (b) a 2-henry in
ductance ; (e) a 0.2-farad capacitance. 

Ans. 20(i<21+120 ° ) amp; 1 2 .5é<2t-60º ) amp ; 5(i<2t+30 º ) amp 

10-8 THE PHASOR 

A sinusoidal current or voltage at a givenfrequency is charactei;:ized by only two 
parameters, an amplitude and a phase angle. The complex representation of 
the voltage or current is also characterized by these sarne two parameters. For 
example, the assumed sinusoidal form of the current response in the example 
above was 

Im cos (wt + cp) 
and the corresponding representation of this current in complex form is 

fm(i(wt+.P) 

Once Im and cp are specified, the current is exactly defined. Throughout any 
linear circuit operating in the sinusoidal steady state at a single frequency w, 
every current and voltage may be characterized completely by a knowledge of 
its amplitude and phase angle. Moreover, the complex representation of every 
voltage and current will contain the sarne factor €Í"'1. The factor is superfluous; 
since it is the sarne for every quantity, it contains no useful information. Of 
course, the value of the frequency may be recognized by inspecting one of these 
factors, but it is a lot simpler to write down the value of the frequency near the 
circuit diagram once and for ali and avoid carrying redundant information 
throughout the solution. Thus, we could simplify the voltage source and the 
current response of the example by representing them concisely as 

or and 

These complex quantities are usually written in polar form rather · than 
exponential form in order to achieve a slight additional saving of time and effort. 
Thus, the source voltage 

e(t) = Em cos wt 
we now express in complex form as 

and the current response 

i(t) = lm cos (wt + cp) 
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becomes 

This abbreviated complex representation is called a phasor. Let us review the 
steps by which a real sinusoidal voltage or current is transformed into a phasor, 
and then we shall be able to define a phasor more meaningfully and to assign a 
symbol to represent it. 

A real sinusoidal current 

i(t) = lm cos (wt + cf>) 
is expressed as the real part of a complex quantity by Euler's identity 

i(t) = Re (/mé(wt+<I>>) 

We then represent the current as a complex quantity by dropping the instruc
tion Re, thus adding an imaginary component to the current without affecting 
the real component ; further simplification is achieved by suppressing the factor 
fiwt, 

1 = Imé"' 

and writing the result in polar form, 

This abbreviated complex representation is the phasor representation; phasors are 
complex quantities and hence are printed in boldface type. Capital letters are 
used for the phasor representation of an electrical quantity because it is no 
longer an instantaneous function of time ; the phasor contains only amplitude 
and phase information. We recognize this difference in viewpoint by referring 
to i(t) as a time-domain representation and terming the phasor 1 afrequency-domain 
representation. It should be noted that the frequency-domain expression of a 
current or voltage does not explicitly include the frequency ; however, we might 
think of the frequency as being so fundamental in the frequency domain that it 
is emphasized by its omission.3 

The process by which we change i(t) into 1 is called a phasor transformation 
from the time domain to the frequency domain. The steps in the time-domain 
to frequency-domain transformation are as follows : 

1 .  Given the sinusoidal function i(t) in the time qomain, write i(t) as 
a cosine wave with a phase angle. For example, sin wt should be written 
as cos (wt - 90º ) .  

2 .  Express the cosine wave a s  the real part o f  a complex quantity by using 
Euler's identity. 

3 .  Drop Re. 
4. Suppress f;iwt. 

As an example, let us transform the time-domain voltage 

e(t) = 1 00 cos (400t - 30º )  

3 Very little local mail in this country includes "U.S.A." in its address. 
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/ 

into the frequency domain. The time-domain expression is already in the form 
of a cosine wave with a phase angle, and thus we need take only the real part 
of the complex representation, 

e( t) = Re ( 1 00€i(400t-30ºl) 

and drop Re and suppress (iwt, 

E =  1 00/ - 30º 

ln a similar fashion, the time-domain current 

i(t) = 5 sin (377t  + 1 50 º )  

transforms into the phasor 

1 = 5/60º 

Before we consider the analysis of circuits in the sinusoidal steady state 
through the use of phasors, it is necessary to learn how to shift our transforma
tion smoothly into reverse to return to the time domain from the frequency 
domain. The process is exactly the reverse of the time-domain to frequency
domain transformation ; the sarne steps are taken, but in the opposite order. 
Thus, the steps in the frequency-domain to time-domain transformation are as 
follows : 

1 .  Given the phasor current 1 in the frequency domain, write the complex 
expression in exponential form. 

2 .  Reinsert (multiply by) the factor €;"'1. 
3. Replace the real-part operator Re. 
4. Obtain the time-domain representation by applying Euler's identity. 

The resultant cosine-wave expression may be changed to a sine wave, 
if desired, by increasing the argument by 90º 

Thus, given the phasor voltage 

E =  1 1 5/ - 45 º  

we change from polar to exponential form, 

E = 1 1 5ci45 º 

pass from the frequency domain to the time domain by reinserting é"'t and the 
real-part operator, 

e(t) = Re ( 1 1 5(i(wt-45º>) 

and finally invoke Euler's identity, 

e(t) = 1 1 5 cos (wt - 45 º )  

As a sinusoid, the answer could be written 

e(t) = 1 1 5 sin (wt + 45º )  
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We have been tracing the transformation process by a fairly detailed sequence 
of steps, but with a Iittle practice it will soon be possible to make the transfor
mation in either direction in a single step. Even after we have achieved this 
facility, however, it will be well to know the exact steps and the mathematical 
justification for each one. 

Before considering the methods of applying phasors in the analysis of the 
sinusoidal steady-state circuit ,  we may treat ourselves to a quick preview by 
returning to the example of the RL series circuit. A number of steps after 
writing the applicable differential equation, we arrived at Eq. ( 1 0-25) ,  rewritten 
below, 

If we substitute phasors for the current, 

and the voltage 

we obtain 

or 

RI + jwLI = E 

(R + jwL)I = E ( 1 0-27) 

a complex algebraic equation in which the current and voltage are expressed 
in phasor form. This equation is only slightly more complicated than Ohm's 
law for a single resistor. The next time we analyze this circuit, we shall begin 
with Eq. ( 1 0-27) .  

Drill Problems 

10- 14  Express each voltage in phasor form : (a) 30 cos ( 1 201 - 60º )  volts ; 
(b) - 20 sin ( 1 201 + 40 º )  volts ; (e) 1 5  sin 1 201 + 1 0  cos ( 1 201 + 30º )  
volts. 

Ans. 15 - j 26 volts ; 8 .66 - j 1 O volts ; - 1 2 .86 + j 1 5 .3'1 volts 

1 0- 1 5  Transform the following currents t o  the frequency domain : 
(a) 3 sin ( 1 001 - 1 8 º )  amp ; (b) - 5  cos ( 1 001 + 90 º )  amp; (e) 
3 cos 1 001 + 4 sin 1 001 amp. 

Ans. -j 5 amp ; - 0.926 - j 2.85 amp;  3 - j4 amp 

10- 16  Transform the voltages below to the time domain : (a) 50/30º 
volts ; (b) -j 50 volts ; (e) - 30 + j 40 volts. 

Ans. 50 cos (wl + 1 26.9 º )  volts ; 50 cos (wl - 90º )  volts ; 50 cos (wl + 30º )  
volts 
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Fig. 10-10 (a) A resistance R at which 
a time-domain voltage e( t) and a time
domain current i( t) are present. ( b) A re
sistance R at which a frequency-domain 
voltage E and a frequency-domain current 1 
are present. 

B 

(a) 

r .. . 
(b) 

. ' 

10- 1 7  Express these currents as instantaneous functions of time if 
w = 1 06 :  (a) 0. 1 2  - j 0.05 amp; (h) 0. 1 3/900º amp; (e) 0.08/45 º + 
0.06044 amp. 

Ans. 0. 1 3  cos ( 1 06t - 22. 6 º )  amp; - 0. 1 3  cos 1 06t amp; 0. 1 3  cos ( 1 06t + 
25.8 º ) amp. 

10-9 PHASOR RELATIONSHIPS FOR R, L, AND C 

Now that we are able to transform into and out of the frequency domain, we 
can proceed to our simplification of sinusoidal steady-state analysis by establish
ing the relationship between the phasor voltage and phasor current for each of 
the three passive elements. We shall begin with the defining equation for each 
of the elements, a time-domain relationship. We shall then let both the current 
and the voltage become complex quantities. After suppressing (iwt throughout 
the equation, the desired relationship between the phasor voltage and phasor 
current will then become apparent. 

The resistor provides the simplest case. ln the time domain, as indicated by 
Fig. l 0- l Oa, the defining equation is 

e(t) = Ri(t) 

Now let us apply the complex voltage 

Emé<wt+e> = Em cos ( wt + 8) + ;Em sin ( wt + 8) 

and assume the complex current 

lmé(wt+</>) = lm cos (wt + </>) + J1m sin (wt + </>) 

and obtain 

( l 0-28) 

( 1 0-29) 

( 1 0-30) 

By dividing throughout by (iw t  (or suppressing (iwt on both sides of the equation),  
we find 

Emti8 = Rfmé<I> 

or, in polar form, 
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But Em!Jl and lmf.!! merely represent the general voltage and current phasors 
E and 1. Thus, 

( 1 0-3 1 )  
The voltage-current relationship i n  phasor form for a resistance has the sarne 

form as the relationship between the time-domain voltage and current. The 
defining equation in phasor form is illustrated in Fig. 1 0- l Ob. The equality of 
the angles (} and </> is apparent, and the current and voltage are thus in phase. 

As an example of the use of both the time-domain and frequency-domain re
lationships, let us assume a voltage of 8 cos ( l OOt - 50º )  volts across a 4-ohm 
resistor. Working in the time domain, we find that the current must be 

. e(t) z(t) = R = 2 cos ( l OOt - 50º )  

The phasor form of the sarne voltage is 8/ - 50º volts, and therefore 

1 = � = 2/-50º 
R 

If we transform this answer back to the time domain, it is evident that the sarne 
expression for the current is obtained. 

It is apparent that there is no saving in time or effort when a resistive circuit 
is analyzed in the frequency domain. As a matter of fact, if it is necessary to 
transform a given time-domain source to the frequency domain and then trans
late the desired response back to the time domain, we should be much better off 
working completely in the time domain. This definitely does not apply to any 
circuit containing resistance and either inductance or capacitance. 

Let us now turn to the inductor. The time-domain network is shown in Fig. 
1 0- 1  l a , and the defining equation, a time-domain expression, is 

e(t) = L 
di(t) 
dt ( 1 0-32) 

After substituting the complex voltage equation ( 1 0-29) and complex current 
equation ( 1 0-30) into Eq. ( 1 0-32) ,  we have 

Em(i(wt+9) = L 1i (/m(j(wl+<'>>) 

Fig. 10- 1 1  (a) The relationship between 
the time-domain voltage e( t) and current i( t) 
is shown for an inductance L. ( b) The re
lations hip between the frequency-domain 
voltage E and current 1 is shown for an in
ductance L. 

(a) 

I' "  i•U < 

(b) 
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Taking the indicated derivative 

Emíi(.,tH) = jwLimé(.,t+'/>) 

and suppressing é"'t, 

Emé8 = jwLlmíi'I> 

we obtain the desired phasor relationship 

E = jwLI ( 1 0-33) 

The time-domain differential equation ( 1 0-32) has beco me an algebraic equa
tion in the frequency domain. The phasor relationship is indicated in Fig. 
1 0- 1 l b. 

As an illustration of the phasor relationship, let us apply the voltage 8/ - 50º 
volts at a frequency w = 1 00 to a 4-henry inductor. From Eq. ( 1 0-33) ,  the 
phasor current is 

1 = � = 8� = - · 0.02/ - 50°  
jwL j 1 00( 4) J 

or 1 = 0.02/- 1 40º  

If we express this current in  the time domain, i t  becomes 

i(t) = 0.02 cos ( 1 001 - 1 40 º )  

This response i s  also easily obtained b y  working entirely i n  the time domain ; it 
is not so easily obtained if resistance or capacitance is combined with the 
inductance. 

The final element we must consider is the capacitor. The definition of 
capacitance, a familiar time-domain expression, is 

i(t) = e de(t) dt ( 1 0-34) 

The equivalent expression in the frequency domain is obtained once more by 
letting e(t) and i(t) be the complex quantities of Eqs. ( 1 0-29) and ( 1 0-30), taking 
the indicated deriva tive, suppressing é"'1, and recognizing the phasors E and 1. 
It is 

1 = jwCE 

Fig. 10-12 The time-domain (a) andfre
quency-domain ( b) relationship between 
capacitor voltage and cur:rent. 

( 1 0-35) 

i = C d
del 1 = jwCE 

1.J 1·1 � ___] 
(a) (b) 
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R 

� E• 
E, r

� 

í1 EL \ L 
Fig. 10-13 The series RL circuit 
with a phasor voltage applied. 

If the phasor voltage 8/- 50º volts 1s applied to a 4-farad capacitar at 
w = 1 00, the phasor current is 

1 = j 1 00(4)(8/ - 50 º )  = 3200/40 º amp 

The magnitude of the current is tremendous, but the assumed size of the 
capacitar is also unrealistic. If a 4-farad capacitar were constructed of two fiat 
plates separated 1 mm in air, each plate would have the area of about 85 ,000 
football fields.4 The time-domain and frequency-domain representations are 
compared in Fig. 1 0- 1 2a and b. 

We have now obtained the E-1 relationships for the three passive elements. 
Each expression is algebraic in nature. Each is also a linear equation, and the 
equations relating to inductance and capacitance bear a great similarity to 
Ohm's law. We shall use them as we use Ohm's law. 

Before we do so, we must show that phasors satisfy Kirchhoff's two laws. 
Kirchhoff's voltage law in the time domain is 

ei (t) + e2(t) + · · · + eN(t) = O 

We now use Euler's identity to replace each real voltage by the complex voltage 
having the sarne real part, suppress é"'1 throughout, and obtain 

Kirchhoff's current law is shown to hold for phasor currents by a similar 
argument. 

Now let us look briefiy at the series RL circuit that we have considered severa! 
times before. The circuit is shown in Fig. 1 0- 1 3 ,  and a phasor current and 
severa! phasor voltages are indicated. We may obtain the desired response, a 
time-domain current, by first finding the phasor current. The method is similar 
to that used in analyzing our first single-loop resistive circuit. From Kirchhoff's 
voltage law, 

and the recently obtained E-1 relationships for the elements 

IR + jwLI = E, 

• Including both end zones. 
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the phasor current is found in terms of the source voltage E,, 

1 = E. 
R + jwl 

Let us select a source-voltage magnitude of Em and phase angle of O º ; the latter 
merely represents the simplest possible choice of a reference. Thus, 

I = Emf.Sr.. 
R + jwl 

The current may be transformed to the time domain by first writing it in polar 
form, 

I Em 
I 

_ 1 wl = ...jR2 + w2L2 - tan R 
and then following the familiar sequence of steps. 

We shall consider this circuit once more in the next section <!Íter the introduc
tion of the impedance concept. 

Drill Problems 
10- 18  Assuming a passive sign convention, find the phasor current, in 
rectangular form, which flows when a phasor voltage of 6/ - 36.9º volts 
at w = . 1 000 is applied to :  (a) a 3-ohm resistor ; (b) a 1 -mh inductor; 
(e) a 200-µf capacitor. 

Ans. 1 .6 - j 1 . 2  amp; - 3.6 - j 4.8 amp; O. 72 + j 0.96 amp 

10- 1 9  The frequency-domain current flowing through each of the 
elements below is 2 - j 5 amp at w = 2. Assuming a passive sign con
vention, find the frequency-domain voltage across the element : (a) a 
0.4-henry inductor; (b) a 0.625-farad capacitor ; (e) a 2-ohm resistor. 

Ans. 1 0. 78/ - 68.2 º  volts ; 4 .3 1 / - 1 58 .2 º  volts; 4 .3 1 /2 1 .8 º  volts 

10- 10 IMPEDANCE 

The current-voltage relationships for the three passive elements in the frequency 
domain are 

E = jwlI E = -I
jwC 

If these equations are written as phasor-voltage phasor.-current ratios 

E . l - = ;w 
1 

E 
1 jwC 

then we find that these ratios are simple functions of the element values, and 
frequency also, in the case of inductance and capacitance. Such ratios are func-
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tions of tirne in the tirne dornain for inductance and capacitance, and the 
specific forrns of these functions depend on the specific forrn of the voltage or 
current. For exarnple, it is easily shown that the tirne-dornain inductor voltage 

e = Em cos ( wt + 8) 

produces a tirne-dornain voltage-current ratio 

e(t) = wL cot (wt + 8) z(t) 

This ratio is not constant for either a given frequency or a given instant of tirne. 
The frequency-dornain ratios, however, are constantfor a givenfrequency and are 
not functions of tirne. We treat these ratios in the sarne rnanner we treat resist
ances, with the exception that they are cornplex quantities and ali algebraic 
rnanipulations rnust be those appropriate for cornplex nurnbers. 

Let us define the ratio of the phasor voltage to the phasor current as impedance, 
syrnbolized by the letter Z. The irnpedance is a cornplex quantity having the 
dirnensions of ohrns. Irnpedance is not a phasor and cannot be transforrned to 
the tirne dornain by rnultiplying by d'"1 and taking the real part . Instead, we 
think of an inductor L as being represented in the tirne dornain by its induct
ance L and in the frequency dornain by its irnpedance jwL. A capacitar in the 
tirne dornain is a capacitance C and an irnpedance 1 /jwC in the frequency 
dornain. lrnpedance is a part of the frequency dornain and not a concept 
which is a part of the tirne dornain. 

The validity of Kirchhoff's two laws . .  in the frequency dornain enables it to be 
easily dernonstrated that irnpedances rnay be cornbined in series and parallel 
by the sarne rules we have already established for resistances . For exarnple, at 
w = 1 0, a 5-henry inductor in series with a 0. 1 -farad capacitar rnay be replaced 
by the single irnpedance which is the surn of the individual irnpedances. The 
irnpedance of the inductor is 

ZL = jwL = j 50 ohrns 

the irnpedance of the capacitar is 

Zc = -. 
1- = -j 1 ohrn 

]WC 

and the irnpedance of the series cornbination is therefore 

Zeq = j 50 - j 1 = j 49 ohrns 

The irnpedance of inductors and capacitors is a function of frequency, and this 
equivalent irnpedance is thus applicable only at the single frequency at which it 
was calculated, w = 1 0. At w = 5, Zeq = j 23 ohrns. 

The parallel cornbination of these sarne two elernents at w = 1 O yields an irn
pedance which is the product over the surn, 

Z - u 50)( -j 1 )  - � - - 1 02 h eq - - - J .  o rns 
j 50 - j 1  j 49 

At w = 5, the parallel equivalent is -j 2. 1 7  ohms. 
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The complex mimber or quantity representing impedance may be expressed 
in either polar ot rectangular form. ln polar form, an impedance, such 
as 1 00/ - 60º , is described as having an impedance magnitude of 1 00 ohms and 
a phase angle of - 60 º .  The sarne impedance in rectangular form, 50 - j 86.6, 
is said to have a resistive component, or resistance, of 50 ohms and a reactive 
component, or reactance, of - 86.6 ohms. The resistive component is the real part 
of the impedance, and the reactive component is the imaginary component of 
the impedance, including sign, but of course excluding the imaginary operator. 
lt is important to note that the resistive component of the impedance is not 
necessarily equal to the resistance of the resistor which is present in the network. 
For example, a 20-ohm resistance in series with a 5-henry coil at w = 4 pro
duces an equivalent impedance Z = 20 + j 20 ohms, or in polar form, 28.3/45º 
ohms. ln this case, the resistive component of the impedance is equ�l to the 
resistance of the series resistance because the network is a simple series network. 
However, if these sarne two elements are placed in parallel, the .equivalent im
pedance is 20(j 20)/(20 + j 20), or 1 0 + j 1 0 ohms. The resistive component of 
the impedance is now 1 0  ohms. 

No special symbol is assigned for impedance magnitude or phase angle. A 
general form for an impedance in polar form might be 

z = I Z I L!L  
l n  rectangular form, the resistive component is represented by R and the re
active component by X. Thus, 

Z = R + jX 

Let us now use the impedance concept to analyze an RLC circuit, shown in 
Fig. 1 0- 1 4a. The circuit is shown in the ti me domain, and the time-domain re
sponse is required. However, the analysis should be carried out in the frequency 
domain. We therefore begin by drawing a frequency-domain circuit; the source 
is transformed to the frequency domain, becoming 40/ - 90 º  volts ; the response 
is transformed to the frequency domain, being represented as I ;  and the im
pedances of the inductor and capacitar, determined at w = 3, are j 1 and -j 2 
ohms, respectively. The frequency-domain circuit is shown in Fig. 1 0- 1 4b. 

Fig. 10-14 (a) A n RL C circuit for which the forced response i( t) is de
sired. ( b) The frequency-domain equivalent ef the given circuit. 

i(I) 

(a) (b) 
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0.1 f 

--lt---·U--� 
0.4 h 0.05 f 0.1 f 

1 {} 1 h 2 h 

(a) (b) 

Fig. 10-15 See Drill Probs. 10-20, 10-21, and 10-23. 

(e) 

The equivalent impedance offered to the source is now calculated : 

Zeq = 1 .5 + 
(j 1 )( 1  - j 2) = 1 .5 + 

2 + j 1 

J l + l - y 2  1 - y l  

= 1 .5 + 
2 + j 1 1 + j 1 

= 1 .5 
+ 1 + j 3 

1 - j l l + j l 2 

= 2 + j 1 .5 = 2 .5/36.9º 

The phasor current is thus 

1 = _§__ = 40� 
= 1 6/- 1 26.9º Zeq 2 .5/36.9º 

Upon transforming the current to the t ime domain, the desired response 1s  
obtained, 

i(t) = 1 6 cos (3t - 1 26 .9 º )  amp 

If the capacitor current is desired, current division should be applied in the fre
quelicy domain. 

Drill Problems 

10-20 Find the input impedance of each of the networks shown in Fig. 
1 0- 1 5a, b, and e at w = 5 .  

Ans. 0.924/ - 90 º  ohms ; 1 0.22/ - 1 9.22 º ohms ; 4.47 / - 26.6º ohms 

10-2 1 Find the input voltage across each network of Fig. 1 0- 1 5a ,  b, and 
e if phasor currents at w = 5 of l LQ'.'.  amp, 2/90 º amp, and 0 .5/30º 
amp, respectively, are applied. 

Ans. 4.47 / - 26 .6º  volts; 1 .848� volts ; 5 . 1 1 /1 0. 78 º  volts 

10- 1 1  ADMITTANCE 

Jilst as conductance, the reciprocai of resistance, proved to be a useful quantity 
in the analysis of resistive circuits, so does the reciprocai of impedance offer some 
convenience in the sinusoidal steady-state analysis of a general RLC circuit. We 
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define admittance Y as the ratio of phasor current to phasor voltage : 

y = _!_ 
E 

and thus 

y = _!__ z 
The real part of the admittance is the conductance G, and the imaginary part of 
the admittance is the susceptance B. Thus, 

Y = G + ;B = � = 
R �jX 

( 1 0-36) 

Equation ( 1 0-36) should be scrutinized carefully ; it does not state that the real 
part of the admittance is equal to the reciprocai of the real part of the imped
ance or that the imaginary part of the admittance is equal to the reciprocai of 
the imaginary part of the impedance. Admittance, conductance, and suscept
ance are ali measured in mhos. 

An impedance 

Z = 1 - j 2  ohms 

which might be represented, for example, by a 1 -ohm resistance in series with a 
suitable capacitance, say 0. 1 farad if w = 5, possesses an admittance 

y - 1 - 1 - 1 1 + ; 2  
- z -

1 - j 2  
- 1 - j 2  1 + j 2  

= 0.2 + j 0.4 mho 

Without stopping to inspect a formal proof, it should be apparent that the 
equivalent admittance of a network consisting of a number of parallel branches 
is the sum of the admittances of the individual branches. Thus, the numerical 
value of the admittance above might be obtained from a conductance of 0.2 
mho in parallel with a positive susceptance of 0.4 mho. The former could be 
represented by a 5-ohm resistor and the latter by a 0.08-farad capacitar at 
w = 5, since the admittance of a capacitar is evidently jwC. 

As a check on our analysis, let us compute the impedance of this latest net
work, a 5-ohm resistor in parallel with a 0.08-farad capacitar at w = 5. The 
equivalent impedance is 

z 
= 

5 ( 1 /jwC) 
= 

5( -j 2.5) _ 1 . 2  h 
5 + l /jwC 5 - j 2 .5  

- - J 0 ms 

as before. These two networks represent only two of an infinite number of dif
ferent networks which possess this sarne impedance and admittance at this fre
quency. They do, however, represent the only two two-element networks, and 
thus might be considered to be the two simplest networks having an impedance 
of 1 - j 2  ohms ahd an admittance of 0.2 + j 0.4  mho at w = 5.  
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The term immittance, a combination of the words " impedance" and "admit
tance," is often used as a general term for both impedance and admittance. 
For example, it is evident that a knowledge of the phasor voltage across a 
known immittance enables the current through the immittance to be calculated. 

Drill Problems 

1 0-22 Find the conductive part of the admittance which corresponds 
to the impedance : (a) Z = 2 + j 1 ohms ; (b) Z = 0. 1 - j 0. 1  ohm; 
(e) Z = 1 .5/ - 30º ohms. 

Ans. 5 mhos ; 0.4 mho ; 0.5 7 7  mho 

1 0-23 Find the input admittance of each of the networks shown in 
Fig. 1 0- 1 5a ,  b, and e at w = 1 0. 

Ans. 0.0589 + j O. 765 mho ; 0. 1 1 3 + j 0.0525 mho ; O - j 0.22 mho 

Problems 
•1 Evaluate j 6 , j 25 , and j lOoo. 
•2 When a complex number is plotted as a point in the complex plane and a 

line is drawn connecting that point to the origin, the length A of this line 
and the angle (J measured in a counterclockwise direction from the positive 
real axis to this line also serve to locate the point. (a) Find A and (J for 
the complex numbers : 2 + j 5 ,  - 3  - j 2, 100 - j 15 .  (b) Find the real and 
imaginary parts of the complex numbers defined by : A = 1 0, (J = 1 35 º ;  
A =  0. 1 ,  (J = - 60 º ;  A = 5 ,  (J = 500 º .  

3 Using an accurate sketch, add the complex numbers 3 - j 2  and - 1  + j 7  
graphically and express the result i n  rectangular form. Check by analytical 
methods. 

4 Three complex numbers A, B, and C are shown in the complex plane of 
Fig. 1 0- 1 6. Indicate the location of A* ,  B* ,  and C * .  

5 Prove the following statements : (a) The sum of a complex number and its 
conjugate is a real number. (b) The difference of a complex number and 
its conjugate is an imaginary number. (e) The product of a complex num
ber and its conjugate is a real number. (d) AB* = (A *B) * .  

Imaginary 

C e  

B e  

e A 

Real 

Fig. 10-16 See Prob. 4. 
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•6 Evaluate the following : (a) ( - 6  + j 2)/( 1 - j 2) ;  (b) ( 1 + j 1 )4 ; (e) 
1 /(3  + j 4) + 1 / (3 - j 4) ; (d) ( 1 + j 1 ) ( 1 + j 2) ( 1  + j 3) .  

7 Find A if: (a) A +  1 0/A = - 2 ;  (b) AA* = 1 00 and A + A* = 1 2 ;  
(e) A 3  - A2 + A = 1 .  

•8 If the hyperbolic sine and cosine are defined as follows : 

use Euler's identity to show that : 

(a) sin jx = }  sinh x (b) cos jx = cosh x 
9 From a knowledge of the infinite power-series (or Taylor series) expansions 

for e, cos x, and sin x :  

x2 x4 x6 cos x = 1 - - + - - - + 
2 ! 4 ! 6 ! 

. x3 x5 x1 sm x = x - - + - - - + · · · 
3 ! 5 ! 7 ! 

it may be shown directly that Euler's identity is true. Do so. 
10 Evaluate : •(a) éº· 1 ; (b) ci0.1 ; (e) <0.2-jo.2 ; (d) él-il><o. 1-jo.2> . 
1 1  Evaluate : •(a) cos (0.6 + j 0.8) ;  (b) sin ( 1 - j 1 ) ;  (e) tan ( 1 + j 1 ) . 
1 2  Express the following complex numbers i n  exponential form : (a)<l+i2 ; •(b) 

1 + j 5 ;  ( c) 8 - j 2 ;  ( d) - 2 + j 1 O; (e) - 3 - j 4. 
1 3  Express these complex numbers in rectangular form : •(a) 80é35 º ;  (b) 

- 1 2ci60º ; (c) 5ci500º ; (d) 2 - j 3éBºº ; (e) (3< iªºº )2 ; (f) 2ô2. 
•14 Given the following complex numbers : 

A =  3 + j 2 
D = 4/40º 

B = 1 - j 3 
E =  2/200º 

C = - 2 + } 1 
F = 3/ - 50º 

find the result of each of the operations requested below in both rectangular 
and polar form : (a) A + B ;  (b) D + E; (c) B - F; (d) A + B + C ;  (e) 
EF; (f )  AB ; (g) CD; (h) D/F;  (i) (A + C)/B ;  (j) A + A* ; (k) A - A* ; 
(1) AA* ; (m) (AA)* ; (n) D + D* ; (o) (C - jB)*/A. 

15 Find dl/dt as a function of t and then evaluate for t = O, w = 2: (a) 
1 = l Q(iwt ; (b) 1 = (3 + j 4)(i(wt-30 º ) ; (e) 1 = (2/45 º )fj(wt+45 º) . 

16 Find f 1 dt as  a function of  t and then evaluate for t = O and w = 2 .  The 
three currents are given in Prob. 1 5 .  

1 7  Show that the quotient o f  a complex number and its conjugate has a mag
nitude ofunity. 

• 18  The sum of  a com p i  ex  number and the reciprocai of  its conjuga te  i s  2 + j 2 .  
Find the complex number. 

•19 Evaluate in both polar and rectangular form : (a) (3  + j 2) 2 ;  (b) (4/20º )4 ; 
(c) j197 ; (d) ( 1 0� )1º ;  (e) ( 1 + j 3 )-3 ; (f ) "f/ 1 000& ; (g) ( 1 6/60 º )114; 
(h) y5 - j 2 ; (i) (l+i3 ;  (j) (i0.001 ; (k) (4.Bll.áO.'.'. . 
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R 

L 

5.3 Hl 

1 µf  

Fig. 10-17  See Probs. 26 and 27. Fig. 10-18 See Prob. 28. 

20 The logarithm of a complex number is found by expressing the number in 
exponential form and then using the known relationship for the logarithm 
of a product. Determine : •(a) ln ( 1 0/90 º ) ;  (b) l n  (j l ) ;  (e) l n  ( - 5 ) ;  (d) 
ln (3 + j 4) ;  (e) ln ( - 0. 1  + j 0.2 ) .  

(2+j('lT/2) 
2 1  Evaluate : (a) 2i ; (b) ji;  (e) log10(6 + j 8) ;  •(d) 

ln ( l  + j l )  
22 Show that Eq. ( 1 0-26) follows from the previous equation. 
23 It is known that the forced response i2 ( 1) = 2 sin ( 1 061 - 40 º )  amp results 

when the forcing function e1(1) = 50 cos 1 061 volts is applied to a certain net
work. Find i2 ( 1 )  if this linear network is excited with the forcing function : 
(a) 50 sin 1 061 volts ; (b) 1 0  cos ( 1 061 - 30 º )  volts ; (e) 20é10• t volts ; •(d) 
(3 - j 4)élOGt volts ; (e) 50 cos 1 051 volts. 

24 When an exponential forcing function, say the voltage e(I) = Em<ª', is applied 
to a linear network, each and every forced current response has the form 
i(I) = lm<ª' · Find the ratio of Em to lm, as a function of a , for : (a) a resistance 
R; (b) an inductance L ; (e) a capacitance C. 

25 The voltage present across a certain element is given below. Find the 
power being delivered to the element at 1 = O if the voltage and the ele
ment are, respectively : 

(a) e = 60 cos (201 + 45 º ) volts, 1 2-ohm resistor 
(b) E = I OOLQ.'.' volts at w = 200, 5-henry inductor 
(e) E = 1 00/ - 90 º volts at w = 200, 5-henry inductor 

•(d) E = 6/30º volts at w = 1 0, 2-farad capacitor 

26 The steady-state current is to be found for the circuit shown in Fig. 1 0- 1 7 , 
where e8( 1 )  = 1 30 cos 1 041 volts, R = 5 ohms, L = 1 . 2 mh. (a) Write the 
forcing function as a phasor E,. (b) Write the phasor equation which is 
equivalent to 

R .  L di(I) e,(I) = z(I) + dt 

(e) Solve this equation for the phasor current 1 . (d) Express the current i(I) 
in the form i(I) = lm cos ( wl + O) ,  using numerical values for lm, w, and O. 

27 Repeat Prob. 26 if e8( 1) = 1 5  cos ( 4001 + 1 20 º )  volts, R = 60 ohms, L = 0.2 
henry. 

•28 Find 1 and i(t) for the series RC circuit shown in Fig. 1 0- 1 8  if/ = 60 cps. 
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29 Find Z, R, and X for each of the two-terminal networks shown in : •(a) 
Fig. 1 0- 1 9 ;  (b) Fig. 1 0-20. 

30 If C1 = 800 µf, C2 = 1 200 µf, and w = 1 000 in the circuit shown in Fig. 
1 0-2 1 ,  find 1 and i( t) .  

10 f! 0. 1 h 

w = 100 
(a) 

8 f! -i6 f!  

w = 100 
(d) 

Fig. 10-19 See Prob. 29a. 

Fig. 10-20 See Prob. 29b. 

i6 f! i9 f! 

10 f! 

w = 100 
(b) 

0. 1 h 

--11----� 
0.1 1 

5 h 5 0 

w = 2 
(e) 

l f! 

• _,,] �'] 
(a) 

w = 200 
(e) 

lo n 

l o  

(b) 

20 mh 

w = 100 
(e) 

(f) 

l o  

-i l f! 

so n 

10 j.! f  

1 = 400 c:ps 

(d) 
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3 1 Find E and e(t) for the circuit shown in Fig. 1 0-22 if w = 2 X 1 06 . 
32 Find Y, G, and B for the element combinations shown in Fig. 1 0-23a, b, e, 

d, •e, and f Find the resistive and reactive components of the input 
impedance for the circuits of Fig. 1 0-23c, d, •e, andf 

120 p f 

10-' u 

Fig. 10-21 See Prob. 30. 

Fig. 10-22 See Prob. 31 . 

Fig. 10-23 

300 pf 

200 p i  

w = 107 

{a) 

-;10-' u 

w = 250 
{d) 

See Prob. 32. 

1 n 

1 mh 

w = 10• 

(b) 

1 h 

w = 2 
(e) 

e, e, 

2 µh 

8 µh 

10-' u 

1 µf  -;io-' u 

w = 250 
{e) 

1 mh 

1 1  0.09999 µf 1 n 

w = 10' 

{f) 
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33 Find the input admittance of the network shown in Fig. 1 0-24. 
•34 For the circuit shown in Fig. 1 0-25 ,  find the value of w that causes 

the angle of the input admittance to be 10 º . 
35 Find the input impedance of the circuit shown in Fig. 1 0-26a. 
36 Experimental measurements at w = 1 000 show that i = 20 sin 1 0001 amp 

when e = 1 07 .8  cos ( 1 0001 - 68. 2 º )  volts for the circuit shown in Fig. 1 0-26b. 
Determine the simplest specific network which might be inside the black 
box. 

•37 Find the input admittance of the circuit shown in Fig.  1 0-27  as a function 
of w. 

2 fl 

l h 

w = 2 

2 fl 

l f l fl 

Fig. 10-24 See Prob. 33. 

Fig. 10-25 See Prob. 34. 

Fig. 10-26 (a) See Prob. 35. ( b) See Prob. 36. 

Black box 

5 fl 10 - j5 fl 

(a) (b) 

2 mh 
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l o l o  

l h l f 

Fig. 10-27 See Prob. 37. 



The Sinusoidal Steady-state Response 

1 1 - 1  INTRODUCTION 

ln Chap. 2 and, particularly, Chap. 3 we learned a number of methods which are 
useful in analyzing resistive circuits. No matter what the complexity of the resis
tive circuit is, we are able to determine any desired response by using mesh or 
nodal analysis, superposition, source transformations, or Thévenin's or Norton's 
theorems. Sometimes one method is sufficient, but more often we find it con
venient to combine severa! methods to obtain the response in the most direct 
manner. We now wish to extend these techniques to the analysis of circuits in 
the. sinusoidal steady state, and we have already seen that impedances combine 
in the sarne manner as do resistances . The extension of the techniques of re
sistive circuit analysis has been promised severa! times, and we must now find 
out why the extension is justified and practice its use. We shall begin with mesh 
analysis. 

1 1 -2 MESH AND NODAL ANALYSIS 

Let us first consider the arguments by which we accepted mesh analysis for a 
purely resistive circuit. A general three-mesh circuit is shown in Fig. 1 1 - 1 ,  and 
we shall initially consider the voltage sources to be arbitrary functions of time 
and the passive circuit elements designated as Z1, Z2, and so forth, to be pure 
resistances Ri, R2, etc. 

After assuming a (clockwise) mesh current in each mesh, as shown in Fig. 
1 1 - 1 ,  we then identify the voltage across each passive element in the circuit. 
Such a set of voltages is indicated in Fig. 1 1 -2 for mesh 1 of the general circuit. 
We next apply Kirchhoff's voltage law about each mesh, obtaining for the first 
mesh 

316 
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... 
------;. 

or, in a more standard form, 

ei + e2 + e3 = es1 - e,2 

Fig. 1 1 -1 A general three
mesh circuit with assumed 
clockwise mesh currents. 

Each of the passive elements, assumed for the moment to be resistors, is defined 
by a voltage-current relationship which demands that the voltage-current ratio 
be a constant equal to the resistance of the element. Taking care to obey the 
passive sign convention, we are thus able to replace each term on the left side of 

, the above equation by the product of an appropriate resistance and current ,  

Ri(i1 - i3) + R2(i1 - i2) + Rai1 = e,1 - e,2 
or, rearranging, 

(Ri + R2 + R3)i1 - R2i2 - Rii3 = e,1 - e,2 
We now employ the shorthand notation for these resistance combinations, letting 
R11 be ' the sum of ali the resistances around mesh 1 ,  Ri2 be the total resistance 

Fig. 11 -2 A voltage is assumed across 
each passive element in the .first mesh ef 
the general circuit of Fig. 1 1-1. 
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Fig. 1 1 -3 The currents and voltages 
about mesh 1 of Fig. 11 -1  are assumed 
to be sinusoidal in nature; each is ex
pressed as a phasor in the frequency 
domain. 

' 

E 1' " 1 '"\., 

common to meshes 1 and 2, and so forth. The result of applying Kirchhoff 's 
voltage law to the first mesh becomes, therefore, 

After repeating this procedure for the remaining meshes, a set of three simul
taneous algebraic equations rernlts, the three unknowns being the three mesh 
currents. The equations may be solved easily by determinants, even in those 
cases in which the voltage sources are not constants and the equations are, 
strictly speaking, not algebraic equations. 

The important point to be noted here is that a mesh equation is nothing more 
than a mathematical statement of Kirchhoff's voltage law for a particular mesh. 
The number of unknowns appearing in the complete set of equations is then 
reduced by expressing each unknown element voltage by the product of the 
element current and the voltage-to-current ratio, or resistance, for that partic
ular element. 

Now let us consider mesh analysis in terms of phasor currents, phasor volt
ages. and impedances. ln the general three-mesh circuit of Fig. 1 1 - 1 ,  we now 
require ali the forcing functions to be sinusoidal forcing functions having the 
sarne frequency. The general passive elements may now be combinations of 
resistance, inductance, and capacitance ; each is reduced to an equivalent im
pedance at the source frequency, in accordance with the methods developed for 
combining impedances in the preceding chapter. Each source voltage is now 
expressed as a phasor voltage, and each current response is expressed as a phasor 
current. These quantities are shown on the part of the circuit containing the 
first mesh in Fig. 1 1 -3 ; phasor voltages are also assigned to each of the passive 
elements. 

We found in the previous chapter that Kirchhoff's voltage law holds equally 
well for phasor voltages, and we therefore write for the first mesh 

E1 + E2 + E3 = Es1 - Es2 
The next step must be the expression of the three passive phasor voltages in terms 
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of the impedances in the mesh and the appropriate phasor c,urrents. Thus, 

Z1(l1  - 13) + Z2(l1  - 12) + Z3l1 = E.1 - Es2 

and, collecting, 
(Z1 + Z2 + Z3)l1  - Z2l2 - Z1l3 = Es1 - Es2 

Once again we may employ the simpler notation and let Z11  represent the sum 
of the impedances around mesh 1 ,  Z12 be the total impedance which is common 
to meshes 1 and 2, Z13 be the total impedance which is common to meshes 1 
and 3, and so forth. We now have a form which looks familiar, 

Z11l1 - Z12l2 - Z13l3 = Es1 - Es2 

where the phasor voltage on the right side is the sum of the phasor source voltages 
in the counterclockwise sense about the mesh . The mesh equations for the two 
remaining meshes are obtained by a similar process, 

- Z21l1 + Z22l2 - Z23l3 = Es2 - Es3 
- Z31l1 - Z32l2 + Z33l3 = Es1 

The set of three equations that we now have is exactly analogous to that 
which we previously obtained for the resistive network. The differences are 
obvious : the source voltages are phasors, the mesh currents are phasors, and the 
complex coefficients are the self- and mutual impedances. The response of the 
resistive network, however, as represented by the three mesh currents, is the com
plete response. The response of the RLC network is only the forced response, 
and the complete response is obtained by transforming the forced response to 
the time domain and adding the natural response to it. The three complex 
algebraic equations describing the forced response may be solved by elimination 
of variables, determinants, or a digital computer. 

A completely general demonstration of the applicability of mesh anó;ilysis to 
phasors and impedances in the sinusoidal steady state must be based on a gen
eral N-m�sh network, but we shall not concern ourselves with this general proof; 
nothing new will arise. 

Let us apply mesh analysis to the specific circuit shown in Fig. 1 1 -4 .  The 

Fig. 1 1 -4 A -frequency-domain circuit in which mesh current are assumed. 

2 f! -; 2 n 1 f! 

rJ 
-i l f! 
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frequency-domain circuit is shown, and we may find the frequency-domain re
sponse without any knowledge of the value of the applied frequency. It is, of 
course, the sarne for each source. We first write the mesh equation for the left 

. mesh, 

(2 + j l  + j 2  - j l )l1 - (j 2 - j l )l2 = 1 0  

and simplify, 

(2 + j 2)11 - J l2 = 1 0  ( 1 1 - 1 )  

then the equation for the right mesh, 

- (j 2 - j 1 )11 + ( 1 - j 2 + j 2 - j 1 )12 = - ( -j 5)  

or -j l1 + ( 1 - j 1 )12 = j 5  ( 1 1 -2) 

The use of determinants simplifies the procedure of solving Eqs. ( 1 1 - 1 )  and ( 1 1 -2) .  
We have 

1 0  
j 5  

1 2 + j 2  
-j l 

and, similarly, 

-j l 
1 1 - j 1 

= 
1 0  - j 1 0  - 5 

-j l l 2 + 2 + j 2 - j 2 + 1  
1 - j 1 

1 2 + } 2  1 0 1 
12 = 

-j 1 j 5 
= 

j 1 0  - 1 o + j 1 o = - 2 + j 4 
5 5 

5 - j 1 0
= 1 - j 2  

5 

The time-domain solutions are therefore obtained by expressing 11 and 12 in 
polar form, 

11 = 2 .24/ - 63.4º 12 = 4.47/1 1 6.6º 

and passing to the time domain, 

i1 (t) = 2 .24 cos (wt - 63.4º ) i2(t) = 4.47 cos (wt + 1 1 6.6º ) 

Fig. 1 1 -5 The exact dual of the circuit shown in Fig. 1 1 -4. The volt
ages Ei and E2 are to be determined by nodal analysts. 

i2 ll 

2 0 
-i l li 

il ll  -i2 u 1 li _ J s �  
.. amp 
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1 1.l  

1 1.l i 3 1.l -i3 1.l 1 1.l  

Fig. 1 1 -6 See Drill Prob. 11-1 .  

The determination of the forced response for this circuit may also be carried 
out entirely in the time domain, but it would be quite an undertaking and one 
which is typical of those we may safely ignore because the phasor method 
is providentially available. 

Nodal analysis may also be carried out in the frequency domain in terms of 
phasors and impedances (or admittances) .  The arguments by which nodal 
methods are justified are quite similar to those presented for mesh analysis. Let 
us construct the dual of the circuit in Fig. 1 1 -4, as shown in Fig. 1 1 -5 ,  and de
termine the two unknown nodal voltages E1 and E2 . At the left node, Kirch
hoff's current law leads to 

or 

(2 + j l )E1 + (j 2 - j l )(E1 - E2) = 1 0  
( 2  + j 2)E1 - } E2 = 1 0  ( 1 1 -3) 

At the right node, 

or 

( 1 - j 2)E2 + (j 2 - j l )(E2 - E1) = - ( -j5) 

-j E1 + ( 1 - j 1 )E2 = j 5 ( 1 1 -4) 
Equations ( 1 1 -3)  and ( 1 1 -4) are obviously the exact duais of Eqs. ( 1 1 - 1 )  and 
( 1 1 -2) , and their solution must be numerically identical . Thus, 

E1 = 1 - j 2  E2 = - 2  + j 4  

Drill Problems 
1 1 - 1  Write nodal equations for  the circuit shown m Fig. 1 1 -6 and 
determine : (a) EA ; (b) EB; (e) Ec. 

Ans. - 10 - j 10 volts ; 20 volts ; - 10 + j 10 volts 

1 1 -2 Write mesh equations for the circuit shown in Fig. 1 1 -7 and 
determine : (a) IA ; (b) IB; (e) lc. 

Ans. - 1 6 + j 1 2  amp;  8 - j 6  amp; - 1 8 + j l  amp 
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fi f 

• •  

w = 2 

1 1 -3 SUPERPOSITION 

• •  

1 0  

Fig. 11 -7  See Drill Prob. 11 -2. 

The superposition principie is another useful analytical method that was initially 
discussed in the context of resistive circuits. We found then that when the gen
eral set of simultaneous algebraic equations describing the circuit 'Was solved 
for one of the node voltages, the voltage was expressible as the sum of a number 
of linear terms, each term being a constant function of the resistances in the cir
cuit times one of the current forcing functions. As each source was considered 
by itself with ali other sources replaced by their internai resistances, it was ap
parent that the total response could be obtained by adding ali the responses 
produced by the sources acting alone. 

We next extended the superposition principie in Chap. 4 to apply to the com
plete response of a general RL C circuit with general time-varying excitation. 
We therefore know that superposition applies to the specific case of the forced 
response of RLC circuits with sinusoidal excitation. The only question that 
might arise is the applicability of superposition when the forcing functions and 
responses are expressed in phasor form and the elements are described by their 
impedances or admittances. However, granted that superposition applies to 
the time-domain circui�, we see that the response must be the sum of the re
sponses as each source acts alone ; each of the single-source circuits may certainly 
be analyzed by phasor methods. Then if we transform each of these responses 
back into the time domain, their sum must yield the total steady-state response. 
May we avoid this extra labor and add the individual frequency-domain re
sponses, taking the time-domain transformation of the total frequency-domain 
response? It is easily shown that we can, for if we let E1,  E2, and so forth, be 
the phasor representations of e1(t) ,  e2(t), etc . ,  then we need show only that 

e1(t) + e2(t) + · · · + eN{J) = Re [ (E1 + E2 + · · · + EN)d"'1 ) 

This proof is disguised as a problem at the end of this chapter. 
The superposition principie should now be included among the analytical 

methods which are useful for frequency-domain circuits. Let us illustrate its 
application and simplicity by using it to obtain the response of the circuit of Fig. 
1 1 -4 once more. The current 11 will be found as the sum of two partia! 
responses, l1L due to the left source acting alone and Irn due to the right source 
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acting alone. Thus, 

while 

Thus 

I1L = -----,-,-::--1_0--,-----,.---
2 + J l  + (j 2 - J l ) ( -) 2  + 1 )  

; 2 - ; l - ; 2 + 1 
10  

2 + ) 1 + (2 + ) 1 )/( 1 - j l ) 
1 0 - j l O = 2 - j 2  5 

I1R = - -} 5 

1 2 (j 1 )(2 + j 1 )  - ; + j 2 - j l + j l + 2 
- 5  

1 - j 2  + ( - 1  + ) 2)/(2 + } 2) 

j l  
2 + j l + j l  

1 
2 + } 2  - ·1 

11 = l1L + lrn = 1 - j 2  
as before. 

Drill Problems 

1 1 -3 Find lx in each of the circuits of Fig. 1 1 -8a, b, and e by using the 
superposition principie. 

Ans. 7 + j 1 amp; 9 amp; 1 - j 3 amp 

1 1 -4 (a) Switch A in the circuit shown in Fig. 1 1 -9 has been closed for 
a long time. Find ix( t ) .  (b) Switch A is now opened at t = O. As 
shown in Chap. 7 ,  Thévenin's theorem enables the charged capacitor to 
be replaced by an uncharged capacitor in series with an ideal voltage 
source I OOu(t) volts, for t > O. Determine ix(t) for t > O  by superposing 
the responses produced by each of the two sources acting alone. (e) 
Assume now that switch A has been open for a very long time. 
Determine the instantaneous value of the curreQt that would flow 
through the switch if it were closed at t = O. 

Ans. - 2.5c2·51 + 4 .69 cos (2t + 5 1 .3 º )  amp; - 2.5 + 7 .5 cos 2t amp; 
infinite amp 

1 1 -4 SOURCE TRANSFORMATIONS 

It  is a simple matter to justify source transformations for sinusoidal steady-state 
sources when they are expressed as phasors and when the elements in series or 
parallel with the sources are expressed as impedances. The source transforma
tion is merely a simple application of Thévenin's or Norton's theorems, and we 
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1 ,  

-i2 o 

(a) 

1 % 

i3 o 

;1 o 

_ jsLQ: amp 

(b) 

Fig. 1 1 -8 See Drill Probs. 1 1 -3 and 1 1 -5. 

(e) 

could prove its validity by showing that these theorems are valid for phasors 
and impedances. However, the source transformation is simpler, and its use 
may be justified without recourse to the two theorems. We shall use the source 
transformations as a helpful introduction to these theorems. 

Let us suppose that we have a circuit  which we are to analyze under 
sinusoidal steady-state conditions. The circuit is drawn in the frequency 
domain,  and we may assume that within it there appears the simple network 
consisting of a voltage source E. in series with an impedance z., as illustrated in 

Fig. 11 -9 See Drill Prob. 1 1 -4. 

10 cos 2 1  ampi _ 

i,  10 n 

Jo n 0.01 f 
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Fig. 11 -1  O A portion ef a frequency
domain circuit to which a source trans
formation is to be applied. 

Fig. 1 1 - 1 0. May we replace this source with a current source 18, where 
18 = E./Z8, in parallel with the impedance Z8? 

Since we know that the entire circuit may be analyzed in the frequency 
domain through the use of phasors and impedances, in order to demonstrate 
equivalence we need to show that the terminal E-1 characteristics of the two 
representations are identical. For the voltage source and series impedance 
shown, the terminal voltage and current phasors are related by 

E =  E, - IZ, 

If we rearrange this relationship, 

1 = E. - � 
z. z. 

then we may identify E8/Z8 as a current source 18, and thus 

E 1 = 1. - 
z. 

This, however, expresses the terminal voltage-current relationship for the current 
source shown in Fig. 1 1 - 1 1 .  Thus, the sources of Figs. 1 1 - 1  O and 1 1 - 1 1 are 
equivalent if E, = l,Z,. It is evident that the transformation may be made in 
either direction ; the analogy with the resistive circuit method is very clo�e. 

Drill Problem 

1 1 -5 Make repeated source transformations, as necessary, in the cir
cuits shown in Fig. 1 1 -8 , until either a single node pair or single mesh 

Fig. 1 1 - 11  A practical current source 
which is equivalent to the practical 
voltage source shown in Fig. 11-10. 
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circuit is obtained. Do not transform the branch containing 1,,. From 
the analysis of this simple circuit, determine 1,, for each circuit. 

Ans. 7 + j 1 amp; 9 amp; 1 - j 3 amp 

1 1 -5 THÉVENIN'S AND NORTON'S THEOREMS 

Thévenin's and Norton's theorems have been discussed also in the context of 
the resistive circuit in Chap. 3 and for the general case in the following chapter. 
We have been using them often since their introduction, and we should be 
familiar with their application to any two-terminal linear network, regardless 
of sources or initial energy storage within the network. It follows, therefore, 
that they are certainly applicable to the sinusoidal steady state, at least for a 
time-domain analysis. The extension to the frequency domain fo!lows im
mediately. We know that an open-circuit voltage or a short-circuit current 
determined in the frequency domain may be transformed into the time domain 
where it will be identical with the open-circuit voltage or short-circuit current 
found through a time-domain analysis. Moreover, the inactive network with 
which the Thévenin (or Norton) equivalent source is in series (or parallel) may 
be described interchangeably in the time domain or in the frequency domain. 
The advantage of the frequency-domain description is a result of the possibility 
of combining the impedances until a single equivalent impedance is produced. 

Let us apply Thévenin's theorem to a frequency-domain network in the 
sinusoidal steady state. Returning to Fig. 1 1 -4, let us obtain the Thévenin 
equivalent of the network facing the right-hand source. The open-circuit volt
age is found by voltage division, 

Eoc = l OL'.!L 
2 

j 2  - j; . = 2 .5 + j 2 .5 
+ ; 1 +1 - ; 1 

and the Thévenin impedance is obtained concisely by series-parallel combinations, 

Zth = 1 - j 2 + 
(2 + j 1 )(j 2 - j 1 )  
2 + j l + j 2 - j l  

1 .25 - j 1 .25 

The response 12 is thus 

12 = 2.5 + j 2.5
_ 
+ j 5  

1 .25 - J 1 .25 

as before. 

- 2  + j 4  

Let us apply Norton's theorem to the sarne circuit, but with a slightly different 
problem in mind. If the central LC branch were replaced by a 5-ohm resistor, 
what current would ftow in a downward direction through this resistor? We 
shall therefore replace everything except this central branch by a Norton equiv-
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Fig. 1 1 -12 See Drill Probs. 11 -6 
and 11 -7. 

2000 n 

1000 n l h e 

alent circuit (or, equally well, the Thévenin equivalent) .  The short-circuit 
current is 

1 0  -j 5 . lsc = --- + --- = 6 - ) 3 
2 + j l  1 - j 2  

and the Thévenin impedance becomes 

z = 
(2 + } 1 )( 1 - j 2)

= 1 5 - · o s th 
2 + j 1 + 1 - j 2 

. ) . 

The current through the 5-ohm resistor may be obtained by current division, 

1 = (6 - 3) 
1 .S - j 0·

5 
= 1 235 - . 1 .059 ) 

6.5 - j 0.5 
. ) 

lt is quite evident that the application of Thévenin's and Norton's theorerns 
to the sinusoidal steady state is only slightly more complicated than their appli
cation to resistive circuits. J ust as with nodal and mesh analysís, source trans
formations, and the superposition theorem, the slight additional complexity 
arises from the necessity of using complex numbers and not from any more in
volved theoretical considerations. 

Finally, we should also be pleased to hear that these sarne techniques will be 
applicable to the forced response of circuits driven by exponential forcing func
tions, damped sinusoidal forcing functions, and forcing functions having a com
plex frequency in general. Thus, we shall meet these sarne techniques again in 
Chaps. 1 3  and 14 .  

Drill Problems 

1 1 -6 With reference to Fig. 1 1 - 1 2 , first determine the frequency
domain Norton equivalent of the network facing the capacitar C, and 
then find the magnitude of the capacitar current : (a) if C = 0.009 
farad ; (b) if e =  0.0 1 0  farad ; (c) if e =  0.0 1 1 farad. 

Ans. 44.5 ma; 54.4 ma; 333.3 ma 

1 1 -7 Use the Thévenin equivalent of Fig. 1 1 - 1 2  to determine the 
capacitar voltage magnitude : (a) if e =  0.009 farad ; (b) if e =  0.0 1 0  
farad ; (c) i f  e =  0.0 1 1 farad. 

Ans. 3 .33 volts ; 0 .495 volt; 0.493 volt 
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1 1 -6 PHASOR DIAGRAMS 

The phasor diagram is a name given to a sketch in the complex plane of the 
phasor voltages and phasor currents throughout a specific circuit. It provides a 
graphical method for solving certain problems in which the complex algebraic 
calculations are tedious ; it serves as a check on more exact analytical methods; 
and it proves to be of considerable help in simplifying the analytical work in 
certain symmetrical problems by enabling the symmetry to be recognized and 
helpfully applied. ln the following chapter we shall encounter similar diagrams 
which display the complex power relationships in the sinu.soidal steady state. 
The use of other complex planes will also appear in connection with complex 

. frequency in Chap. 1 4  and with immittance loci in Chap. 1 5 .  
We are already familiar with the use o f  the complex plane in the graphical 

identification of a complex number and in their addition and subtraction. Since 
phasor voltages and currents are complex numbers, they may also be identified 
_as points in a complex plane. For example, the phasor voltage Ei = 6 + j B  = 
1 0/53 . 1 º is identified on the complex voltage plane shown in Fig. 1 1 - 1 3 .  The 
axes are the real voltage axis and the imaginary voltage axis; the voltage Ei is 
located by an open-headed arrow drawn from the origin.  Since addition and 
subtraction are particularly easy to perform and display on a complex plane, it 
is apparent that phasors may be easily added and subtracted in a phasor diagram. 
Multiplication and division result in the addition and subtraction of angles and a 
change of amplitude ; the latter is less clearly shown, since the amplitude change 
depends on the amplitude of each phasor and on the scale of the diagram. 
Figure 1 1 - l 4a shows the sum of E1 and a second phasor voltage E2 = 3 - j 4 = 
5 / - 53 . 1 º ,  and Fig. 1 1 - 1 4b shows the current 11 , which is the product of E 1  and 
the admittance Y = 1 + j 1 .  

This last phasor diagram shows both current and voltage phasors on the sarne 
complex plane ; it is understood that each will have its own amplitude scale, but 
a common angle scale. For example, a phasor voltage 1 in. long might repre
sent 1 00 volts, while a phasor current 1 in. long could indicate 3 ma. Current 
phasors are indicated by the use of closed arrowheads and voltage phasors by 
open arrowheads. 

The phasor diagram also offers an interesting interpretation of the time-do
main to frequency-domain transformation, since the diagram may be inter
preted from either the time- or frequency-domain viewpoint. Up to this time, 
it is obvious that we have been using the frequency-domain interpretation, be-

Fig. 1 1 -13 A simple phasor diagram 
showing the single voltage phasor 
Ei = 6 + j B  = 1 0/53. 1 º .  

Imaginary axis ( v) 

; s 

6 Real axis (v) 
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(a) (b) 

Fig. 1 1-14 (a) A phasor diagram showing the sum Of Ei = 6 + j B  and 
E2 = 3 - j 4, Ei + E2 = 9 + j4 = 9 .85/24.0 º .  (b) The phasor dia
gram shows Ei and IL where 11 = YE1 ,  and Y = 1 + j 1 mho. 

cause we have been showing phasors directly on the phasor diagram. However, 
let us proceed to a time-domain viewpoint by first showing the phasor E = Em/.!!, 
as sketched in Fig. l l - l 5a. ln order to transform E to the ti me domain, the next 
necessary step is the multiplication of the phasor by é"'1 ; thus we have the com
plex voltage Eméªf.;wt = Em/wt ± a. This voltage may also be interpreted as 
a phasor, one which possesses a phase angle which increases linearly with time. 
On a phasor diagram it therefore represents a rotating line segment, the 
instantaneous position being wt radians ahead ( counterclockwise) of Em!.!!· 
Both Em!.!! and Emlwt + a are shown on the phasor diagram of Fig. 1 1 - 1 5b. 

The passage to the time domain is now completed by taking the real part of 
Em/wt ± a. The real part of this complex quantity, however, is merely the 
projection of Emlwt + a on the real axis. ln summary, then, the frequency-do-

Fig. 1 1-15 (a) The phasor voltage EmÍJ!· ( b) The complex voltage 
Em/wt + a is shown as a phasor at a particular instant of time. This 
phasor leads Emf.J! by wt radians. 

Em/wt + a  

E .. � 

(a) (b} 
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Ec - - E, + Ec 

Fig. 1 1 -16 (a) A series RLC circuit shown in thefrequency domain. (b) 
The associated phasor diagram, drawn with the single-mesh current as the 
reference phasor. 

main phasor appea'fs on the phasor diagram, and the transformation to the time 
domain is accomplished by allowing the phasor to rotate in a counterclockwise 
direction at an angular velocity of w radians/sec and then visualizing the pro
jection on the real axis. It is helpful to think of the arrow representing the phasor 
E on the phasor diagram as the snapshot, taken at wt = O, of a rotating arrow 
whose projection on the real axis is the instantaneous voltage e(t) . 

Let us now construct the phasor diagrams for severa! simple circuits. The 
series RLC circuit shown in Fig. l l - 1 6a has severa! different voltages associated 
with it, but only a single current. The phasor diagram is constructed most.easily 
by employing the single current as the reference phasor. Let us arbitrarily 
select 1 = lmfSL and place it along the real axis of the phasor diagram, 
Fig. l l - 1 6b .  The resistor, capacitor, and inductor voltages may next be cal
culated and placed on the diagram, where the 90º phase relationships stand out 
clearly. The sum of these three voltages is the source voltage, and for this cir
cuit, which is in the resonant condition 1 where Zc = - ZL, the source voltage 
and resistor voltage are equal . The total voltage across the resistance and 
inductance or resistance and capacitance is easily obtained from the phasor 
diagram. 

The phasor diagram may be interpreted in the time domain by allowing ali 
the phasors to rotate synchronously with a counterclockwise angular velocity of 
w radians/sec, and then considering the projections on .the real axis. 

Figure 1 1 - 1  7 a shows a sim pie parallel circuit in which it is logical to use the 
single voltage between the two nodes as a reference phasor. . Suppose that 
E = lfSL volt. The resistor current is in phase with this voltage, IR = 0.2/SL 

1 Resonance will be defined in Chap. 15 .  



331 The Sinusoidal Steady-state Response 

amp, and the capacitar current leads the reference voltage by 90 º ,  lc = j O. l 
amp. After these two currents are added to the phasor diagram, shown as Fig. 
1 1 - 1  7 b, they may be summed to obtain the source current. The result is 1, = 
0.2 + j O. I  amp. 

If the source current were specified initially as, for example, ! �  amp, and 
the node voltage is not initially known, it is still convenient to begin construc
tion of the phasor diagram by assuming a node voltage, say E = ! � volt once 
again, and using it as the reference phasor. The diagram is then completed as 
before, and the source current which flows as a result of the assumed node volt
age is again found to be 0.2 + j O. I amp. The true source current is ! �  amp, 
however, and thus the true node voltage is greater by the factor l �  /(0 .2  + 

j O. I ) ; the true node voltage is therefore 4 - j 2  volts. The assumed voltage 
leads to a phasor diagram which differs from the true phasor diagram by 
a change of scale ( the assumed diagram is smaller by a factor of 1 / y'2õ) and an 
angular rotation (the assumed diagram is rotated counterclockwise through 
26.6 º ) .  

Phasor diagrams are usually very simple t o  construct, and most sinusoidal 
steady-state analyses will be more meaningful if such a diagram is included. 
Additional examples of the use of phasor diagrams will appear frequently 
throughout the remainder of our study. 

Drill Problems 
1 1 -8 The skeleton outline of a phasor diagram appears in Fig. 1 1 - 1 8. 
The phasor currents and voltages indicated can be determined with 
moderate accuracy by use of a scale and protractor. Assume that the 
diagram applies to a circuit consisting of a capacitance C in parallel 
with the series combination of a resistance R and an inductance L. A 
current source Is is in parallel with the capacitar. Determine the 
impedance of: (a) the resistor ; (b) the inductor ; (c) the capacitar. 

Ans. j 5 .00 ohms ; 2 .00 ohms ; -j 5.39 ohms 

1 1 -9 The circuit shown in Fig. 1 1 - 1 9  is operated at w = 1 000. Con
struct a freehand phasor diagram for this circuit without the use of 

Fig. 1 1 - 17  (a)  A parallel RC circuit. (b)  The phasor diagram for this 
circuit; the node voltage is used as a convenient reference phasor . 

•• 

(a) 

l c = iO.I 

• • = 0.2 + ;0.1 
1 
1 
1 

•• = 0.2LQ: 

(b) 

E =  I� 
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10 V 

V 

Fig. 11 -18 See Drill Prob. 
1 1 �8. 

2 amp 

scale, protractor, or slide rule. The diagram should be drawn directly 
after staring at �he circuit and performing a few simple mental calcula
tions. Use the diagram to estimate in polar form : (a) 11 ;  (b) 12 ; (e) h 

Ans. 3& amp; 6.4L.!il.: amp; 4.5/ - 64º  amp 

Problems 
•1 Find 1_. and i_.( t) for the circuit shown in Fig. l l -20a. 

2 Find E_. and e_.(t) for the circuit shown in Fig. l l -20b. 
3 Find 1_. and i_.(t) for the circuit shown in Fig. l l -2 l a . 

•4 Find I_. and i_.(t) for the circuit shown in Fig. l l -2 l b. 
5 Find E_. and e_.(t) for the circuit shown in Fig. l l -22a. 
6 Write a set of mesh equations for the circuit shown in Fig. l l -22b. 
7 Show that the sum of N time-domain voltages may be obtained by trans

forming the sum of the corresponding frequency-domain voltages to the 
time domain .  What restrictions must be placed on the time-domain volt
ages? How does this proof differ from a demonstration that Kirchhoff's 
voltage law is valid in the frequency domain? 

8 Solve Prob. 3 with the use of the superposition theorem. 

Fig. 1 1 -19 See Drill Prob. 11 -9. 

• , 

50 !l 

50 mh 

20 !l 
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•9 Find ii(t) for the circuit shown in Fig. l 1 -23a. 
10 Find iL(t) for the circuit shown in Fig. l l -23b. 

•1 1 Find ec(t) for t > O for the circuit shown in Fig. 1 1 -24. 
1 2  Find the steady-state current source which is equivalent to an ideal voltage 

source 60 cos 51 volts in series with a 1 O-henry inductor. 

;100 n -;20 n 

{a) 
-;0.3 1.l 

;o.4 1.l 

0.2 1.l -i0.2 1.l 

(b) 

Fig. 11 -20 (a) See Prob. 1. ( b) See Prob. 2. 

0.1 1.l 

Fig. 1 1 -21 (a) See Prob. 3 ( b) See Prob. 4. 

t, 10 µI 5 µ f 

0.15 h 

"' = 1000 
(a) 

-i3 ampi -

-i4 n 

(b) 
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���----..���-.-��--<�--lf------+���-.-��----, 
100 pf 

100 p i 50 µh 100 µh 

w = 10
7 

(a) 

5 íl 4 íl 

(b) 

Fig. 11 -22 (a) See Prob. 5. (b) See Prob. 6. 

5 cos 2 t  

3u(t) vi 

Fig. 11 -23 (a) See Prob. 9. (b)  See Prob. 10. 

ÍE, 
1 100 pi  1000 íl 

16 íl 

48 íl 

1 3  Find both the Thévenin and Norton equivalents of the circuit shown 
in Fig. 1 1 -25a. 

14  Find both the Thévenin and Norton equivalents of the circuit shown 
in Fig. 1 1 -25b. 

•15 Two terminais of a network operating at w = 400 are available for 
externa! measurements, as shown in Fig. 1 l -26a. Two measurements are 
made : ( 1 )  When a 2 .5-µf capacitar is placed between the terminais, 
the voltage across the capacitar is Ei = 1 00 volts (magnitude) .  (2)  When 
a 2-henry inductor is placed between the terminais, the voltage across the 
inductor is E2 = 40 volts (magnitude) ,  and it is determined that E2 leads 
Ei by 90 º .  Find l8c and the phase angle of l8c with respect to E1 at 400 
radians/sec. 
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16  (a) Find the Thévenin equivalent circuit of  the network shown in  Fig. 
1 1 -26b. (b) Find the Norton equivalent of this sarne circuit by applying a 
source transformation to the Thévenin equivalent circuit. (e) Find the 
Norton equivalent circuit by determining the short-circuit current and 
Thévenin impedance. (HINT : The difficulty which arises in the determina
tion of the short-circuit current can be circumvented by finding the voltage 
across either reactive element with the terminais short-circuited . )  

1 7  Find the Thévenin and Norton equivalents of  the network shown in 
Fig. 1 1 -27  a . 

2 cos f t ampi _ 2o n 

Fig. 1 1 -24 See Prob. 1 1 .  

s n  

f a) 

2 f 

2o n 

-i6 íl  

Fig. 1 1 -25 (a) See Prob. 13. (b) See Prob. 14. 

Fig. 1 1 -26 (a) See Prob. 15. ( b) See Prob. 16. 

(a) 

t = O 

20 n 

(b) 

; 1  n 

1 n -i l íl 

(b) 
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•18 Use Thévenin's theorem to determine the instantaneous power being 
delivered to the 1 2-ohm resistor in the circuit shown in Fig. 1 1 -27b .  

19  Draw an accurate phasor diagram for the circuit shown in  Fig. 1 1 -28a. 
Assume that 1 = lmfSL , and show EH. Ec, and E,. State whether 1 leads 
or lags E, and determine the angle graphically. Also determine graphi
cally the ratio of 1 Ec 1  to 1 E, I · Verify by another method. 

20 Repeat Prob. 19 with an assumed current I = ImLl.Q..".. . 
•2 1 ln the circuit outlined in Fig. 1 1 -28b, Ei = 2/20º volts, Ez = 3/1 80 º  volts, 

and E3 = 2/90 º volts. (a) Find E, graphically and check by another 
method. (b) If 1 = 1 / 1 35 º amp, determine which of the three boxes must 
contain an active element and what the simplest configuration of passive 
elements might be in the remaining two boxes if w = 1 .  

22 ln the circuit shown in Fig. 1 1 -28c, E, = 1 201.JL volts. (a) Draw a phasor 
diagram for the circuit showing E,, IR, IL, and 1 . (b) Does 1 lead or lag 
E,? (e) Using the phasor diagram, indicate how 1 will change if the re
sistance is halved. (d) How does 1 change as the frequency is slowly de
creased to zero? 

23 A sinuso:d.al voltage source of 1 20-volt magnitude is connected across the 
series combination of two unknown impedances ZA and ZB, as shown in 

-j3 o 

j3 o 

(a) (b) 

Fig. 11 -2 7 (a) See Prob. 17. ( b) See Prob. 18. 

Fig. 1 1 -28 (a ) See Prob. 19. (b) See Prob. 21. (e) See Prob. 22. 

5 o 

� � 'i--- Y, E• E , E, 
• • 

Ec\ -j!O o 2 o 

E,i 
'\., 

(a) (b) (e) 

-iIOO !l 

j3 o 



337 Tire Sinwoidal Steady-atate Response 

(a) (b) 

Fig. 1 1 -29 (a) See Prob. 23. ( b) See Prob. 24. 

Fig. 11-30 See Prob. 25. 

' ·  

;s o 

3 o 

1 µ f  

H l  

Fig. l 1 -29a. The magnitudes of the voltages across ZA and ZB are 50 and 
1 00 volts, respectively. (a) Taking the source as the reference phasor, draw 
the two possible phasor diagrams for this situation and determine the two 
possible values of EA and EB. •(b) If ZA is known to be a single 1 00-ohm 
resistor, determine the two possible values of ZB. If, in addition, ZB is as
sumed to be a capacitive impedance, that is, the phase angle of ZB is less 
than O º ,  draw a simple configuration of elements which will produce ZB at 
1 000 cps. 

24 Determine the phasor voltage and current associated with each element in 
the circuit of Fig. 1 1 -29b. Draw a complete phasor diagram. 

25 A circuit possessing obvious symmetry is shown in Fig. 1 1 -30.  The pres
ence of the symmetry can simplify the analysis of the circuit if a phasor 
diagram is drawn. (a) Construct a phasor diagram and find 1,.. (b) Find 
1,. if the upper and lower sources are changed to 1 0/5 2 º  and I 0/ - 52º  
volts, respectively. (e) Find 1,.  if the upper and lower sources are changed 
to 1 0/75 º and 1 0/25 º volts, respectively. (d) Repeat part a if the capacitor 
is doubled in size. 

26 Draw the phasor diagram of the exact dual of the circuit shown in 
Fig. 1 1 - 1 6a .  



Average Power and RMS Values 

1 2 - 1  INTRODUCTION 

Nearly ali problems in circuit analysis are concerned with applying one or more 
sources of electrical energy to a circuit and then quantitatively determining the 
consequent response throughout the circuit. The response may be a current or 
a voltage, but we are also interested in the amount of energy supplied from the 
sources, in the amount of energy dissipated or stored within the circuit, and in 
the manner in which energy is delivered to the points at which the responses are 
determined. Primarily, however, we are concerned with the rate at which en
ergy is being generated and absorbed ;  our attention must now be directed to 
power. 

We shall begin by considering instantaneous power, the product of the time
domain voltage and time-domain current associated with the element in which 
we are interested. The instantaneous power is sometimes quite useful in its own 
right, because its maximum value might have to be limited in order to avoid 
exceeding the safe or useful operating range of a physicàl <levice . For example, 
transistor and vacuum-tube power amplifiers both produce a distorted output 
when the power instantaneously exceeds a certain limiting value. However, we 
are mainly interested in instantaneous power for the simple reason that it pro
vides us with the means to calculate a more important quantity, the average 
power. ln a similar way, the progress of a cross-country automobile trip is best 
described by the average velocity; our iriterest in the instantaneous velocity is 
limited to the avoidance of maximum velocities which will endanger our safety 
or arouse the highway patrol. 

ln practical problems we shall deal with values of average power which range 
from the small fraction of a picowatt available in a telemetry signal from outer 
space, the few watts of audio power supplied to the speaker in a high-fidelity 
system, the severa( hundred watts required to invigorate the morning coffeepot, 
to the millions of watts needed to supply ali the electrical needs of a large city. 
338 
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Our discussion will not be conc.:.rned entirely with the average power 
delivered by a sinusoidal current or voltage ; we shall establish a mathematical 
measure of the effectiveness of other waveforms in delivering power, which we 
shall call the effective value. We shall complete our study of power by consider
ing the descriptive quantities power factor and complex power, two concepts 
which will introduce the practical and economic aspects associated with the dis
tribution of electric power. 

1 2-2 INSTANTANEOUS POWER 

The power delivered to any <levice as a function of time is given by the product 
of the instantaneous voltage across the <levice and the instantaneous current 
through it, as we well know ; the passive sign convention is assumed. Thus, 

p = ei ( 1 2- 1 )  
A knowledge of both the current and the voltage is presumed. I f  the <levice in 
question is a resistor R, then the power may be expressed solely in terms of either 
the current or the voltage, 

. . e2 p = ez = z2R = -R ( 1 2-2) 

If the voltage and current are associated with a <levice which is entirely induc
tive, then 

. . di 1 f' p = ez = Lz - = - e e dt dt L - x  

where we have arbitrarily assumed that the voltage is zero at t = - oo .  
case of a capacitor, 

. e de 1 ·j ' . d p = ez = e -- = - z z t dt e - x  

( 1 2-3) 

ln the 

( 1 2-4) 

where a like assumption about the current is made. This listing ofequations 
for power in terms of only a current or voltage soon becomes unwieLc;ly, how
ever, as we begin to consider any more general networks. The list i11g is also 
quite unnecessary, for we ueed only find both the current and voltage at the net
work terminais. As an example, we may consider the series RL circuit, as 
shown in Fig. 1 2 - 1 ,  excited by a step-voltage source. The familiar current re
sponse is 

i(t) = Eo ( l  - cRtlL) u(t) R 
and thus the total power delivered by the source or absorbed by the passive net
work is . Eo2 p = ez = -( 1 - cRt1L) u(t) 

R 
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R 

L 
Fig. 12-1 A circuit which is used as 
an example of the calculation of the 
instantaneous po wer relationsh ips 
throughout a circuit. 

since the square of the unit-step function is obviously tne unit-step function itsel( 
The power delivered to the resistor is 

E 2 
Pn = i2R = -º- ( 1  - cRtlL)2 u(t) R 

ln order to determine the power absorbed by the inductor, we first obtain the 
inductor voltage 

di eL = L dt 

E Rt!L ( )  
LEo ( 1  __ ,-Rt!L) 

du(t) = oC u t + � , dt 
= EocRtlL u( t) 

since du(t)/dt is zero for t > O  and ( 1  - cRtlL) is zero at t = O. The power 
absorbed by the inductor is thus 

. Eo2 
PL = eLz = R cRtlL( I _ cRtlL) u( t) 

Only a few algebraic manipulations are required to show that 

P = Pn + PL 

which serves to check our work. 
The majority of the problems which involve power calculations are perhaps 

those which <leal with circuits excited by sinusoidal forcing functions in the 
steady state ; as we have been told previously, even when periodic forcing func
tions which are not sinusoidal are employed, it is possible to resolve the problem 
into a number of subproblems in which the forcing fimctions are sinusoidal. The 
special case of the sinusoid therefore deserves special attention. 

Let us change the voltage source in the circuit of Fig. 1 2- 1  to the sinusoidal 
source Em cos wt. The familiar time-domain response is 

i(t) = lm cos (wt + 8) 

where 

l _ Em m - \/R2 + w2L2 and 
wL e = - tan-1 -
R 
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The instantaneous power delivered to the entire circuit in the sinusoidal steady 
state is, therefore, 

p = ei = Emlm cos (wl + 8) cos wt 

which we shall find convenient to rewrite in a form obtained by using the 
trigonometric identity for the product of two cosine functions. Thus, 

Emfm 8 8 P = -
2
- (cos (2wl + ) + cos ] 

Emfm 8 Emfm 8 = -
2
- cos + -

2
- cos (2wl + ) 

The last equation possesses severa) characteristics which are true in general for 
circuits in the sinusoidal steady state. One term, the first, is not a function of 
time ; and a second term is included which has a cyclic variation at lwice the ap
plied frequency. Since this term is a cosine wave, and since sine waves and co
sine waves have average values which are zero (when averaged over an integral 
number of periods) ,  this introductory example may serve to indicate that the 
average power is 1/2Emlm cos 8. This is true, and we shall now establish this re
lationship in more general terms. 

Drill Problems 

1 2 - 1  Assume cosinusoidal excitation in the circuit of Fig. 1 2 - 1 ,  with 
Em = 10 volts, w = 2, R = 4 ohms, and L = 2 henrys. Determine the 
instantaneous value of the power at 1 = 'IT/4 sec which is being : (a) 
delivered by the source ; (b) absorbed by the resistor ; (e) absorbed by 
the inductor. 

Ans. 6 .25 watts ; O watts ; - 6.25 watts 

1 2-2 A 1 -farad capacitar is charged to 1 volt. At 1 = O, a 1 -henry 
inductor is suddenly connected in parallel with it. Find the power being 
absorbed by the inductor at : (a) 1 = O; (b) 1 = 'IT/4 ; (e) 1 = 1 638.25'1T. 

Ans. O watts ; 0.5 watt ; 0.5 watt 

1 2-3 AVERAGE POWER 

When we speak of an average value for the instantaneous power, the time inter
vai over which the averaging process takes place must be clearly defined. Let 
us first select a general interval of time from 11 to 12. We may then obtain the 
average value by integrating p(I) from 11 to 12 and dividing the result by the time 
interval 12 - 11 . Thus, 

p = __ l_ f12 p(t) dt 
12 - 11 Ít 1 

( 1 2-5) 
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The average value is denoted by the capital letter P since it is not a function of 
time, and it usually appears without subscripts. Although P is not a function of 
time, it is a function of 11 and 12 , the two instants of time which define the inter
vai of integration. This dependence of P on a specific time interval may be ex
pressed in a simpler manner if p(t) is a periodic function. We shall consider 
this important case first. 

Let us assume that our forcing function and the circuit responses are ali peri
odic ;  a steady-state condition has been reached, although not necessari ly the 
sinusoidal steady state. We may define a periodic function mathematically by 
requiring that 

/(1) = f(I + T) ( 1 2-6) 

where T is the period. We may now show that the average value of the 
instantaneous power as expressed by Eq. ( 1 2-5) may be computed over an inter
vai of one period having an arbitrary beginning. 

A general periodic waveform is shown in Fig. 1 2-2 and identified as p(I). We 
first compute the average power by integrating from 11 to a time 12 which is one 
period later, 12 = 11 + T, 

P .  l f'I + T 
( ) d l = - p i  1 T 11 ' 

and then by integrating from some other time lx to lx + T, 

Px = _!_itx + T p(I) dl T 1, 

The equality of P1 and Px should be evident from the graphical interpretation 
of the integrais ; the area which represents the integral to be evaluated in de
termining Px is smaller by the area from 11 to lx, but greater by the area from 
11 + T to lx + T, and the periodic nature of the curve requires these two areas 
to be equal. Thus, the average power may be computed by integrating the 
instantaneous power over any interval which is one period in length and then 
dividing by the period 

p = _!_ [' + T 
p dl T ,, ( 1 2-7) 

lt  is important to note that we might also integrate over any integral number of 
periods, provided that we divide by this sarne integral number of periods. Thus, 

p = _1_ 
[tx + nT 

p dl nT  ),, 
n = l ,  2, 3, . . .  ( 1 2-8) 

If we carry this concept to the extreme by integrating over ali time, another use
fui result is obtained. We first provide ourselves with symmetrical limits on the 
integral 

P 1 fnT/2 
d = - p 1 nT -nT/2 
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p(t} 

and then take the limit as n becomes infinite, 

P 1 .  1 in T/
2 d = 1m - p t 

n � oo  n T - n T/2 

Fig. 12-2 A general 
periodic power function 
having a period of T sec. 

If p(t) is a mathematically well-behaved function, as ali physical forcing functions 
and responses are, it is apparent that if a large integer n is replaced by a slightly 
larger number which is not an integer, then the value of the integral and of P is 
changed by a negligible amount ; moreover, the errar decreases as n increases. 
Without justifying this step rigorously, we therefore replace the discrete variable 
nT by the continuous variable T, 

1 f"2 P = lim - ' p dt 
'T -> X  T - T/2 

( 1 2-9) 

We shall find it convenient on severa! occasions to integrate periodic functions 
over this "infinite period. "  Examples of the use of Eqs. ( 1 2-7) ,  ( 1 2-8) ,  and ( 1 2-9) 
are given below. 

Let us illustrate the calculation of the average power of a periodic wave by 
finding the average power delivered by the (periodic) sawtooth curreiit wave
form shown in Fig. 1 2-3a to a resistor R. We have 

T < t :::; 2 T  

etc. 

and 

p(t) = ;2 fm2R (t - T)2 

etc. 
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i(t) 

- T  o T 

(a) 
2T 

p(t) 

-T o T 2T 
(b) 

Fig. 12-3 (a) A sawtooth current waveform and ( b) the instantaneous 
power waveform it produces in a resistor R. 

as sketched in Fig. 1 2-3b .  Integrating over the simplest range of one period, 
from t = O to t = T, we have 

P = + r 1�2
2
R t2 dt = \li 1m2R 

The selection of other ranges of one period, such as from t = 0. 1 T to t = 1 . 1  T, 
would produce the sarne answer. Integration from O to 2 T and division by 2 T,  
that is, the application o f  Eq. ( 1 2-8) with n = 2 and t,, = O ,  would·also provide 
the sarne answer. 

Now let us obtain the general result for the sinusoidal steady state. We shall 
assume the general sinusoidal voltage 

e(t) = Em cos (wt + a) 
and current 

i(t) = lm cos (wt + a  - 8) 

associated with the <levice in question. The instantaneous power is 

p(t) = Emlm cos (wt + a) cos (wt + a - 8) 

Again expressing the product of two cosine functions as one-half the sum of the 
cosine of the difference angle and the cosine of the sum angle, 

( 1 2- 1 0) 
we may save ourselves some integration by an inspection of the result. The first 
term is a constant, independent of t. The remaining term is a cosine function;  
p(t) i s  therefore periodic, and its  period is  1/2 T Note that the period T is associ
ated with the given current and voltage, and not with the power; the power 
function has a period 1/2 T. However, we may integrate over an interval of T 
sec to determine the average value if we wish ; it is only necessary to divide also 
by T sec. Our familiarity with cosine and si�e waves, however, shows that the 
average value of either over a period is zero. There is thus no need to integrate 
Eq. ( 1 2- 1 0) formally; by inspection, the average value of the second term is 
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zero over a period T (or V2 T ) ,  and the average value of the first term, a con
stant, must be that constant itself. Thus, 

( 1 2- 1 1 )  
This important result, introduced i n  the previous section for a sp�cific circuit, 

is therefore quite general. The average power is one-half the product of the 
crest amplitude of the voltage, the crest amplitude of the current, and the cosine 
of the phase-angle difference between the current and the voltage ; the sense of 
the difference is immaterial. 

As a numerical illustration, let us assume that a voltage 
7Tl e(t) = 4 cos 6 

or E = 4LQ_"_ 

is applied across an impedance Z = 2/60 º ohms. The phasor current is there
fore 2/ - 60º  amp, and the average power is 

P = 1/2( 4 ) (2)  cos 60 º = 2 watts 
The time-domain voltage 

7Tl e(t) = 4 cos 6 

time-domain current 

1 ( 1) = 2 cos (�' - 60º) 

and instantaneous power 

p( t) = 8 cos 7T/ coJ7Tt - 60º) 
h \6 

= 2 + 4 cos (;1 - 60 º) 

are ali sketched on the sarne time axis in Fig. 1 2 -4. Both the 2-watt average 
value of the power and its period of 6 sec, one-half the period of either the 
current or the voltage, are evident . The zero value of the instantaneous power 
at each instant when either the voltage or current is zero is also apparent. 

Two special cases are worth isolating for consideration, the average power de
livered to an ideal resistor and that to an ideal reactor (any combination of only 
capacitors and inductors ) .  The phase-angle difference between the current 
through and the voltage across a pure resistor is zero, and therefore 

PR = '/2Emfm 

or PR =  '12fm2R ( 1 2- 1 2) 

or p _ Em2 
R - 2R 

( 1 2- 1 3) 
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P, e, i (w,  v, amp ) 

6 

-4 

,. - ,  / ' 
/ \ 

/ \ / \ / \ / 1 / 1 / \ 

/ / 
/ 

t ( sec )  

Fig. 12-4 Curves of e( t ) ,  i ( t ) ,  and p(t )  are plotted as a function of time for 
a simple circuit in which the phasor voltage E = 4� volts is applied to 
the impedance Z = 2/60º ohms at w = 7r/6. 

The last two formulas, enabling us to determine the average power delivered to 
a pure resistance from a knowledge of either the sinusoidal current or voltage, 
are simple and important. They are often misused. The most common error is 
made in trying to apply them in cases where, say, the voltage included in Eq. 
( 1 2- 1 3) is not the voltage across the resistor. If care is taken to use the current 
through the resistor in Eq. ( 1 2- 1 2) and the voltage across the resistor in Eq. 
( 1 2- 1 3) ,  satisfactory operation is guaranteed. 

The average power delivered to any <levice which is purely reactive must be 
zero. This is evident from the 90º phase difference which must exist between 
current and voltage ; hence, cos 8 = O and 

Px = O 
The average power delivered to any network composed entirely of ideal inductors 
and capacitors is zero ; the instantaneous power is zero only at specific instants. 
Thus, power flows into the network for a part of the cycle and out of the net
work during another portion of the cycle. 

As an example illustrating these relationships, let us consider the circuit 
shown in Fig. 1 2-5 .  The values of 11 and 12 are found by any of séveral 
methods, such as mesh analysis or superposition : 

11 = 5  - J l O = 1 1 . 1 8/ - 63 .45 º 

12 = 5 - J S = 7.07/ - 45 º  

The current through the 2-ohm resistor is 

and the resistor voltage is, therefore, 

ER = 1 0/-90º  
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This current and voltage satisfy the passive sign convention, and the average 
power absorbed by the resistor is, therefore, 

PR = 1/2( 1 0)(5) cos ( - 90º  + 90º )  = 25 watts 

a result which may be checked by using Eq. ( 1 2- 1 2) or ( 1 2- 1 3 ) .  Turning to the 
left source, the voltage 20LQ: and current 1 1 . 1 8/ - 63.45 º satisfy the aclive sign 
convention, and thus the power delivered by this source is 

P1eft = 1/2(20) ( 1 1 . 1 8) cos (Oº  + 63.45 º )  = 50 watts 

ln a similar manner, we find the power absorbed by the right source, 

Pright = V2( 10 ) (7  .07)  cos (Oº  + 45 º )  = 25 watts 

The power delivered to each of the two reactive elements is zero ; the power re
lations check. 

We must now pay some attention to nonperiodic functions. One practical ex
ample of a nonperiodic power function for which an average power value is 
desired is the power output of a radio telescope which is directed toward a 
"radio star ."  Another is the sum of a number of periodic functions, each func
tion having a different period, such that no greater common period can be 
found for the combination. For example, the current 

i(t) = sin t + sin 7Tl ( 1 2- 1 4) 

is nonperiodic because the ratio of the periods of the two sine waves is an irra
tional number. At t = O, both terms are zero and increasing. But the first 
term is zero and increasing only when t = 27Tn, where n is an integer, and thus 
periodicity demands that 7Tl or 7T(27Tn ) must equal 27Tm, where m is also an 
integer. No solution (integral values for both m and n) for this equation is pos
sible. It may be illuminating to compare tj1e nonperiodic expression ( 1 2- 1 4) 
with the periodic function 

i(t) = sin t + sin 3 . 1 4t ( 1 2- 1 5) 

where 3 . 1 4  is an exact decimal expression and is not intended to be interpreted 
as 3 . 1 4 1 592 · · · . With a little effort, it can be shown that the period of this 
current wave is 1 007T sec. 

The average value of the power delivered to a 1 -ohm resistor by either the 
periodic current ( 1 2- 1 5 ) or the nonperiodic current ( 1 2- 1 4) may be found by 
integrating over an infinite interval ; much of the actual integration can be 

;2 n -;2 n 

'-----e-----1(-
Fig. 12-5 A circuit in 
the sinusoidal steady state 
is used to illustrate aver
age power calculations. 
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avoided because of our thorough knowledge of the average value of simple func
tions. We therefore obtain the instantaneous power delivered by the current in 
Eq. ( 1 2- 1 4) by applying Eq. ( 1 2-9), 

P = lim .!J'12 (sin2 t + sin2 7rt + 2 sin t sin 7rt) dt 
T-00 'f' -T/2 

We now consider P as the sum of three average values. The average valne of 
sin2 t over an infinite interval is found by replacing sin2 t by ( 1/2 - 1/2 cos 2t) ; it is 
obviously 1h . Similarly, the average value of sin2 'Trt is also 1/2 . Anrl the last term 
can be expressed as the sum of two cosine functions, each of which must certainly 
have an average value of zero. Thus, 

P = 1/2 + � = 1 watt 

An identical result is obtained for the periodic current ( 1 2- 1 5) .  
Applying this sarne method to  a current function which i s  the sum of  severa! 

sinusoids ef dijferent periods and arbitrary amplitudes, 

i(t) = lm1 COS w1t + lm2 COS W2t + · · · + lmN COS WNt 

we find the average power delivered to a resistance R, 

P = 1/2(/!1 + I!2 + · · · + I!N) R  

( 1 2 - t6) 

( 1 2- 1 7) 

The result is unchanged if an arbitrary phase angle is assigned to each component 
of the current. This important result is surprisingly simple when we think of 
the steps required for its derivation : squaring the current function, integrating, 
and taking the limit. The result is also just plain surprising, because it shows 
that, in this special case ef a current such as ( 1 2- 1 6) ,  superposition is applicable to 
power. Superposition is not applicable for a current which is the sum of two 
direct currents, nor is it applicable for a current which is the sum of two sinus
oids of the sarne period. 

Drill Problems 

1 2-3 A sinusoidal voltage E, = 1 00� volts is applied to each of the 
networks described below. Find the average power delivered by the 
source in each case : (a) a 2-ohm resistor in series with a capacitive re
actance of 1 ohm;  (b) a 4-ohm resistor in parallel with an inductive 
reactance of 1 0  ohms ; (e) a voltage source E,, = 50/90º volts (sensed in 
the sarne direction as E,) in series with a capacitive reactance of 1 0  ohms. 

Ans. - 250 watts ; 1 250 watts ; 2000 watts 

1 2-4 Find the average power delivered to a 20-ohm resistor by a cur
rent waveform described as follows : (a) 2 amp, constant ; (b) 2 amp 
from t = O to t  = 0. 1 , 0 from t = 0. 1 to t = 0.2 , periodic with period of 
0.2 sec; (e) 2 amp from t = O to t = 0. 1 ,  - 2  amp from t = 0. 1 to t = 0.2, 
periodic with period of 0 .2 sec. 

Ans. 80 watts; 80 watts ; 40 watts 
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i(t) 

I, 

o 

i(t) 

-1 t ( sec ) 

(a} (b) (e} 

Fig. 12-6 See Drill Probs. 12-5 and 12-9. 

1 2-5 Each of the three periodic waveforms illustrated in Fig. 1 2-6 is 
to detiver 1 watt to a 1 -ohm resistor. Find /1 in each case. 

Ans. 1 amp; 2 .45 amp; 1 .4 1  amp 

1 2-6 Determine the power delivered to a 1 -ohm resistor by each of the 
following voltages : (a) 6 cos 27Tt + 8 cos 37TI volts ; (b) 4 cos 27Tt + 9 sin 37TI 
volts ; (e) 7 cos 27Tt + 7 sin (37Tt + TT/6) volts. 

Ans. 48.5 watts ; 49.0 watts ; 50.0 watts 

1 2-7  Determine the power delivered to a 50-ohm resistor by each of 
these voltages : (a) 10 sin 20007TI + 2 cos 50007Tt volts ; (b) 10 sin 20007Tt + 
2 cos 20007Tt volts ; (e) 1 0  sin 20007Tt + 2 sin 20007Tt volts. 

Ans. 1 .04 watts ; 1 .44 watts ; 1 .04 watts 

1 2-4 USE OF THE WATTMETER 

The measurement of power is most often accomplished at frequencies below a few 
hundred cycles per second through the use of a wattmeter which contains two sep
arate coils. One of these coils is made of heavy wire, having a very lo� resist
ance, and is called the current coil; the second coil is composed of a much greater 
number of turns of fine wire, with relatively high resistance, and is termed the 
potential coil, or voltage coil. Additional resistance may also be inserted internally 
or externally in series with the potential coil .  The torque applied to the moving 
system and the pointer is proportional to the instantaneous product of the cur
rents ftowing in the two coils. The mechanical inertia of the moving system, 
however, causes a deftection which is proportional to the average value of this 
torque. 

The wattmeter is used by connecting it into a network in such a way that the 
current ftowing in the current coil is the current flowing into the network and 
the voltage across the potential coil is the voltage across the two terminais of the 
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network. The current in the potential coil is thus the input voltage divided by 
the resistance of the potential coil .  The wattmeter deflection is therefore pro
portional to the average power delivered to the network. 

It is apparent that the wattmeter has four available terminais, and correct 
connections must be made to these terminais in order to obtain an upscale read
ing on the meter. To be specific, let us assume that we are measuring the power 
absorbed by a passive network. The current coil is inserted in series with one of 
the two conductors connected to the load, and the potential coil is installed be
tween the two conductors, usually on the " load side" of the current coil .  The 
potential coil terminais are often indicated by arrows, as shown in Fig. 1 2-7a. 
Each coil has two terminais, and the proper relationship between the sense of 
the current and voltage must be observed. One end of each coil is usually 
marked ( + ), and an upscale reading is obtained if a positive current is flowing 
into the ( + )  end of the current coil while the ( + )  terminal of the potential coil 
is positive with respect to the unmarked end. The wattmeter shown in the net
work of Fig. 1 2 -7 a therefore gives an upscale deflection when the network to the 
right is absorbing power. 

A reversai of either coil, but not both, will cause the meter to try to deflect 
downscale ; a reversai of both coils will never affect the reading. 

As an example of the use of such a wattmeter in measuring average power, 
let us consider the circuit shown in Fig. 1 2- 7 b. The connection of the watt
meter is such that an upscale reading corresponds to a positive absorbed power 
for the network to the right of the meter, that is, the right source. The power 
absorbed by this source is given by 

P =  1/2 I E2 l l l l cos (ang E2 - ang l) 

Using superposition or mesh analysis, the current is found, 

1 = 1 1 . 1 8/1 53 .4º  

Fig. 12-7 (a) A wattmeter connection which will ensure an upscale read
ing for the power absorbed l!J the passive network. ( b) An  example in which 
the wattmeter is installed to give an upscale indication ef the power absorbed 
by the right source. 

(a) 

Passive 
network 

E = 'J' 'V U�JM_ v i 

10 n 1o n 

(b) 

'"\., h -
l u:Ci& v 
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10 n 

Fig. 12-8 See Drill Prob. 12-8. 

and thus the absorbed power is 

P = 1/2( 1 00)( 1 1 . 1 8) cos (Oº  - 1 53 .4 º )  = - 500 watts 

10 n 

The pointer therefore rests against the downscale stop. The potential coil may 
be reversed more quickly in practice, and this reversai provides an upscale read
ing of 500 watts. 

Drill Problem 
1 2-8 ln the circuit shown in Fig. 1 2-8, determine whether or not the 
potential coil must be reversed to obtain an upscale reading and find 
that reading for : (a) wattmeter A ;  (b) wattmeter B; (e) wattmeter C. 

Ans. reversed,  250 watts ; reversed, 62.5 watts ; as is, 62.5 watts 

1 2-5 EFFECTIVE VALUES OF CURRENT AND VOLTAGE 

Most of us are aware that the voltage available at the power outlets in our homes 
is a sinusoidal voltage having a frequency of 60 cps and a "voltage" of 1 1 5 volts. 
But what is meant by " 1 1 5 volts" ? This is certainly not the instantaneous 
value of the voltage, for the voltage is not a constant. The value of 1 1 5 volts is 
also not the maximum value which wc have been symbolizing as Em ; if we dis
played the voltage waveform on a calibrated cathode-ray oscilloscope, we should 
find that the maximum value of this voltage at one of our a-e outlets is 1 1 5 ..j2 
or 1 62 .6  volts. We also cannot fit the concept of an average value to the 1 1 5 
volts because the average value of the sine wave is zero. We might come 
a little closer by trying the magnitude of the average over a positive or negative 
half cycle ; by using a rectifier-type voltmeter at the outlet, we should measure 
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1 03 . 5  volts. As it turns out, however, the 1 1 5 volts is the ejfective value of this 
sinusoidal voltage. This value is a measure of the effectiveness of a voltage 
source in delivering power to a resistive load. 

Let us now proceed to define the effective value of any periodic wave
form representing either a current or voltage. We shall consider the sinusoidal 
waveform as only a special, albeit practically important, case. Let us arbitrarily 
define effective value in terms of a current waveform, although a voltage could 
equally well be selected. The effective value of any periodic current is equal to the 
value of the direct current which, flowing through a resistance R, delivers the sarne 
power to R as the periodic current does. ln other words, we allow the 
given periodic current to flow through an arbitrary resistance R, determine the 
instantaneous power i2R, and then find the average value of i2R over a period; 
this is the average power. We then cause a direct current to flow through this 
sarne resistance . and adjust the value of the direct current until the sarne value 
of average power is obtained. The magnitude of the direct current is equal to 
the effective value of the given periodic current. 

The general mathematical expression for the effective value of i( t) is now easily 
obtained. The average power delivered to the resistor by the periodic current 
i( t) is 

P = - i2 R dt = - i2 dt l lar R lar 
T o  T o 

where the period of i(t) is T. The power delivered by the direct current is 

P = ! 2R = lfoR 

Equating the power expressions and solving for Ieff, 

( 1 2- 1 8) 

The result is independent of the resistance R, as it must be to provide us with a 
worthwhile concept. A similar expression is obtained for the effective value of 
a periodic voltage by replacing i and Ieff by e and Eeff, respectively. 

Notice that the effective value is obtained by first squaring the time function, 
then taking the average value of the squared function over a period, and finally 
taking the square root of the average of the squared function. ln abbreviated 
language, the operation involved in finding an effective value is the (square) 
root of the mean of the square; for this reason, the effective value is often called 
the root-mean-square value, or simply the rms value. 

The most important special case is that of the sinusoidal waveform. Let us 
select the sinusoidal current 

i(t) = lm cos (wt - 8) 

which has a period 

T =
� 

w 
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and substitute into Eq. ( 1 2- 1 8) to obtain the effective value 

fett = 1 (T 
Tio lm2 cos2 (wt - 8) dt 

W [2w/w 
�lo [ 1/2 + 'h cos (2wt - 28)] dt 

Thus the effective value of a sinusoidal current is a real quantity which is 
independent of the phase angle and numerically equal to O. 707 times its maxi
mum value. A current V2 cos ( wt - 8), therefore, has an effective value of 1 
amp and will deliver the sarne power to any resistor as will a direct current of 
l amp. 

The use of the effective value also simplifies slightly the expression for the 
average power delivered by a sinusoidal current or voltage. For example, the 
average power delivered to a resistance R by a sinusoidal current is 

P = 1/2/'áR 

I f  we replace Im by \i2 Ieff, the average power may be written 

P = J'/tt R ( 1 2- 1 9) 

The other familiar power expressions may also be written in terms of effective 
values : 

and 

P = Eerrlett cos 8 

p = E'irr 
R 

( 1 2-20) 

( 1 2-2 1 )  

The fact that the effective value is defined i n  terms of a n  equivalent d-c quantity 
provides us with average power formulas for resistive circuits which are identical 
with those used in d-c analysis. 

Although we have succeeded in eliminating the factor of one-half from our 
average-power relationships, we must now take care to determine whether a 
sinusoidal quantity is expressed in terms of its maximum value or its effective 
value. ln practice, the effective value is usually used in the fields of power trans
mission or distribution and of rotating machinery ; in the areas of electronics and 
communications, the maximum value is more often used. We shall assume that 
the maximum value is specified unless the term rms is explicitly used. 

ln the sinusoidal steady state, phasor voltages and currents may be given as 
either effective values or maximum values ; the two expressions differ only by a 
factor \i2. The voltage 50/30º  volts i s  expressed in terms of  a maximum value; 
as an rms voltage, we should write 35 . 35/30º  volts rms. 

ln order to determine the effective value of a periodic or nonperiodic wave
form which is composed of the sum of a number of sinusoids of different 
frequencies, we may use the appropriate average power relationship ( 1 2- 1 7) 
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developed in the previous section, rewritten in terms of the effective values of 
the severa! components, 

P = (fi etr + l� e(f + · • · + IRetr)R ( 1 2-22) 

These results indicate that if a sinusoidal current of 5 amp rms at 60 cps ftows 
through a 2-ohm resistor, an average power of 50 watts is absorbed by the re
sistor ; if a second current, say 3 amp rms at 1 20 cps, is also present, the 
absorbed power is 68 watts ; however, if the second current is also at 60 cps, then 
the absorbed power may have any value between 8 and 1 28 watts, depending 
on the relative phase of the two current components. 

We therefore have found the effective value of a current which is composed 
of any number of sinusoidal currents of dijferent frequencies, 

letr = VI'f. etr + l� ef( + · · · + /feef( ( 1 2-23) 

The total current may or may not be periodic ; the result is the sarne. The ef
fective value of the sum of the 60- and 1 20-cps currents in the example above is 
5 . 83  amp ; the effective value of the sum of the two 60-cps currents may have 
any value between 2 and 8 amp. 

Drill Problems 

1 2-9 Let /1 = 1 0  amp in each of the three waveforms shown m 
Fig. 1 2-6. Find the effective value of each current. 

Ans. 4.08 amp; 10 amp; 7.07 amp 

1 2 - 10  Find the effective value of each of the voltages described in 
Drill Prob. 1 2-6. 

Ans. 6.96 volts; 7 .00 volts ; 7 .07 volts 

1 2- 1 1 Find the effective value of each of the voltage waveforms 
described below. 

(a) e =  1 5  volts, O < t S 0.0 1 ; e = 30 volts, 0 .0 1  < t s 0.02 ; T = 0.02 
(b) e =  80 volts, O < t S O.O l ; e = 0, 0.0 1 < t s 0. 1 ;  T =  0. 1 
(e) e =  50c41 volts, O <  t s 0.5 ;  T = 0.5 

Ans. 23.  7 volts ; 24.8 volts ; 25.3 volts 

1 2-6 APPARENT POWER AND POWER FACTOR 

Historically, the introduction of the concepts of apparent power and power fac
tor can be traced to the electric-power industry, where large amounts of 
electrical energy must be transferred from one point to another ; the efficiency 
with which this transfer is effected is related directly to the cost of the electrical 
energy, which is eventually paid by the consumer. A customer who provides 
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a load w�ich results i� a relatively poor transmission efficiency must pay a 
greater pnce for each k1lowatthour of electrical energy he actually receives and 
uses. ln a similar way, a customer who requires a costlier investment in trans
mission and distribution equipment by the power company will also pay more 
for each kilowatthour. 

Let us first define apparent power and power factor and then show briefly 
how these terms are related to the economic situations mentioned above. We 
shall assume that the sinusoidal voltage 

e = Em cos (wt + a) 
is applied to a network, and the resultant sinusoidal current is 

i = lm cos (wt + /3) 
The phase angle by which the voltage leads the current is therefore 

O = a - f3 

The average power delivered to the network, assuming <\ passive sign conven
tion at its input terminais, may be expressed either in terms of the maximum 
values, 

or in terms of the effective values, 

P = Eerrlerr cos O 
If our applied voltage and current responses had been d-c quantities , the aver
age power delivered to the network would have been given simply by the 
product of the voltage and the current. Applying this d-c technique to 
the sinusoidal problem, we should obtain a value for the absorbed power which 
is "apparently" given by the product Eerrlerr· This product of the effective values 
of the voltage and current is not the average power ; we define it as the apparent 
power. Dimensionally, apparent power must be measured in the sarne units as 
real power, since cos O is dimensionless, but in order to avoid confusion the term 
volt-amperes, or va, or kva is applied to apparent power. Since cos O cannot 
have a magnitude greater than unity, it is evident that the magnitude of the 
real power can never be greater than the magnitude of the apparent power. 

Apparent power is not a concept which is limited to sinusoidal forcing func
tions and responses. It may be determined for any current and voltage wave
shape by simply taking the product of the effective values of the current and 
voltage. This extension of the definition of apparent power need not concern 
us now, but it will receive further amplification in connection with general 
periodic functions when Fourier analysis is discussed in the final chapter. 

The ratio of the real or average power to the apparent power is called the 
power factor, symbolized by P.F. Hence, 

P.F. = average power 
apparent power 
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ln the sinusoidal case, the power factor is simply cos 8, where 8 is the angle by 
which the voltage leads the current. This relationship is the reason why the 
angle 8 is often referred to as the power-factor angle. 

For a purely resistive load, the voltage and current are in phase, 8 is zero, 
and the power factor is unity. The apparent power and the average power are 
equal. A unity power factor, however, may also be achieved for loads which 
contain both inductance and capacitance if the element values and the operat
ing frequency are selected to provide an input impedance having a zero phase 
angle. 

A purely reactive load, that is, one containing no resistance, will cause a phase 
difference between the voltage and current of either plus or minus 90 º ,  and the 
power factor is therefore zero. 

Between these two extreme cases there are the general networks for which 
the power factor can range from zero to unity . A power factor of 0 .5 ,  for ex
ample, indicates a load having an input impedance with a phase angle of 
either 60º or - 60 º ;  the former describes an inductive load, since the voltage 
leads the current by 60 º ,  while the latter refers to a capacitive load. The 
ambiguity in the exact nature of the load is resolved by referring to a leading 
power factor or a lagging power factor, the term leading or lagging referring to 
the phase oJ lhe current with respect to the voltage. Thus, an inductive load will have 
a lagging power factor and a capacitive load a leading power factor. 

The practical importance of these new terms is shown by the severa! examples 
which follow. Let us first assume that we have a sinusoidal a-c generator, which 
is a rotating machine driven by some other <levice whose output is a mechanical 
torque such as a steam turbine, an electric motor, or an internal-combustion 
engine. We shall let our generator produce an output voltage of 200 volts rms 
at 60 cps. Suppose now that an additional rating of the generator is stated as 
a maximum power output of 1 kw. The generator would therefore be capable 
of delivering an rms current of 5 amp to a resistive load. If, however, a load 
requiring 1 kw at a lagging power factor of 0.5 is connected to the generator, 
then an rms current of 10 amp is necessary. As the power factor de
creases, greater and greater currents must be delivered to the load if operation 
at 200 volts and 1 kw is maintained. If our generator were correctly and 
economically designed to furnish safely a maximum current of 5 amp, then these 
greater currents would cause unsatisfactory operation. The rating of the 
generator is more informatively given in terms of apparent power in volt
amperes. Thus a 1 000-va rating at 200 volts indicates that the generator can 
deliver a maximum current of 5 amp at rated voltage ; the power it delivers de
pends on the load, and in an extreme case might be zero . An apparent power 
rating is equivalent to a current rating when operation is at a constant voltage. 

When electric power is being supplied to large industrial consumers by a 
power company, the company will frequently include a power-factor clause in 
its rate schedules. Under this clause, an additional charge is made to the 
consumer whenever his power factor drops below a certain specified value, 
usually about 0.85 lagging. Very little industrial power is consumed at leading 
power factors because of the nature of the typical industrial loads. There are 
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severa! reasons that force the power company to make this additional charge 
for low power factors. ln the first place, it is apparent that larger current-car
rying capacity must be built into its generators in order to provide the larger 
currents that go with lower power-factor operation at constant power and con
stant voltage. Another reason is found in the increased lasses in its transmis
sion and distribution system. 

As an example, let us suppose that a certain consumer is using an averagc 
power of 1 1  kw at unity power factor and 220 volts rms. We may also assume 
a total resistance of 0 .2  ohm in the transmission lines through which the power 
is delivered to the consumer. An rms current of 50 amp therefore fiows in the 
load anel in the lines, producing a line loss of 500 watts. ln order to supply 1 1  
kw to the consumer, the power company must generate 1 1 . 5 kw (at the higher 
voltage, 230 volts) .  Since the energy is necessarily metered at the location of 
each consumer, this consumer would be billed for 95 .6  per cent of the energy 
which the power company actually produced. 

Now let us hypothesize another consumer, also requiring 1 1  kw, but at a power
factor angle of 60 º lagging. This consumer forces the power company to push 
1 00 amp through his load and (of particular interest to the company) through 
the line resistance. The line lasses are now found to be 2 kw, and the customer's 
meter indicates only 84. 6  per cent of the actual energy generated . This figure 
departs from 1 00 per cent by more than the power company will tolera te ; this 
costs it money. Of course, the transmission lasses might be reduced by using 
heavier transmission lines which have lower resistance, but this costs more money 
too. The power company's solution to this problem is to encourage operation 
at power factors which exceed 0.9 lagging by offering slightly reduced rates and 
to discourage operation at power factors which are less than 0 .85 lagging by 
invoking increased rates . 

The power drawn by most homes is used at reasonably high power factors 
(and reasonably small power leveis) ;  no charge is customarily made for low 
power-factor operation. 

Besides paying for the actual energy consumecl and for operation at exces
sively low power factors, industrial consumers are also billed for inordinate de
mand. An energy of 1 00 kwhr is delivered much more economically as 5 kw for 
20  hr than it is as 20 kw for 5 hr. 

Drill Problems 
1 2- 1 2  Find the power factor which is associated with a load : (a) draw
ing 1 0  kva and 8 kw; (b) requiring 23 kw at 230 volts rms and 1 50 amp 
rms;  (c) composed of a resistor R in parallel with a 1 00-µf capacitar, 
the combination using 3 kva at 230 volts rms, 60 cps. 

Ans. 0 .8 ;  0 .667 ;  0 .748 

1 2 - 1 3  A load consists of a resistance R in parallel with a reactance X. 
Find X if: (a) R = 1 0  ohms and P.F. = 0.5 lagging; (b) the load 
draws 2 kva from a 1 00-volt rms 60-cps system at a leading power fac-



358 Sinusoidal Analysis 

tor of 0 .8 ;  (e) the load current is 20 amp rms, the load voltage is 200 
volts rms, and the load power factor is O. 707 leading. 

Ans. - 8.33 ohms; - 1 4. 1 4  ohms ; 5 . 7 7  ohms 

1 2-7 COMPLEX POWER 

Some simplification in power calculations is achieved if power is considered to 
be a complex quantity. The magnitude of the complex power will be found to 
be the apparent power, and the real part of the complex power will be shown 
to be the (real) average power. The new quantity, the imaginary part of the 
complex power, we shall call reactive power. 

We shall define complex power with reference to a general sinusoidal voltage 
Eetr = Eetr/1.e. across a pair of terminais and a general sinusoidal current letr = 
letr& flowing into one of the terminais in such a way as to satisfy the passive 
sign convention. The average power P absorbed by the two-terminal network 
is thus 

P = Eerrlerr cos (Be - 8; )  

Complex nomenclature i s  next introduced by making use of Euler's formula in 
the sarne way as we did in introducing phasors. We express P as 

P = Eerrlerr Re [ é<o,-o »] 
or P = Re [Eerr éº •lerr ciº • ] 
The phasor voltage may now be recognized as the first term within the brackets 
in the equation above , but the second term does not quite correspond to the 
phasor current because the angle includes a minus sign which is not present in 
the expression for the phasor current. ln other words, the phasor current is 

Icrr = lerr éº '  
and we therefore must make use of  conjugate notation, 

l:rr = fetr Ci8 • 
Hence 

P = Re (EerrCrr) 

and we may now let power become complex by defining the complex power P as 

P = Eerr I:rr ( 1 2 -24) 
Ifwe first inspect the polar or exponential form of the complex power 

p = Eerrlerté<Oe-O i )  

it is evident that the magnitude of P is the apparent power, and the angle of P 
is the power-factor angle, that is, the angle by which the voltage leads the cur
rent. ln rectangular form, 

p = p + jQ ( 1 2-25), 
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Fig. 12-9 The currenl phasor Ierr is re
solved inlo lwo components, one in phase 
with lhe voltage phasor Eerr and lhe olher 
90 º oul of phase wilh the voltage phasor. 
This tatter component is called a quadra
lure componenl. 

Imaginary 

Real 

where P is the real average power, as before. l The imaginary part of the com
plex power is symbolized as Q and is termed the reactive power. The dimensions 
of Q are obviously the sarne as those of the real power P, the complex power P, 
and the apparent power 1 P I ·  ln arder to avoid confusion with these other quan
tities, the units of Q are defined as vars, standing for volt-amperes reactive. 
From Eq. ( 1 2-24 ) , it is seen that 

Q = Eeff lerf sin (8e - 8i ) 

Another interpretation of the reactive power may be seen by constructing a 
phasor diagram containing Eerr and Ieff, as shown in Fig. 1 2 -9 . If the phasor 
current is resolved into two components, one in phase with the voltage, having 
a magnitude lerf cos (8e - 8i) , and one 90 º out of phase with the voltage, with 
magnitude lerr sin (8e - 8i) , then it is clear that the real power is given by the 
product of the magnitude of the voltage phasor and the component of the phasor 
current which is in phase with the voltage. Moreover, the product of the 
magnitude of the voltage phasor and the component of the phasor current 
which is 90 º out of phase with the voltage is the reactive power Q. It is com
mon to speak of the component of a phasor which is 90 º out of phase with some 
other phasor as a quadrature componenl. Thus Q is simply Eerf times the quadra
ture component of Ieff; Q is also known as the quadrature power. 

The sign of the reactive power characterizes the nature of a passive load at 
which Eerr and Ierr are specified . If the load is inductive, then 8e - 8; is 
an angle between O and 90 º ,  the sine of this angle is positive, and the reactive 
power is positive. A capacitive load results in a negative reactive power. 

Just as a wattmeter reads the average real power drawn by a load, a varmeter 
will read the average reactive power Q drawn by the load. Both quantities 
may be metered simultaneously. ln addition, watt-hour-meters and var-hour
meters may be used simultaneously to record real and reactive energy used by 
any consumer during any desired time interval . From these records the aver
age power factor may be determined and the consumer's bili may be adjusted 
accordingly. 

It is easy to show that the complex power delivered to severa! interconnected 
loads is the sum of the complex powers delivered to each of the individual loads, 
' lt should be noted that P is not the magnitude of P, although such nomenclature has been used pre

viously. For example, E,,, is the magnitude of E,,,, ZL is the magnitude of ZL, and so forth. 
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Fig. 12-10 A circuit used to show that r 
the complex power drawn by two parallel 
loads is the sum of the complex powers 
drawn by the individual loads. 

no matter how the loads are interconnected. For example, consider the two 
loads shown connected in parallel in Fig. 1 2 - 1  O. If rms values are assumed, the 
complex pm.yi;:r drawn by the combined loads is 

P = EI* = E(I1 + 12) * = E(Ii + IU 

and thus 

P = Eii + EI� 

as stated. 
These new ideas can be clarified by a practical numerical example. Let us 

suppose that an industrial consumer is operating a 1 -kw induction motor at a 
lagging power factor of 0 .8 .  ln order to obtain lower electrical rates, he wishes 
to raise his power factor to 0.95 lagging. Although the power factor might be 
raised by increasing his real power and maintaining the reactive power con
stant, this would not result in a lower bili ; this cure therefore does not interest 
the consumer. A purely reactive load must be added to the system, and it is 
clear that it must be added in parallel, since the supply voltage to the induction 
motor must not change. The circuit of Fig. 1 2- 1  O is thus applicable if we inter
pret P1 as the induction motor power and P2 as the complex power drawn by 
the corrective <levice. Let us assume a voltage of 200� volts rms. 

The complex power supplied to the induction motor must have a real part of 
1 000 watts and an angle of cos-1 (0 .8) .  Hence, 

1 000/coç1 (0.8) P1 = = 1 000 + j 750 
0.8 

ln order to achieve a power factor of 0.95, the total complex power must become 

1 000 - . P = -- ,__/c_o_s_1_(,_0_.9_5""-) = 1 000 + J 329 
0.95 

Thus, the complex power drawn by the corrective load is 

P2 = -j 42 1 

The necessary load impedance Z2 may be found in severa! simple steps. The 
current drawn by Z2 is 

I* = P2 = -j 42 1 = _ . 2 105 2 E 200 J . 

or 12 = j 2. 105 
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and, therefore, 

Z2 = __§__ = ---3.QQ_ = -j 95.0 ohms 12 j 2. 1 05 
If the operating frequency is 60 cps, this load can be provided by a 27 .9-µf 
capacitar. The load may also be simulated by a synchronous capacitar, a type 
of rotating machine, although this is usually economical only for much smaller 
capacitive reactances. \\Thatever <levice is selected, its initial costs, maintenance, 
and depreciation must be covered by the reduction in the electric bili. 

Drill Problem 

1 2 - 14  Find the complex power delivered to a load : (a) absorbing 100  
watts at a power factor o f  0.08 leading; (b) requiring 2 kva at a power 
factor of 0.9 lagging; (c) having an impedance of 1 5  + j 1 0  ohms and 
operating at an rms voltage of 230 volts. 

Ans. 1 800 + j 870 va ; 1 00 - j 1 246 va ; 2440 + j 1 627 va 

Prob"lems 
Determine and graph the instantaneous power delivered by the source in 
each circuit shown in Fig. 1 2- 1 1 .  

•2 A unit-step voltage source is connected to the series combination of a 1 -ohm 
resistor and a ! -farad capacitar. (a) Find the instantaneous power p(t). 
(b) Find the a ver age power delivered in a 1 -sec interval beginning at : 
( 1 )  t = O; (2) t = 1 sec ; (3)  t = 1 0  sec. 

3 Find the average power delivered by the source in each of the circuits 
shown in Fig. 1 2 - 1 2 . Work each problem first in such a way as to obtain the 
total average power directly ; then determine independently the power ab
sorbed by each element and add to check the total. 

•4 Each of the resistive loads shown in the circuit of Fig. 1 2- l  3a draws 1 .5 
watts average power. If R2 = 7500 ohms, find Ri and 1 Es I · 

5 Find the average power being delivered to the 2-ohm resistor in the circuit 
of Fig. 1 2- l 3b. 

•6 Find the frequency at which the average power delivered to the resistor in 
the circuit of Fig. 1 2 - l 4a is a maximum. Also determine the maximum 
power. 

Fig. 12- 1 1  See Pro b. 1 .  

1 0  !l 

(a) 

.____ __ lº_· r 
(b) 



7 Determine both the effective value and the average value of the current 
waveform shown in Fig. l 2- l 4b. 

•8 If ii(I) = 1 0  cos 2wot + 20 cos 5wot and iz (t) = lo + 5 cos wot, find two 
values for lo such that 11 eff = h ett· 

9 A resistor R and a reactance X are in series with an ideal sinusoidal volt
age source. A good laboratory a-e voltmeter indicates 1 50 volts across the 
source and l 00 volts across the reactance. A good wattmeter is used 
to find the average power delivered by the source, 1 00 watts. Find R, X, 
and the rms current. 
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•10 ln the circuit shown in Fig. 1 2 - 1 5a ,  Es = 1 O volts rms and E2 = 6 volts 
rms. What average power is being delivered by the source? 

1 1  The elements in the circuit of Fig. 1 2- l  5b  which are identified as A 1 and A2 
are ideal a-e ammeters . A 1 reads 5 amp rms, and A 2 reads 2 amp rms. A 
wattmeter connected to the source indicates a generated power of 1 00 watts. 
Find C. 

•12 The current whose waveshape is shown in Fig .  1 2- 1 6a is applied as a current 
source to the circuit of Fig. 1 2 - 1 6b. (a) Find the rms value of i ( t ) .  (b) 
Find the average power absorbed by the resistor. (e) Assume that the 
capacitor is uncharged at t = O and sketch ec(t) for the interval O <  t < 3. 

13 ln the circuit shown in Fig. 1 2 - 1  7, assume that EL1 = ELf.JJ.".. , EL2 = 
Edl 20 º ,  and EL3 = Ed240 º ,  where EL is an rms voltage . If ZL = Zd� 
show that the magnitudes of the three currents IL1 , IL2 , and IL3 are equal . If 
this rms magnitude is denoted as h, then show that the total power delivered 
to the three impedances is V'JELh cos 8. 

•14  Find the rms phasor current drawn by  the load of  Fig. 1 2- 1  S a  i f  the power 
factor is : (a) 0 .5 leading; (b) 0.5 lagging; (e) O .O !  lagging. 

1 5 Find the two possible values of inductive reactance which will cause the cir
cuit of Fig. 1 2- 1 8b to have unity power factor. 

•16 lt i s  known that the magnitude of the impedance Z in the circuit shown in 
Fig. 1 2 - 1 9a is 20 ohms and that it absorbs an average power of 6400 watts. 
If the total average power generated by the source is 7200 watts , find : (a) 
I l i  rms ; (b) I EL I  rms ; (e) the power factor of the impedance Z. 

5 f! E( 
3 f 2 h 

(a) 

i(t) ( amp ) 

o 

-1 

(a) 

(b} 

2 f 

t ( sec ) 

(b) 

4 f! 

e Fig. 12-15 (a) See 
Prob. 10. (b) See Prob. 1 1 .  

Fig. 12- 16 See Prob. 12. 



364 Sinusoidal Analysia 

' ' 

1 7  An industrial concern draws an average power of 1 00 kw at a lagging 
power factor of 0 . 7  from a 2300-volt rms 60-cps system. What size 
capacitor should be added across the load to raise the power factor to :  (a) 
0.85 ; (b) 0.90; (e) 1 ?  

•18 Find the complex power generated by the source of the circuit of Fig. 
1 2 - l 9b and the complex power delivered to each of the three passive circuit 
elements. 

1 9  The phasor voltage and current are given for  severa! different elements in 
Fig. 1 2 -20 .  Find for each element : (a) whether the element i s  active or 
passive; (b) if passive, whether inductive or capacitive ; (e) if active, 
whether it is acting into an inductive or a capacitive load ; (d) the average 
power involved. 

I L I  

1 L 2  

(a) (b) 

Fig. 12- 1 7  See Prob. 13. 

Fig. 12-18 (a) See 
Prob. 14. (b) See Prob. 15. 

Fig. 12-19 (a ) See Prob. 16. (b) See Prob. 18. 

2 il L 

(a) (b) 

;i n 3 n 
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20 Find the complex power delivered by each source and absorbed by each 
element in the circuit of: (a) Fig. 1 2 -2 1 a ;  (b) Fig. 1 2-2 1 b. 

•2 1  Find the average power furnished by the left current source i n  the circuit 
shown in Fig. 1 2-22a . 

22 Determine the reading of the wattmeter in the circuit of Fig. 1 2 - 7 b if the 
inductor is replaced by a capacitar having a reactance of - 5  ohms. Is it 
necessary to reverse the potential coil to obtain an upscale reading? 

23 For the circuit shown in Fig. 1 2-22b :  (a) find the impedance which the 
source faces ;  (b) draw the equivalent time-domain circuit if w = J 05 ; (e) 
find IL and iL( t) ; (d) determine the Thévenin equivalent of the network to 
the left of the right inductor ; (e) show that the power dissipated in the 
Thévenin equivalent is not the sarne as the power dissipated in the original 
network;  (f) show that the power dissipated in the right inductor is the sarne 

5� amp 2/-00• amp 5M •mp M� •r >M 
• r ....--

•k 
·1 

(a) (b) (e) 

(-2 - jl ) amp (2 + i4) amp 3 amp 

(� + '" ·i ,_, _ ,, ,  ·1 ,, ·
1 

(d) (e) (f) 

Fig. 12-20 See Prob. 19. 

Fig. 12-21 See Prob. 20. 

200 mh -il !J -il !J 

2bf maj - 0.05 µ. f  3000 !J 

(a) (b) 
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(a) 

�-3 + j 2 ) I' amp 

-j lO !l 10 !l 

10 !l 

(b) 

Fig. 12-22 (a) See Prob. 21. (b) See Prob. 23. 

11º:_ vj "\.. 
nns 

l� v i "\.. 
nns '1-

1 !l 

;x  

-i l!l Fig. 12-23 See Prob. 26. 

in both circuits ; (g) sketch a phasor diagram showing ali currents and volt
ages throughout the Thévenin equivalent circuit; (h) find the reactive power 
delivered to the right inductor. 

•24 An ideal sinusoidal source E, = 1 00/30º  volts rms supplies two loads con
nected in parallel. One load requires 1 00 watts at an 0.8 lagging power factor, 
and the other draws 200 watts at unity power factor. (a) Find the average 
power delivered by the source. (b) Find the reactive power delivered by 
the source. (c) Find the phasor current through the source. 

25 An ideal voltage source e8(t) = 1 00 cos 1 031 volts is in series with a 1 00-mh 
inductor and a 1 00-ohm resistor . (a) What is the rms source voltage? (b) 
What is the average value of the source current? (c) What average power 
is delivered by the source? (d) What complex power is delivered by the 
source? (e) What is the maximum instantaneous value of the power ab
sorbed by the inductor? (f) By the resistor? 

•26 For the circuit shown in Fig. 1 2-23 : (a) What value of inductive reactance 
X will cause zero deftection of the wattmeter? (b) What value of inductive 
reactance will produce an upscale reac!ing of 1 watt? (e) What value of 
inductive reactance will cause an initial downscale reading and, upon re
versai of the potential coil , an upscale reading of 0.2 watt? 
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The Exponential Forcing Function 

1 3 - 1  INTRODUCTION 

We are now about to begin the fourth major portion of our study of circuit 
analysis, a discussion of the concept of complex frequency. This, we shall see, 
is a remarkab!y unifying concept which will enable us to tie together ali our pre
viously developed analytical techniques into one neat package. Resistive circuit 
analysis, steady-state sinusoidal analysis, transient analysis, the forced response, 
the complete response, and the analysis of circuits excited by exponential forcing 
functions and exponentially damped sinusoidal forcing functions will ali become 
special cases of the general techniques which are associated with the complex
frequency concept. 

Complex frequency itself will not be introduced until the next chapter. We 
shall first take the more gradual step of considering the forced and complete 
response of circuits excited with an exponential forcing function. This short 
chapter will conclude with a discussion of the variation of the response of a cir
cuit with frequency. 

When the sinusoidal forcing function was introduced, the justification for its 
early study was based on the fact that it had already appeared as a natural re
sponse, on its mathematical simplicity, its practicality, and its later use in 
Fourier series. We are now about to select the exponential forcing function as 
the next functional form to consider. This is also a function which we have 
found to arise naturally ; it is the typical response of the single time-constant cir
cuit. The mathematical analysis, moreover, is considerably easier than the 
sinusoidal steady-state analysis. Phasors are unnecessary, and we need <leal 
only with real quantities. The basic reason for the mathematical ease is appar
ent when the exponential function is differentiated or integrated ; the result is an 
exponential function of the sarne form. lf it were not for the relatively rare 
occurrence of an exponential forcing function in practice and for our need of 
extensive practice with phasor algebra, we should certainly have considered the 

368 
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exponential function before the sinusoidal function. The Fourier series justifica
tion cannot be extended easily to include the exponential forcing function ; in
stead, we shall let this forcing function lead us directly to the concept of a complex 
frequency. 

We shall consider forcing functions of the form 

where a (sigma) is a real quantity and is usually negative. Our work with the 
simplest natural responses also indicates that a is the negative of the exponential 
damping coefficient. If we compare this function with the complex representa
tion of a sinusoidal forcing function 

it is apparent that the two functions have much in common. Their only dif
ference is in the presence of a real and an imaginary exponent. The similarity 
between the two functions is emphasized by describing a as a "frequency. " This 
choice of terminology will be discussed in detail in the following chapter, and at 
the present time we need merely note that a is specifically termed the real part 
of the complex frequency. lt should not be called the "real frequency," how
ever, for this is a term which is more suitable for f (or, loosely, for w) . We shall 
also refer to a as the neper frequency, the name arising from the dimensionless unit 
of the exponent of t .  Thus, given t2t , the dimensions of 21 are nepers, and 2 is the 
neper frequency in nepers per second. The neper itself was named after Napier 
and his Napierian logarithm system ;  the spelling of his name is historically 
uncertain. 

1 3-2 STEADY-STATE RESPONSE TO EXPONENTIAL FORCING 
FUNCTIONS 

ln the last four chapters we have expended considerable effort in developing a sim
plified method for determining the steady-state response due to a sinusoidal forc
ing function. Now we shall see that, with very little modification, this method is 
equally applicable to the exponential forcing function and its response. The 
slight differences which occur tend to simplify the procedure. 

ln arder to develop a simple analytical method for the exponential forced 
response, let us briefty review our approach to sinusoidal analysis. Our concern 
was with the forced or steady-state response, that part of the response which has 
the sarne mathematical form as the forcing function itself, its derivatives, and 
integrais. The sinusoidal forcing function thus produces a sinusoidal forced re
sponse at the sarne radian frequency, but witb a magnitude and phase angle 
which depend upon the network as well as the forcing function. We therefore 
found that we need determine only this magnitude and phase angle in arder to 
specify the response exactly. 

These two quantities were most easily obtained by analyzing the circuit in 
the frequency domain rather than the time domain. We replaced a real forcing 
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function, such as Em cos (wt + 8), by a complex forcing function Emd(wt+u> whose 
real part was identical with the given time-domain forcing function. After writ
ing the appropriate network equations, it was possible to avoid writing (iwt since 
it was a common factor of every term. The forcing function became the phasor 
Emé9 or EmL.f!.., and a general current response, such as Im cos (wt + </>) ,  became 
lmf..S!.· 

The unknown magnitude and phase angle of the desired response were ob
tained by defining an impedance as the phasor-voltage to phasor-current ratio 
across each type of element and by showing that Kirchhoff's laws, mesh analysis, 
nodal analysis, and ali the other methods developed for resistive circuits were 
also applicable to circuits described in terms of phasors and impedances. 

Now let us consider applying this sarne procedure when an exponential forc
ing function is applied to a general RLC network. The forced response is desired. 
Let us assume that a voltage forcing function is applied, 

where Em, the value of e(t) at t = O, may be termed once again the amplitude 
of the exponential voltage forcing function and 11 is the real part of the complex 
frequency. A knowledge of Em and 11 enables us to describe e(t) completely ; in 
the sinusoidal case, the three quantities Em, 8, and w were required. Suppose 
that this voltage is applied1 to a series RLC circuit, and we wish to find the re
sultant current i( t ) .  Because the derivatives and integrais of an exponential 
function are unchanged in form, the desired forced response must be describ
able as 

where only one quantity is unknown, the magnitude Im. Let us first find it by 
writing the loop equations for this circuit : 

e(t) = Ri + L rjj_ + _.!_J i dt dt e 

It should be noted that an integration constant is not necessary since the form of 
the forced response is already known ; it does not and cannot contain a constant 
term. Substituting the known form of i(t) into the single loop equation, we 
obtain 

· We now suppress (ª1 and obtain the trivial real algebraic equation 

1 If o < O, it  is apparent that this voltage could not have been applied at t = - oo ;  if it were, then the 

voltage would have been infinite. We shall consider the accompanying natural response shortly. 
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from which the desired value of lm is readily determined, 

fm = 
Em 

R + aL + l /aC 

By comparing the above procedure with the earlier procedure used for sinusoidal 
steady-state analysis, the last result may be described as the frequency-domain 
solution . The equivalent time-domain expression is evidently 

.( )  Em 1 l t - {º - R + aL + l /aC 

The above method of solution may be extended to apply to any general linear 
network excited by the single forcing function Em{ºt or by a current source of 
similar form if desired. Our solution would begin by writing a number of mesh 
or nodal equations, each term of which would contain the common factor {º'· 
When this term is suppressed, the forcing function or response is transformed to 
the frequency domain. Specifically, then, the time-domain quantity 

e(t) = Em{ºt 

is transformed to the frequency domain by merely suppressing {ºt ,  

E = Em 

Comparing this transformation with that used in the sinusoidal steady-state case 
where it was necessary to convert the time-domain description into the real part 
of a complex exponential representation, drop the real-part operator, and sup
press {iwt ,  we should see that these steps which were necessary in the sinusoidal 
steady state are still applicable to the exponential case ; however, they are not neces
sary since we are now dealing with consistently real quantities. Thus, we might 
transform from the time domain to the frequency domain by these steps : 

e(t) = Em{º1 = Re (Em{º1) 
and thus 

but it is apparent that the second step is a waste of time ; we may immediately 
suppress {º1 .  . 

The frequency-domain description of .an exponential forcing function ís a 
(positive or negative) real number. The transformation back to the time 
domain is achieved by replacing the missing {01 factor. 

The impedance concept is also applicable to the exponential response. Let us 
define the impedance Z( a) as the ratio of the frequency-domain voltage to the 
frequency-domain current. A passive sign convention is assumed. The 1m
pedances of the three simple elements are easily found. For the resistor, 

e(t) = Ri( t) 
Em{ºt = Rfm{ºt 

E = IR 
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4 f!  

� J 3 h  
J_ _._ f . 

1 2  vj 
IT = -2 

and thus 

2 fl  

Z(a) = R 

{a) 

-6 f! 

(b) 

ln the case of the inductor, 

e(t) = L rjj__ dt 
Emfºt = aLlmet 

Em = aLlm 
E =  aLI 

and, therefore, 

E Z(a) = - = aL 
1 

-1 n 10 n 

il 3 V 
IT = -2 

A similar analysis of the capacitor yields the impedance 

1 Z(a) = 
aC 

Fig. 13- 1 (a)  A circuit 
containing two exponential 

forcing functions is shown 
m the lime domain. 
( b) The frequency-domain 
circuit. 

The close similarity between these impedances and the corresponding sinusoidal 
steady-state impedances can hardly go unnoticed. The only difference lies in 
the interchange ofjw and a. Since we have already anticipated complex fre-
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from which the desired value of Im is readily determined, 

l _ Em 
m - R + oL + I /oC 

By comparing the above procedure with the earlier procedure used for sinusoidal 
steady-state analysis, the last result may be described as the frequency-domain 
solution. The equivalent time-domain expression is evidently 

i(t) -
Em 

€ª' - R + oL + I /oC 
The above method of solution may be extended to apply to any general linear 

network excited by the single forcing function Em€ª' or by a current source of 
similar form if desired. Our solution would begin by writing a number of mesh 
or nodal equations, each term of which would contain the common factor €ª'· 
When this term is suppressed, the forcing function or response is transformed to 
the frequency domain. Specifically, then, the time-domain quantity 

e(t) = Em€ª1 

is transformed to the frequency domain by merely suppressing €ª', 

E = Em 

Comparing this transformation with that used in the sinusoidal steady-state case 
where it was necessary to convert the time-domain description into the real part 
of a complex exponential representation, drop the real-part operator, and sup
press fi"'1 ,  we should see that these steps which were necessary in the sinusoidal 
steady state are still applicable to the exponential case ; however, they are not neces
sary since we are now dealing with consistently real quantities. Thus, we might 
transform from the time domain to the frequency domain by these steps : 

e(t) = Em€ª1 = Re (Em€ª1) 

and thus 

E = Em 

but it is apparent that the second step is a waste of time ; we may immediately 
suppress €ª1 • 

The frequency-domain description of an exponential forcing function ís a 
(positive or negative) real number. The transformation back to the time 
domain is achieved by replacing the missing €ª' factor. 

The impedance concept is also applicable to the exponential response. Let us 
define the impedance Z( o) as the ratio of the frequency-domain voltage to the 
frequency-domain current. A passive sign convention is assumed, The im
pedances of the three simple elements are easily found. For the resistor, 

e(t) = Ri(t) 
Emíªt = Rlm€ªt 

E = IR 

'\ 
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quency by calling a the real part of the complex frequency, we might suspect 
that the radian frequency w is the imaginary part of the complex frequency. ln 
the case of the inductor, for example, the impedance in the sinusoidal steady 
state is the inductance times the purely imaginary frequency jw, and the im
pcdance in the exponential steady state is the inductance times the purely real 
frequency a. It would be a reasonable guess that the impedance of an inductor 
at a complex frequency is (a + jw)L . 

ln Chap. 1 1  we spent a considerable amount of time showing that Kirch
hoff's laws, the techniques of mesh and nodal analysis, Thévenin's and Norton's 
theorems, superposition, and so forth, were ali applicable to phasors . It should 
be apparent by now that this is also true for analysis problems in which 
exponential forcing functions are used and described in the frequency domain. 
We could simply go back through our previous proofs, replace jw by a, and 
reach the sarne conclusions as before. Let us assume that this has been clone, 
thus avoiding a dreary evening. We shall use these severa! techniques to analyze 
various circuits in the exponential steady state. 

A time-domain circuit containing two exponential forcing functions ( of the 
sarne neper frequency a = - 2) is shown in Fig. 1 3 - l a .  The circuit should be 
analyzed in the frequency domain, however. The impedance of each passive 
element is determined at a = - 2, the c2t factor is suppressed in each forcing 
function, and two mesh currents li and /2 are assigned, as shown in the 
frequency-domain equivalent of Fig. 1 3 - 1  b. Kirchhoff's voltage law is next 
applied to the first mesh : 

(2 - 6 + 4 - 6 - 2)/1 - ( 4 - 6 - 2)/2 = 1 2  

or - 811 + 412 = 1 2  

For the right mesh, we obtain 

- (4 - 6 - 2)/1 + ( - 2  - 6 + 4 - 1 + 1 0)/2 = - 1 3 

or 4/1 + 512 = - 1 3  

Solution by determinants or elimination of variables enables us to find 

Ir = - 2  h = - 1  

The time-domain currents are easily written by reinserting the missing exponential 
factors 

i2(t) = - l c2 1 

Other analysis methods may be used once the frequency-domain circuit is de
termined. For example, we may first simplify the frequency-domain circuit by 
combining the series impedances, obtaining the equivalent circuit shown in Fig. 
1 3-2 .  The superposition principie now allows us to find /1 as the sum of two 
partia! responses. With the 1 3-volt source dead, 

I _ 1 2  1 5  
l a  - - 4 

+ 
( - 4)(9)/( - 4 + 9) 14 
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iJ3 V 
tr = -2 

while the 1 3-volt source acting alone provides 

Once again, 

1 3  - 4  9 + ( - 4 ) (  -4 )  / ( - 4 - 4) - 4 - 4 

11 = lia + lib = - 2 

' / 

Fig. 13-2 A simplified 
equivalent of the frequency
domain circuit of Fig. 13-1 b. 

1 3  
1 4  

The analysis of this sarne circuit through the use o f  source transformations and 
nodal analysis, and also by using Thévenin's theorem, is requested in problems 
at the end of the chapter. 

One point is worth elaboration. The impedance of the central branch of the 
above circuit was found to be - 4 ohms. ln our study of the resistive circuit we 
learned that a negative resistance is associated with a <levice which is capable of 
delivering energy to the remainder of the circuit. This negative 4-ohm im- · 

pedance is also delivering energy to the rest of the circuit . For example, the 
current flowing downward through this central branch is 

ii(t) - i2( t) = - 1 c21 

The voltage across the branch, reference arrowhead at the top, is 

E = - 4(/i - /2) = 4 

or e( t) = 4c2t 

The power absorbed by the branch is therefore 

p = ei = - 4c4t 

The absorbed power is negative for ali time, and thus this branch continuously 
delivers energy to the remainder of the circuit. Certainly, as time increases the 
forcing functions decay exponentially, the forced responses decay exponcntially, 
and ali the stored energy disappears. It seems plausible that, say, a series RL 
circuit may act as a source if the power delivered by the inductor is greater than 
that absorbed by the resistor. ln other words, if 

plus 

PR = i 2R = fm2R€2ut 

. .L di 
PL = ez = z -

dt 
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is negative, we have an energy source. This obviously occurs if (aL + R) 
is negative, or if Z( a) < O. 

Let us now use our new knowledge of the forced response to find the complete 
response of a simple circuit. A series RC circuit including a switch which doses 
at t = O is shown in Fig. 1 3 -3a. An exponential forcing function is applied, and 
the complete response 

i(t) = ln(t) + it( t) 

is desired. The forced response may be specified exactly, 

i = _1Q__ = - 6 3 - 241.i 

and, therefore, 

ir( t) = - 6c3t 

The natural response is characterized by the time consrnnt of the RC circuit, 

ln(t) = Ac81 

and the complete response is 

i = Acst - 6c3t 

Since the initial value of the current is obviously 1 0  amp, we obtain the final result 

i = 1 6cst - 6c3t 

This response is sketched in Fig. 1 3 -3b . Again it should be noted how the nat
ural response serves to connect smoothly the required initial value with the re
quired forced response. After about one-third of a second, the natural response 
has a negligible amplitude, and the complete response is essentially equal to the 
forced response . As a matter of fact, the forced response might be determined 

i(t) ( amp ) 
16 
14 \ 

\ 
12 \ 

\ 
10 \ 

\ 
\ . , .. ' ' " 

...................... ........ {a) 
....... _ _ _ 

0.5 0.2 o.3 - - - - - �4 _ _  
o +--+-��==� 

1 t ( sec ) 
-2 ---
-4 -- -- r; -6 (b) 
-8 

Fig. 13-3 (a) A series 
RC circuit which is excited 
by an exponential forcing 

function. ( b) The com
plete current response ef 
this circuit. 
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i(t) ( amp ) 
16 
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1 
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1 \ i1 
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\ 
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o. i'�- 0.3 

(a} 

0.4 0.5 _ !J_.2 
O 11-+�:::==��======mllil•-T--;,r,( sec ) 

-2 

-6 (b) 

Fig. 13-4 (a) The neper 
frequency of the exponen
tial. source in the circuit ef 
Fig. 13-3a is changed to 
a = - 24. ( b )  The re
sultant current response 
exhibits a natural response 
which overwhelms the 

forced response. 

experimentally by closing the switch, wa1tmg severa! time constants (about 
1/3 sec) for the natural response to disappear, and then observing or recording 
the response. 

The question arises :  Can the time constant be sufficiently large that the nat
ural response decays so slowly that it obscures the forced response? lt can. 
Suppose that we change the neper frequency of the forcing function and now 
apply 30c241, as shown in Fig. 1 3-4a. The forced response is now 

ir = 1 5c24t 

and the natural response has the form 

as before . The complete response is determined by again realizing that i(O) is 
1 0  amp, 

i = - .'icst + 1 5c24t 

After about 'h sec, the forced response now has a negligible amplitude, as is ap
parent in the sketch of Fig. 1 3-4b. No amount of waiting will enable us 

_ . .  r E amp 

Fig. 13-5 

0.1 f 

(a) See Drill Prob. 13-1 .  ( b) See Drill Prob. 13-2. 

2 h  2 n 4 h 1 h 

r f.. 1-· 
l-5c" amp i, 

0.05 f 12E-2 1 vj 0.1 f R 

(a) (b) 
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6 U  

(a) 

t =  o 

2 n 3 f 

(b} 

Fig. 13-6 (a) See Drill Prob. 13-3. (b) See Drill Prob. 13-4. 

to obtain an experimental waveform which represents the forced response. 
There is a way out of our difficulties, however ; we may provide the proper 
initial voltage across the capacitor to eliminate the nattJral response completely. 
ln this circuit, we may cause A to be zero if we can force the initial current to 
be 1 5  amp. This initial current will ftow if the initial value of ec (as indicated 
in Fig. 1 3-4a) is - 1 5  volts. We might think of the capacitar as being in parallel 
with a 1 5-volt battery which is removed at some time prior to t = O. The 
complete response would then be 

i = 1 5c24t 

The initial capacitor voltage might also be provided more exotically by placing 
the voltage-step function 1 5 u( I) volts in series with the capacitar or the impulse 
source 0 .6258(1) amp in parallel with the source ; the proper polarity must be 
selected . 

The natural response may always be eliminated completely by a judicious 
selection of initial conditions. 

Drill Problems 

1 3 - 1  ln the circuit shown in Fig. 1 3 -5a, find the time-domain forced 
response : (a) e1 ; (b) e2 ; (c) ez. 

Ans. - 20c5t volts ; 5c5t volts ; 5c5t volts 

1 3-2 Replace the portion of the circuit of Fig. 1 3 -5b  which is to the 
left of R by its Thévenin equivalent.  (a) What value of R will cause 
iR to be - 5c 2t  amp? (b) What value of R will cause iR to be 5c2t 
amp? (e) What value of R will  cause iR to have a maximum amplitude? 

Ans. 3 .2  ohms; 4.0 ohms ; 4.8 ohms 

1 3-3 ln the circuit shown in Fig. 1 3-6a, find the complete response : 
(a) i1(t) ; (b) i2 (t) ;  (e) i3(1) .  

Ans. ( 7 .5cº·51 - l .5cº·1 t)u(t) amp 
( - 1 ()(-0.51 + 1 0cº·It)u(t) amp 
( - 2.5c0.5t + 8.5cº·11)u(t) amp 
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1 3-4 ln the circuit shown m Fig. 1 3-6b, find e(t) at : (a) t = o-; 
(b) t = o+ ; (e) t = 2 sec. 

1 3-3 RESPONSE AS A FUNCTION OF a 

Ans. O; 40 ; 2 .09 volts 

When an exponential forcing function is applied at one point in a circuit and 
an exponential forced response is observed at another point in the circuit, it is 
apparent that the magnitude of the response is a function of the neper frequency 
a of the forcing function . Again, this is a simpler phenomenon to investigate 
than it is for a sinusoidal forcing function·; an exponential response is completely 
characterized by its amplitude (which may be positive or negative) and its neper 
frequency, while a sinusoidal response requires an amplitude, a phase angle, 
and a radian frequency for a complete description. Stated another way, the 
exponential response may be described by a single real number and a (neper) 
frequency, but a sinusoidal response must be described by a complex number 
and a (radian) frequency. Let us investigate the variation of the exponential 
forced response with frequency2 and determine an easy way to obtain it and a 
clear way to present the result. 

As an example, we may select a series RL circuit excited by the voltage 
Em(ª'· The current is obtained by working first in the frequency domain : 

or 

I = � 
R + aL 

l =
Em ___ _ 

L a +  R/L 

and then transforming to the time domain : 

z ( I) = � (ai 
R + aL 

( 1 3- 1 )  

( 1 3-2) 

The necessary information about the response, however, is ali contained in the 
frequency-domain description ( 1 3- 1  ). As the frequency a varies, a qualitative 
description of the response is easily provided. When a is a large negative num
ber, corresponding to a rapidly decreasing exponential function, the current re
sponse ( 1 3- 1 )  is negative and relatively small in amplitude ; it is, of course, also 
a rapidly decreasing (in magnitude) exponential function. As a increases, be
coming a smaller negative number, the magnitude of the negative response in
creases. When a is exactly equal to - R/L, the response is infinite. An 
infinite-magnitude response is termed a pote, and the frequency at which 
an infinite-magnitude respons� occurs is also termed a pole. From Eq. ( 1 3 - 1  ) ,  
the only pole of the response is that one at a = - R/ L. 

As a continues to increase, the next noteworthy point occurs when a = O. 

2 When no opportunity for confusion exists, we may shorten "neper frequency" to "frequency. ' '  
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o o -00 - - 00  

" =  _ .!!_ 
L " Fig. 13-7 A plot of cur

rent I versus frequency <J 
for a series RL circuit ex
cited by an exponential 
voltage forcing function. 
The only pote is located at 
<J = - R / L; the :;.ero oc
cur s at <J = -+- oo .  

Since e = Em, we are now faced with the d-c case, and the response is obviously 
Em/ R, which agrees with the response indicated by Eq. ( 1 3 - 1  ). Positive values of <J 

must ali provide positive amplitude responses, the larger amplitudes arising when 
<J is smaller. Finally, an infinite value of <J provides a zero-amplitude response. 
A zero-amplitude response (and the frequency at which a zero-amplitude re
sponse is obtained) is called a zero, arÍd it is evident that <J = ± oo is a zero.3 
Poles and zeros are termed critica! frequencies. 

This information may be presented quite easily by plotting 1, the current 
amplitude, as a function of <J, as shown in Fig. 1 3- 7 .  The information provided 
in the graph is frequency-domain information. Ali potes at finite frequencies 
are indicated by crosses on the <J axis, and ali zeros at finite frequencies are iden
tified by small circles on the frequency axis. Poles or zeros at <J = ± oo should 
be indicated by an arrow near the axis, as shown in Fig. 1 3- 7. The actual draw
ing of the graph is made easier by adding broken tines as asymptotes at each 
pole location. 

Let us now tum our attention to the two criticai frequencies of this response. 
The only finite criticai frequency is the pole at <J = - R/ L. It is worth our 
while to determine why an infinite rc:sponse is obtained when the circuit 
is excited at this frequency by the voltage 

( 1 3-3) 

The forcing function ( 1 3-3) has a familiar form; it has ali the characteristics of 
the natural response. As a matter of fact, if we reduce the amplitude of this 

3 lt is custornary to consider plus infinity and rninus infinity as being the sarne point. The response at 

very large positive and negative values of o is not the sarne, however. 
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R r e 

(a) (b) 

Fig. 13-8 (a) A series RC circuit excited by an exponential current source. 
( b) The voltage response possesses a pote at a = O and a zero at a = - 1 / RC. 

forcing function to zero, thus "exciting" the circuit by a short circuit, then the 
current 

( 1 3 -4) 

would ftow if an initial current lo is assumed. Although this is a natural 
response, it is informative to interpret the result as a forced response ; we find 
that a zero-amplitude forcing function then produces a non-zero-amplitude re
sponse . Since the êircuit is linear, a non-zero-amplitude forcing function must 
produce an infinite response. 

We shall find that this result is quite general ; when any circuit is excited at 
a frequency which is a pole of the response, then an infinite response must re
sult ; the frequencies of the poles and zeros are directly related to the natural 
response of the circuit . This relationship will be seen to arise in severa! examples 
discussed in this chapter, but we shall not discuss it thoroughly until the follow
ing chapter. 

As a second example, let us consider the circuit drawn in Fig. 1 3 -Sa.  The 
exponential ;:urrent source 

i = fmE"t 

is applied to a series RC circuit. The voltage across the source is given by 

or 

E =  IZ(a) = Im (R + 0�) 

E =  ImR ª + 1 /RC 
a ( 1 3-5) 
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This last form of the voltage response, written as a constant times the ratio of 
factors having the form (a + 01) ,  is obviously well suited for the quick determi
nation of the poles and zeros of the response. The voltage response indicates a 
pole at a = O and a zero at a = - 1 / RC; infinite frequency is not a criticai fre
quency. The response E is plotted as a function of frequency in Fig. 1 3-Bb. The 
reason for the pole at direct current may again be explained on physical 
grounds ; if Im = O, the current source is effectively an open circuit and the re
sponse is the constant initial capacitar voltage ; a nonzero Im must therefore pro
duce an infinite voltage response. ln other words, if a constant current has been 
applied to the network forever, then the capacitar must have charged to 
an infinite voltage. Ali poles are of course a consequence of the ideal models 
we are assuming to represent the physical devices ; a· real capacitar would only 
permit the voltage to increase to some large value before its dielectric broke 
down. 

A more complicated response curve is obtained for the circuit shown in 
Fig. 1 3-9a. The current is easily found : 

or 

100 vi 

I = 
1 00 

6 + a +  5/a 

a 
1 = l OO 

(a + 1 ) (a + 5 )  
( 1 3-6) 

Fig. 13-9 (a) A series RLC circuit is driven by an exponentialforcingfunc

tion. ( b) The resultant current-respo71se curve shows zeros at a = O and 

a =  + oo, and poles at a = - 5  and - 1 . 

o o 
-(X) - - (X) 

-5 -1  

6 íl 
" 

1 h "" D.2 f 

(a) (b) 
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The response curve is most easily obtained by first indicating the locations of 
ali poles and zeros on the a axis, placing vertical asymptotes at the poles, and 
then determining the algebraic sign of the response in the intervals between the 
criticai frequencies. When this is clone, we find that a minimum of the response 
must exist between the two poles, and a maximum must be present at some fre
quency greater than zero. By differentiation, the locations of this minimum and 
maximum may be determined as a = - VS and a = ys, respectively. The 
value of the response at the minimum turns out t� be 0.655 and that of 
the maximum, 0.0955 .  To emphasize the relationship between the time do
main and frequency domain once again, the response at a = - 3 is found from 
Eq. ( 1 3-6)  to be 75 amp ; hence, excitation of the network by the forcing func
tion e(t) = I OOc3t produces the forced current response i(t) = 75c3t . 

The two poles may again be identified as the natural resonant frequencies of 
the circuit. That is, the transient response of an RLC circuit has the form 

where s1 and s2 are given by 

- 1 and - 5  

Thus, a zero-amplitude forcing function at either of these two frequencies a = 
- 1 or a = - 5 is associated with a finite amplitude response, the natural re
sponse of the circuit ; a non-zero-amplitude forcing function provides an infinite 
response or a pole. 

Drill Problems 

1 3-5 If Is represents an exponential forcing function, find ali critical 
frequencies of the voltage response E of the circuit shown in Fig. 1 3- l Oa, 
and sketch E versus a. 

Ans. - 1 .229 nepers/sec ; -0.4 neper/sec ; - 0.27 1 neper/sec ; O nepers/sec 

1 3-6 Assume exponential excitation of the circuit shown in Fig. 
1 3- ! 0b, find ali criticai frequencies of the response h, and sketch 
h versus a. 

Ans. - 10 nepers/sec; - 1 % nepers/sec ; O nepers/sec ; ± oo  nepers/sec 

1 3-7 A two-terminal network is driven by the source 80fª' volts. The 
current through the source is the response, and it has a zero at a = - 2  
and poles at a = - 1 and - 3 . When a = O ,  I = 8 amp. Write an 
expression for /(a) and evaluate it at : (a) a =  - 4 ;  (b) a =  - 2.5 ;  
(e) a =  ± oo .  

Ans. - 8 amp; O amp; 8 amp 
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'·i 

l f 0.5 f 0.015 f 

(a) 

2 h 

(b) 

Fig. 13- 10 
Prob. 13-5. 
Prob. 13-6. 

(a )  See Drill 
( b )  See Drill 

1 3-8 The impedance Z(a) may be viewed as a response by considering 
it as the voltage produced by a current of unit amplitude. Assume that 
Z( a) has a pole at a = - 5 and a zero at a = - 1 ;  the impedance at 
infinite frequency is 20 ohms. Find : (a) Z(O ) ;  (b) Z( - 3) ;  (c) Z( - 6) . 

Ans. - 20 ohms ; 4 ohms ; 1 00 ohms 

1 3-4 RESPONSE AS A FUNCTION OF w 

Although this chapter is supposedly devoted to the exponential forcing function, 
we shall find that we can obtain a better appreciation of the interrelationships 
between the exponential, the sinusoidal, and the damped sinusoidal forcing 
functions of the next chapter if we carry our discussion of frequency response 
over into the realm of the radian frequency w. We have actually dane very 
little work with the response of a sinusoidally excited circuit as a function of 
frequency.4 Our neglect has not been caused by any Jack of importance. With 
the possible exception of the 60-cps power area in which frequency is a con
stant and the load is the variable, sinusoidal frequency response is extremely 
important in almost every branch of electrical engineering, as well as in 
the theory of mechanical vibrations. We have simply had other subjects which 
were more conveniently studied first. Now we shall consider the methods of ob
taining and presenting the response of a circuit with sinusoidal excitation as a 
function of the radian frequency w. 

Let us suppose that we have a circuit which is excited by a single source Es = 

E.11_. This phasor voltage may also be transformed into the time-domain 
source voltage Es cos ( wt + O) .  Somewhere in the circuit exists the desired re
sponse, the current 1 .  As we know, this phasor response is a complex number, 
and its value cannot be specified in general without the use of two quantities : 
either a real part and an imaginary part or a magnitude and a phase angle. 
The latter pair of quantities is more easily determined experimentally, and it is 
the information which we shall obtain analytically as a function of frequency. 
The data may be presented as two curves, the magnitude of the response as a 
function of w and the phase angle of the response as a function of w. We often 
normalize the curves by plotting the magnitude of the current-voltage ratio and 

4 The term "frequency" may be used for "radian frequency" when the meaning is clear. 
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the phase angle of the current-voltage ratio versus w. It is evident that an a l
ternative description of the resultant curves is the magnitude and phase angle of 
an admittance as a function of frequency. A normalized voltage response may 
be similarly presented as the magnitude and phase angle of an impedance 
versus w. Other possibilities are voltage-voltage ratios (voltage gains) or cur
rent-current ratios (current gains) .  Let us consider the details of this process 
by thoroughly discussing severa! examples. 

For the first example, let us select the series RL circuit used as the initial ex
ample in discussing the response to an exponential forcing function as a func
tion of the real part of the complex frequency a. The phasor voltage Es 
is therefore applied to this simple circuit, and the phasor current 1 is selected as 
the desired response. We are dealing with the forced response only, and the 
familiar phasor methods enable the current to be obtained : 

1 = 
Es 

R + )wL 

Let us immediately express this result in normalized form as a ratio of current 
to voltage, that is, as an input admittance : 

or Y = ---
R + )wL 

( 1 3-7 )  

If we like, we may consider the admittance as  the current produced by a 
source voltage l LQ'.'.  volt. The magnitude of the response is 

I Y I -
1 

- yR2 + w2L2 

while the angle of the response is found to be 

ang Y = - tan-1 wL 
R 

( 1 3-8) 

( 1 3-9) 

Equations ( 1 3 -8) and ( 1 3-9) are the analytical expressions for the magnitude 
and phase angle of the response as a function of w ;  we now desire to present 
this sarne information graphically. 

We11>hall first consider the magnitude curve. The first important factor to 
note is that we are plotting the absolute magnitude of some quantity versus w, 
and the entire curve must therefore lie above the w axis. Once this characteristic 
is firmly established, we should look for the poles and zeros of the response. ln 
the form in which Eq. ( 1 3-8) is presented, this information is slightly more difficult 
to obtain than it is for the exponential case ; the introduction of the complex
frequency concept in the following chapter will simplify the procedure. How
ever, for the simple circuit and simple expression which we have, the only real 
value of w at which either an infinite-amplitude or a zero-amplitude response 
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w 

Fig. 13-11 (a) The magnitude of Y and (b) the angle of Y are plotted as 
functions of w for a series RL circuit with sinusoidal excitation. 

is obtained is infinite frequency, which represents a zero. No pole exists. The 
response curve is constructed by noting that the value of the response at zero 
frequency is l i  R, that the initial slope is zero, and that the response decreases 
as frequency increases ; the graph of the magnitude of the response as a func
tion of w is shown in Fig. 1 3 - 1  l a . 

For the sake of generality and completeness, the response is shown for both 
positive and negative values of frequency ; the symmetry results from the fact 
that Eq. ( 1 3-8) indicates that 1 Y 1  has the sarne value when w is replaced by 
( - w) .  The physical interpretation of a negative radian frequency, such as 
w = - 1 00, depends on the time-domain function, and it may always be ob
tained by inspection of the time-domain expression. Suppose, for example, that 
we consider the voltage e( t) = 50 cos ( wl + 30 º ) . At w = 1 00, the voltage is 
e(t) = 50 cos ( 1 001 + 30 º ) ,  while at w = - 1 00, e(I) = 50 cos ( - 1 001 + 30 º )  or 
50 cos ( 1 001 - 30º ) . Any sinusoidal response may be treated in a similar manner. 

The second part of the response, the phise angle of Y versus w, is an inverse 
tangent function. The tangent function itself is quite familiar, and we should 
have no difficulty in turning that curve on its side ; asymptotes of plus and minus 
90º are helpful. The response curve is shown in Fig. 1 3- 1 1 b .  The points at 
which w = ±RI L are marked on both the magnitl'de and phase curves. At 
these frequencies the magnitude is O. 707  of the maximum magnitude at zero 
frequency and the phase angle has a magnitude of 45 ° .  It is not very strange 
that w = RI L is identified as a half-power frequency. 

As a second example, let us select a parallel LC circuit driven by a sinusoidal 
current source, as iilustrated in Fig. 1 3 - 1 2a .  The voltage response E is easily 
obtained : 

E =  1 (jwL)( l ljwC) 
8jwL - j( l lwC) 
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Fig. 13-12 (a) A sinusoidally excited parallel LC circuit. (b) The mag
nitude of the input impedance and (e) the phase angle of the input impedance 
are plotted as functions of w to the sarne w scale. 

and it may be expressed \i.s an input impedance 

or 

z = � = L/C 
18 j(wL - 1 /wC ) 

Z . 1 w = -J -c w2 - 1 /LC 
( 1 3- 1 0) 

The magnitude of the impedance may be written in a form which displays the 
poles and zeros clearly : 

where 

I Z I = 1 l w l 
C I Cw - wo)(w + wo) I 

1 
W
Q 

= 
vrc 

( 1 3- 1 1 )  

The use of the absolute-magnitude signs is necessary since one of the factors 
may be negative for a certain range of positive frequencies, and the other two 
factors may be negative when w is negative. Two poles, at w = ±wo, and two 
zeros, at w = O and ± oo ,  are apparent. After constructing asymptotes at the 
locations of the poles, the magnitude versus w response curve shown in Fig. 1 3- 1 2b 
is quickly constructed. The slope at the origin is not zero. 

An jnspection of Eq. ( 1 3- 1 0) shows that the phase angle of the input imped
ance must be either + 90º or - 90º ; no other values are possible, as must ap
parently be the case for any circuit composed entirely of inductors and capaci-
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tors. An analytical expression for ang Z would therefore consist of a series of 
statements that the angle is + 90

.
º or - 90 º in certain frequency ranges. It is 

simpler merely to present the information graphically, as shown in Fig. 1 3 - 1 2c. 
Although this curve is a simple collection of vertical and horizontal. straight Iines, 
errors are often made in its construction, and it is a good idea to make certain 
that it can be drawn directly from an inspection of Eq. ( 1 3- 1 0) .  

The two poles of  the impedance may once again be related to  the natural 
response of the circuit. If the amplitude of the current source is reduced to zero, 
it is effectively an open circuit, and the natural response en(t) may be written in 
terms of s1 and s2 as before : 

en(t) = A1ís1 I + A2€s2 t  

where, from the results obtained in Chap. 8, 

-+- . 1 
S1, 2 = ___:_; yrc or s1 , 2 = ±jwo 

We shall meet this response form in Sec. 1 4-2 ,  but we may conclude now that 
the natural response occurs at the radian frequency w = wo. Initial conditions 
determine A1 and A2, and the magnitude and phase of the response are found 
from them. ln summary, a zero-amplitude current source is thus associated 
with non-zero-amplitude responses at the frequencies of tht poles ; a non
zero-amplitude source must therefore cause an infinite response at these two 
frequencies. They are thus poles. 

After the complex-frequency plane is introduced in the following chapter, we 
shall see that the response plots we have been making in this section and in the 
previous section as functions of a or w are but two different aspects of the sarne 
problem. 

3 f! 

Drill Problems 
1 3-9 Find ali the criticai frequencies and sketch the magnitude and 
phase angle of the input admittance versus w for the networks shown in 
Fig. 1 3 - 1 3a, b, and e. 

Ans. - 3 radians/sec, - 2 radians/sec, O radians/sec, + 2 radians/sec, 
+ 3 radians/sec, ± oo radians/sec 

Fig. 13-13 See Drill Probs. 13-9 and 13-10. 

2 h 

(a} (b) 

2 h  

0.1 f 2.5 h 

(e} 
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13 - 10  Repeat Drill Prob. 1 3-9 for the input impedance. 

Ans. - 3  radians/sec, - 2 radians/sec, O radians/sec, + 2 radians/sec, 
+ 3 radians/sec, ± oo radians/sec 

1 3- 1 1  ln the circuit shown in Fig. 1 3- 1 4, consider the voltage gain 
Ez/E1 as the normalized response. Find ali criticai frequencies of this 
response and sketch the magnitude and phase angle of the response as 
functions of w. 

Ans. - 1 .6 1 8  radians/sec, - 0. 6 1 8  radian/sec, 0 .6 1 8  radian/sec, 1 .6 1 8  
radians/sec, ± oo radians/sec 

Problems 
•l For each of the one-port networks shown in Fig. 1 3 - 1 5a, b, and e :  (a) find 

the general expression for Z( o) and eval uate at o = - 3 ;  (b) find the gen
eral expression for Z(jw) and evaluate at w = 2 .  

•2 Associate each of the voltage sources in the circuit of Fig. 1 3- l b  with 
a suitable series impedance and then transform to a current source. Use 
nodal methods to obtain the steady-state current through the 4-ohm re
sistor. 

3 Find the current requested in Prob. 2 by applying Thévenin's theorem to 
the network faced by the 4-ohm resistor. 

Fig. 13-14 See Drill Prob. 13-11 .  

Fig. 13-15 See Prob. 1 .  

1 n 

2 n  f f 

3 h 3 11  

(a) 

20 h 

1 h 1 h 

O.J f 

4 h 10 n f h 
4 Q  

(b) (e) 



389 The Exponential Forcing Function 

1000 n ;, 

1 1  2000 n 
lo_, _ ... . r E amp 

(a) 

20 

(e} 

1280 0.27 

25 

2500 pi 

(b) 

4 1  

O.O! 

10,000 

Fig. 13-16 (a) See Prob. 4. (b) See Prol-. 5 .  (e) See Prob. 6. 

1 .2 h 

A- 1 � e(t} 

u = -3 
(a) (b) 

4 Find ix( t) in the circuit shown in Fig. 1 3 - 1 6a . 
•5 Find ex( t) in the circuit shown in Fig. 1 3- 1 6b . 

Fig. 13- 1 7 (a ) See 
Prob. 7. ( b) See Prob. 8. 

G Find ix( t) in the circuit shown in Fig. 1 3 - 1 6c. The values of the circuit ele
ments are given in ohms, mill ihenrys, and microfarads, and the problem 
only looks hard . 

•7 ln the circuit shown in Fig. 1 3 - 1 7a , e8 ( t )  = 4c5t volts. Find the steady
state output voltage eo(t ) .  

8 ln the circuit shown in Fig. 1 3 - l  7b , find e(t) at t = - 0 .
5 and t = 0.5 sec. 

9 The Thévenin equivalent of a circuit in the exponential steady state con
sists of an open-circuit voltage of 1 O volts amplitude at a frequency a = 
- 4  in series with an impedance Z(a) = - 1 0 ohms. Using two resistors, 
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one capacitor, and a 20-volt exponential source, synthesize a circuit which 
will offer the aboVe Thévenin equivalent. This problem does not have a 
unique answer. 

10  An ideal voltage source e 8  is in series with a 1 0-ohm resistor, a 2-henry in
ductor, and a 0.4-farad capacitor. Find the forced current response if e8 is: 
•(a) 5c2t volts; (b) 5c2t + 5€2t volts ; (e) 10 cosh 21 volts. 

1 1  Find i( 1) in the circuit shown in Fig. 1 3 - 1 8a. 
•12  The two sources in the  circuit shown in Fig. 1 3- 1 8b are : e 8  = 4c31 volts, 

i, = 8 cos 51 amp. Find the steady-state current i( I) . 

Fig. 13-18 

IOE-t/• V í 

Fig. 13-19 

Fig. 13-20 

i(t) 5 n  

35<-lt V 1 25 !2 

(o) 

4 E-� V 

(a) 

(a) See Prob. 11 .  

2 n  

4 h 

(a} 

(a) See Prob. 13. 

(a) See Prob. 15. 

� f  EI 

15 n 

.. 1 8 h  ji . 

(b) 

(b) See Prob. 12. 

r 3•-''i ( 4 n O.O! f 
amp 

(b) 

(b) See Prob. 14. 

(b) and (e) See Prob. 16. 

l o.4 n l 2 f 

mT EI 0.1 n 2 f 

(b) (e} 
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l h 

Eu' ampi r 1 h 1 0  
li 

(a) 

Fig. 13-21 (a) See Prob. 17.  ( b )  See Prob. 18. 

0.4 !l 1 2  1 

2.5 l 10 mh 4 1 

(a) (b) 

2 !l 

r 0.4 f 

(b) 

Fig. 13-22 See Prob. 21. 

1 3  Find i(t) fo r  t < O and t > O  i n  the circuit shown i n  Fig. 1 3- 1 9a.  
•14 With reference to the circuit of Fig.  1 3- 1 9b :  (a) The switch has been open 

for a long time (but t is not infinite ) ;  find e(t) . (b) The switch is now 
closed and left closed for a long time. At t = O it is opened. Find e(t) for 
t > O. 

15  With reference to  the  circuit shown in Fig. 1 3-20a : (a) The voltage source 
has been connected to the circuit for a very long time (but t is not infinite) ;  
find i(t) . (b) The voltage source i s  connected to the network at t = O. If 
the capacitar is initially uncharged, find i( t), t > O. 

16 Sketch !/E versus a in the range - 1 0 < a <  10 for the circuit shown in: 
(a) Fig. 1 3-20b; •(b) Fig. 1 3-20c. 

1 7  Sketch E a s  a function o f  a fo r  the circuit shown i n  Fig. 1 3-2 l a . State the 
location of ali po�es and zeros . 

18  For the  circuit shown in Fig. 1 3 -2 1 b ,  !acate a l i  the  criticai frequencies of 
the response E/ 1 and plot E/ 1 versus a if network A is : (a) a 1 -ohm resis
tor; (b) a ! -farad capacitar ; (c) a 0 .3-henry inductor. 

•19 What are the characteristics of a general impedance Z(a) if Z(a) has : 
(a) a zero at a = O? (b) a pole at a = O? (e) a zero at a = oo? 
(d) a pole at a = oo? 

•20 An impedance Z(a) has one finite criticai frequency, a pole at a = - 3. 
If Z(O) = 9 ohms, determine Z(a) at : (a) a = - 3 ; (b) a = - 1 ; (e) a = 1 ;  
(d) a =  ± oo .  

2 1  Sketch the magnitude and phase of the input admittance of the networks 
shown in Fig. 1 3-22a and b as functions of w in the range - 1 0 < w < 1 0. 
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0.1 h 

O.J f 

(a) 

1 h 

(b) 

Fig. 13-23 (a) See Prob. 
22. (b)  See Prob. 24. 

22 ln the circuit shown in Fig. 1 3 -23a, sketch 1 I 1  versus w if: (a) R = O; 
(b) R = 1 ohm; (c) R = 2 ohms. 

23 What are the characteristics of a general impedance Z(jw) if Z(jw) has : 
(a) a zero at w = O? (b) a pole at w = O? (c) a zero at w = oo? 
(d) a pole a t  w = oo? 

•24 Sketch the magnitude and phase angle of the input impedance of the net
work shown in Fig. l 3-23b as a function of w. 

25 A resistor R is in series with the parallel combination of another resistor R 
and an inductor L. (a) Write the analytical expression for the magnitude 
of the input impedance . (b) Sketch the magnitude of the input impedance 
versus w if R = 1 ohm and L = 1 henry. 

26 A ! -henry inductor �nd a 1 -farad capacitar are in parallel .  A 1 -ohm re
sistor is in series with the parallel combination . This network is excited by 
a source 1 � volt .  Sketch 1 1 1  and ang 1 versus w, if 1 is the source 
current. 



Chnpter 14 Cvmplex Frequency 

1 4- 1  INTRODUCTION 

The forcing functions which we may now apply to an electrical network, with 
every hope of finding the forced response successfully, include the constant (di
rect current) ,  the sinusoid, and the exponential .  We should perhaps suspect 
that these three functions have some basic similarity. For example, almost ali 
the methods we developed for sinusoidal analysis in the frequency domain we 
have found to be still suitable for the exponential function in its frequency do
main.  The similarity in the methods of analysis arises from the fact that these 
three functions are all special cases of the exponentially damped sinusoid, the 
most general type of function to which the basic frequency-domain methods 
may be applied. 1 

Let us assume an exponentially damped sinusoidal function to represent, say, 
a voltage 

e( t) = Em€ª1 cos ( wt + O) ( 1 4- 1 )  

Although we refer t o  this fu nction as being "damped,"  i t  i s  possible that the 
function may increase if a is positive ; the more practical case is that of the 
damped function. 

We may first construct a constant voltage by letting both a and w be zero, 

e( t) = Em cos (} = Eo 

If we set only a equal to zero, then we obtain a general sinusoidal voltage 

e(t) = Em cos (wt + O) 
And if w = O, we have the exponential voltage 

e(t) = Em cos (}(at = Eo€ªt 

1 The basic methods are extended in Chap. 20 to cover still  other functions. 

393 
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Thus, the exponentially varying sinusoid ( 1 4- 1 )  may be used to represent any of 
the three types of functions we have previously considered;  we need only set 
o = O, w = O, or both o = O and w = O. 

The response of a network to this general function ( 1 4- 1 )  is found very simply 
by using a method almost identical with that used for the sinusoidal and 
exponential forcing functions ; we shall discuss the method in Sec. 1 4-4. When 
we are able to find the response to this damped sinusoid, we should realize that 
we shall also have found the response to a d-c voltage, an exponential voltage, 
and a sinusoidal voltage. Now let us see how we may consider o and w as the 
real and imaginary parts of a complex frequency. 

1 4-2 COMPLEX FREQUENCY 

Let us first provide ourselves with a purely mathematical definition of complex 
frequency and then gradually develop a physical interpretation in the next few 
sections. We shall say that any function which may be written in the form 

f(t) = KE81 ( 1 4-2) 

where K and s are complex constants (independent of time), is characterized by 
the complex frequency s. The complex frequency s is therefore simply the factor 
which multiplies t in this complex exponential representation. Until we are 
able to determine the complex frequency of a given function by inspection, it 
is necessary to write the function in the form of Eq. ( 1 4-2) .  

We may apply this definition first to the more familiar forcing functions. For 
example, a constant voltage 

e(t) = Eo 

may be written in the form 

e( t) = E0f<0>1 

The complex frequency of a d-c voltage or current is thus zero ; s = O. The 
next simple case is the exponential function 

e(t) = EoE"t 

which is already in the required form; the complex frequency of this voltage is 
therefore o; s = o + jO .  Finally, let us consider a sinusoidal voltage, one which 
may provide a slight surprise. Given 

e(t) = Em cos (wt + 8) 
it is necessary to find an equivalent expression in terms of the complex ex
ponential . From our past experience, we therefore use the identity we derived 
from Euler's formula, 

cos ( wt + 8) = \.2( fi(wt+B) + ci(wt+9)) 
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and obtain 

e( t) = 1/2Em[ é<wt+&J + ci<wt+&l] 

or e(t) = (112Emé&)Eiwt  + ( 1/2Emci&) ciwt 

We have the sum of two complex exponentials, and two complex frequencies are 
therefore present, one for each term. The complex frequency of the first term is 
s = s1 = jw and that of the second term is s = s2 = -jw. These two values of s 
are conjugates, or s2 = si, and the two values of K are also conjugates. The 
entire first term and the entire second term are therefore conjugates, which we 
should expect inasmuch as their sum must be a real quantity. 

Now let us determine the complex frequency or frequencies associated with 
the exponentially damped sinusoidal function ( 1 4- 1  ) . We again use Euler's 
formula to obtain a complex exponential representation : 

e(t) = EmE"t cos (wt + O) 
= l/i.EmE"t( é<wt+8) + ci(wtHl) 

and thus 

We therefore find once again that a conjugate complex pair of frequencies is re
quired to describe the exponentially damped sinusoid, s1 = o + jw, and 
s2 = si = o - jw. ln general , neither o nor w is zero, and we see that the ex
ponentially varying sinusoidal waveform is the general case ; the constant, 
sinusoidal, and exponential waveforms are special cases. 

As numerical illustrations, we should now recognize at .sight the complex fre
quencies associated with these voltages : 

e(t) = 1 00 
e(t) = 5c21 

e( t) = 2 sin 5001 

e(t) = 4c3t sin (61 + 10 º ) 

s = O  
s = - 2 + j 0  

{ S1 = j 500 
s2 = si =  -j500 

{ s1 = - 3  + j 6  
S2 = si = - 3 - j 6 

The reverse type of example is also worth consideration. Given a complex 
frequency or a pair of conjugate complex frequencies , we must be able to 
identify the nature of the function with which they are associated. The most 
special case, s = O, defines a constant or d-c function. With reference to the 
defining functional form ( 1 4-2) , it is apparen� that the constant K must be real 
if the function is to be real . 

Let us next consider real values of s. A positive real value, such as s = 5 + j O, 
identifies an exponentially increasing function KE51, where again K must be real if 
the function is to be a physical one. A negative real value for s, such as 
s = - 5  + j O, refers to an exponentially decreasing function Kc51. 

A purely imaginary value of s, for example, j 1 0, can never be associated with 
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a real quantity ; the functional form is Kd10t, which can also be written as 
K( cos 1 01 + j sin 1 01 ) ,  and obviously possesses both real and imaginary parts. 
Each part is sinusoidal in nature. ln arder to construct a real function, it is neces
sary to consider conjuga te values of s, such as s1 ,2 = ± j 1 O, with which must be 
associated conjugate values of K. Loosely speaking, however, we may identify 
either of the complex frequencies s1 = j 1 0  or s2 = -j 1 0  with a sinusoidal voltage 
at the radian frequency of 1 0  radians/sec. The presence of the conjugate com
plex frequency is understood. The amplitude and phase angle of the sinusoidal 
voltage will depend on the choice of K for each of the two frequencies. Thus, 
selecting s1 = j 1 O and Kl = 6 - j 8, where s2 = si and Kz = Ki, we obtain 
the real sinusoid 20 cos ( 1 01 - 53 . 1 º ) . 

ln a similar manner, a general value for s, such as 3 - j 5, can be associated 
with a real quantity only if it is accompanied by its conjugate 3 + j 5. Speak
ing loosely again, we may think of either of these two conjugate frequencies as 
describing an exponentially increasing sinusoidal function {3t cos 51 ;  the specific 
amplitude and phase angle will again depend on the specific values of the con
jugate complex K's. 

By now we should have achieved some appreciation of the physical nature of 
the complex frequency s; in general, it describes an exponentially varying 
sinusoid. The real part of s is associated with the exponential variation ; if it is 
negative, the function decays ; if positive, the function increases ; and if it is zero, 
the sinusoidal amplitude is constant. The imaginary part of s describes the 
sinusoidal variation ; it is specifically the radian frequency. 

It is customary to call the real part of s, o, and the imaginary part w (noljw) :  

s = a + jw ( 1 4-3) 

Our previous discussion of the waveform associated with the various values of s 
shows that o may still be identified with the neper frequency of the previous 
chapter and that w is still the radian frequency or angular frequency. 

The radian frequency is sometimes referred to as the "real frequency," but 
this terminology can be very confusing when we find that we must then say that 
"the real frequency is the imaginary part of the complex frequency" ! When we 
need to be specific, we shall call s the complex frequency, o the neper frequency, 
w the radian frequency, and f the cyclic frequency ; when no confusion seems 
likely, it is permissible to use "frequency" to refer to any of these four quantities. 
The neper frequency is measured in nepers per second, radian frequency is 
measured in radians per second, and complex frequency s is measured in units 
which are variously termed complex nepers per second or complex radians per 
second. Perhaps it is sufficient that we recognize the dimensions of o, w,f, and 
s as [ T-1] .  

Drill Problems 

14- 1  Determine ali the complex frequencies associated with the current 
waveform : (a) i(I) = 1 2 ( 1  - cº· l t) ; (b) i( I) = 3 sin (2?T601 - ?T/3) ;  
(e) i(t) = 1 0cº·11(cos 2?T601 - 0.8 sin 2?T 601) . 

Ans. -j 377 , j 377  sec-1 ;  O, - 0. 1  sec1 ;  - 0. 1  + j 377 ,  - 0. 1  - j377  sec-1 
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1 4-2 A 5-ohm resistor and an initially charged 0.05-farad capacitar are 
in series with a voltage source e8( t ) and a switch which doses at t = O. 
What complex frequencies are associated with the current response if: 
(a) e8(t) = O ;  (b) e8( t) = 1 0c 2 1 ;  (c) e8(t) = 1 0  cos 2t? 

Ans. - 4  sec 1 ;  - 4 ,j 2 ,  -j 2 sec-1 ;  - 4, - 2 secl 

1 4-3 A FURTHER INTERPRETATION OF COMPLEX FREQUENCY 

The preceding discussion has shown us that the real and imaginary parts of the 
complex frequency describe, respectively, the exponential and sinusoidal varia
tion of an exponentially varying sinusoid. It is apparent that the significance of 
a complex frequency is more general than is that of the everyday variety of fre
quency which describes the number of times some phenomenon repeats itself per 
unit time. Our ordinary concept of frequency, however, actually carries with it 
another connotation in addition to " repetitions per second ."  It  also tells us 
something about the rate of change of the function being considered. That is, 
high frequency means "rapidly varying." Let us see if we can relate this con
notation of frequency to the complex frequency of a complex exponential func
tiôn of time. We again take 

f( t) = K�•t  

After obtaining the time rate of change of f( t) , 

we normalize by dividing by f( t) , 

df/dt -- = s  
f 

( 1 4-4) 

( 1 1-5) 

This normalized rate of change is a constant, independent of time ; it is identically 
equal to the complex frequency s . Thus, we may also interpret complex fre
quency as the normali<.ed lime rate of change of the complex exponential function 
( 1 4-4 ). The use of this alterna tive definition of s on familiar functions which are 
nol in the form of the complex expon�ntial function ( 1 4-4) may lead to some 
curious results. Thus, although the complex frequency associated with the func
tion (i5 t is s = j 5, the normalized rate of change associated with cos 51 must be 
( - 5) tan 51. If we try to treat this result, which is a function of time, as a com pi ex 
frequency, then we are led to a complex frequency which is a function of time. 
The correct answer to our problem is obtained only when we recognize that a 
conjugate pair of complex frequencies is required to characterize cos 51 ;  one com
plex frequency is insufficient. 

Dríll Problem 
14-3 A network is composed of four different resistors and one inductor 
in some configuration which is immaterial to this problem. No sources 
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are present, but initial energy is present in the inductor. The voltage 
waveform across the inductor is displayed on an oscilloscope. At 
t = 0. 1 2  sec, the inductor voltage is 20 volts, and it is decreasing at the 
rate of 1 00 volts/sec. After finding the complex frequency which char
acterizes this voltage, write a suitable functional form for the voltage 
and determine the instant of time at which : (a) the inductor voltage is 
1 0  volts ; (b) the rate of change of the inductor voltage is - 10 volts/sec; 
(e) the rate of change of the inductor voltage is - 1000 volts/sec. 

Ans. - 0.340 sec ; 0.259 sec ; 0.580 sec 

14-4 THE DAMPED SINUSOIDAL FORCING FUNCTION 

We have devoted enough time to the definition and introductory interpretation of 
complex frequency ; it is now time to put this concept to work and become 
familiar with it by seeing what it will do and how it is used. 

The general exponentially varying sinusoid, �hich we may represent as a 
voltage for the moment, 

e(t) = Emfªt cos (wt + 8) ( 1 4-6) 

is expressible in terms of the complex frequency s by making use of Euler's 
identity as before : 

or 

e(t) = Re (Emf•té(..,t+Bl) 

e(t) = Re (Emf•té(-..,t-Bl) 

( 1 4-7) 

( 1 4-8) 

Either representation is suitable, and the two expressions should remind us that 
a pair of conjugate complex frequencies is associated with a sinusoid or an ex
ponentially damped sinusoid. Equation ( 1 4-7 )  is more directly related to the 
given damped sinusoid, and we shall concern ourselves principally with it. Col
lecting factors, 

e(t) = Re (Eméºé•+i..,)t) 

we now substitute s = a + jw, and obtain 

( 14-9) 

Before we apply a forcing function of this form to any circuit, we should note the 
resemblance of this last representation of the damped sinusoid to the correspond
ing representation of the undamped sinusoid, 

Re (Emé9é"1) 

The only difference is that we now have s where we previously had jw. Instead 
of restricting ourselves to sinusoidal forcing functions and their angular fre
quencies, we have now extended our notation to include the damped sinusoidal 
forcing function at a complex frequency. It should be no surprise at ali to see 
later in this section and the following one that we shall develop afrequency-domain 
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description of the exponentially damped sinusoid in exactly the sarne way that 
we did for the sinusoid ; we shall simply omit the Re notation and suppress <"'·  

We are now ready to apply the exponentially damped sinusoid, as given by 
Eq. ( 1 4-6) ,  ( 1 4- 7 ) ,  ( 1 4-8) ,  or ( 1 4-9) ,  to an electrical network. The forced re
sponse, say a current in some branch of the network, is the desired response. 
Since the forced response has the form of the forcing function, its integral, and 
its derivatives, the response may be assumed as 

i(t) = 1m<ª1 cos (wt + e/>) 
or i(t) = Re (/md"'<"1) 

where the complex frequency of the source and the response must be identical. 
If we now recai! that the real part of a complex forcing function produces the 

real part of the response, while the imaginary part of the complex forcing func
tion causes the imaginary part of the response, then we are again led to the 
application of a complex forcing function to our network. We shall obtain a 
complex response whose real part is the desired real response. Actually, we 
shall work with the Re notation omitted, but we should realize that it may be 
reinserted at any time and that it must be reinserted whenever we desire 
the time-domain response. Thus, given the real forcing function 

we apply the complex forcing function Emd8<"1 ; the resultant complex response 
lm<i"'<"' must have as its real part the desired time-domain response 

The solution of our circuit-analysis problem must consist of the determination of 
the unknown response amplitude lm and phase angle cf>. 

Before we actually carry out the details of an analysis problem and see how 
exactly the procedure follows that used in the sinusoidal and exponential 
frequency-domain analyses, it is worthwhile outlining the steps of the basic 
method. We must first characterize the circuit with a set of mesh or nodal 
integrodifferential equations. The given forcing functions, in  complex form, 
and the assumed responses, also in complex form, are then substituted into the 
equations and the indicated integrations and differentiations performed. Each 
term in every equation will then contain the sarne factor <81 . We shall therefore 
divide throughout by this factor, or "suppress <"1 ,"  understanding that it must 
be reinserted if a time-domain description of any response function is desired. 
Now that the Re symbol and the f81 factor have disappeared, we have converted 
ali the voltages and currents from the time domain to the frequency domain. 
The integrodifferential equations have become algebraic equations, and their 
solution is obtained just as easily as they were in the sinusoidal steady state. Let 
us illustrate the basic method by a numerical example. 

We shall apply the forcing function 

e(t) = 60ct cos (2t + 1 0 º )  
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to the series RLC circuit shown in Fig. 1 4- 1 ,  and we desire the forced response 

i(t) = lmct cos (2 t  + </>) 
We first express the forcing function in Re notation, 

e(t) = 60c1 cos (2t + 10 º ) 

= Re (60ctfi(2t+iOº>) 

= Re (60í;1o·í<- l+i2lt) 

or e( t) = Re (fa•t) 

where 

E =  60/10º  and s = - l + j 2  

After dropping Re, we are left with the complex forcing function 

ln a similar manner, we represent the unknown response by the complex quantity 

lí• t 

where 

Since we have not as yet extended the impedance concept to the exponentially 
damped sinusoid and complex frequency, our next step must be the integro
differential equation for our circuit. From Kirchhoff 's voltage law we obtain 

e( t) = Rz + L � + h J i dt 

2 . di 2J " d  = z + - +  z t dt 
and we substitute the given complex forcing function and the assumed complex re
sponse into this equation, 

The common factor í8t is next suppressed : 

60Ll..Q.'.'.. = 21 + si + 2 1 
s 

and 
1 

= 
60 L1Q'.'.. 

2 + s + 2/s 

Before we evaluate this complex current, it is worth examining the form of this 
equation. The left side of the equation is a current, the numerator of the right 
side is a voltage, and the denominator must therefore have the dimensions of 
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Fig. 14-1 A series RLC circuit to which 
a damped  sinuso idal forcing function is e(t) 1' 
applied. A frequency-domain solution for 1 
i( t) is desired. 

i(t) 1 h 

t f 

ohms; it is apparent that we shall soon interpret it as an impedance. More
over, we might make some pretty astute guesses as to the impedance of each of 
the three passive elements at a complex frequency s. The impedance of the 2-
ohm resistor is simply 2 ohms;  the impedance of the ! -henry inductor is I s  or 
Ls; and the impedance of the 0 .5-farad capacitar is 2/s or 1 /Cs. These state
ments will be proved in the following section. 

Going back to our numerical example, we now let s = - 1 + j 2 in the last 
equation and solve for the complex current 1 :  

1 = 60L!Q".· 
2 + ( - 1 + j 2) + 2/( - 1 + j 2) 

After manipulating the complex numbers for a few minutes, we find 

1 = 44.8/ - 53 .4º 

Thus, Im i s  44.8 amp and e/> i s  - 53.4 º . The desired forced response i s  thus 

i( I) = 44.8c1 cos (21 - 53 .4 º ) 

Now we must show that the impedance concept may be extended to complex 
frequencies . Except for the presence of complex numbers, the actual solution of 
the circuit equations will then be no different than the procedure used for 
purely resistive circuits. 

Drill Problems 
1 4-4 Express each of the following currents in the frequency domain:  
(a) 5c3t cos ( I Ot - 30 º ) ;  (b) - 5€31 cos ( I OOt + 60 º ) ;  (e) 5 s in ( 1 51 + 
1 20 º ) .  

Ans. 5/30º amp; 5/- 30 º amp; 5/- 1 20 º  amp 

14-5 Find the value at 1 = 0.0 1 sec of the frequency-domain voltage 
1 00/30º if: (a) s = - 50 + j 50 ;  (b) s = - 50 - j 50 ;  (e) s = ) 50. 

Ans. 3 1 . 5 volts ; 52 .0 volts ; 60.6 volts 

14-6 Find the value of the frequency-domain current 1 0/45 º  amp at 

t =  l sec if: (a) s = j7r; (b) s = - l ; (c) s = O. 
Ans. 2 .60 amp; 7 .07 amp; - 7.07 amp 
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14-5 Z(s) AND Y(s) 

ln order to apply Kirchhoff's laws directly to the complex forcing functions and 
complex responses, it is necessary to know the constant of proportionality be
tween the complex voltage across an element and the complex current through 
it. This proportionality constant is the impedance or admittance of the ele
ment ; it is easily determined for the resistor, inductor, and capacitar. 

Let us consider the inductor carefully and then merely present the results for 
the other elements. Suppose that a voltage source 

e( t) = Emt•1 cos ( wt + 8) 
is applied to an inductor L; the current response must have the form 

i(t) = lmt"1 cos (wt + </>) 

The passive sign convention is employed, as indicated in Fig. 1 4-2a, the time
domain circuit. If we represent the voltage as 

e(t) = Re (EmtiOt•t) = Re (fa•I) 
and the current as 

i( t) = Re (/mt�<f>t•t) = Re (fr•t) 
then the substitution of these expressions into the defining equation of an 
inductor, 

leads to 

e(t) = L di(t) 
dt 

Re (Et:•1) = Re (sLlf•') 
We now drop Re, thus considering the complex response to a complex forcing 
function, and suppress the superftuous factor t•1 : 

E =  sLI 

Fig. 14-2 (a) The time-domain inductor voltage and current are related by 
e = L di/ dt. ( b) The ( complex) frequency-domain inductor voltage and 
current are related by E = sLI. 

.. , = ,_ ... - ,� • .,  r L sL  

{a) {b) 
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The ratio of the complex voltage to the complex current is once again the 
impedance. Since it depends in general upon the complex frequency s, this 
functional dependence is sometimes indicated by writing 

Z(s) = .!'.. = sL 1 

ln a similar manner, the admittance of an inductor L is 

1 
Y(s) = 

sL 

We shall still call E and 1 phasors. These complex quantities have an ampli
tude and phase angle which, along with a specific complex-frequency value, en
able us to characterize the exponentially varying sinusoidal waveform completely. 
The phasor is still a frequency-domain description, but its application is not 
limited to the realm of radian frequencies. The frequency-domain equivalent 
of Fig. 1 4-2a is shown in Fig. 1 4-2b ;  phasor currents, phasor voltages, and 
impedances or admittances are now used. 

The impedances of a resistor R and a capacitar C at a complex frequency s 
are obtained by a similar sequence of steps. Without going through the details, 
the results for a resistor are 

Z(s) = R 

and for a capacitor 

1 Z(s) = 
sC 

1 
Y(s) = G = -

R 

Y(s) = sC 

If .we now reconsider the series RL C example of Fig. 1 4- 1 in  the frequency 
domain, the source voltage 

e(t) = 60c1 cos (21 + 1 0º ) 

is transformed to the phasor voltage 

E =  60L.!Q: 

a phasor current 1 is assumed, and the impedance of each element at the com
plex frequency s = - 1 + j 2 is determined and placed on a frequency-domain 
diagram, Fig. 1 4-3 . The unknown current is now easily obtained by dividing 
the phasor voltage by the sum of the three impedances : 

1 = 60L.!Q: 
2 + ( - 1 + } 2) + 2/( - 1 + } 2) 

Thus, the previous result is obtained, but much more easily and rapidly. 
It is hardly necessary to say that ali the techniques which we have used in 

the past to simplify frequency-domain analysis, such as superposition, source 
transformations, duality, Thévenin's theorem, and Norton's theorem, are still 
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Fig. 14-3 Thefrequency
domain equivalent ef the 
series RL C circuit shown 
in Fig. 14- 1 .  

valid and useful. · For example, the Thévenin equivalent of the network shown 
in Fig. l 4-4a is obtained as follows : 

The complex frequency is 

s = - 5 + j 10 

The frequency-domain source voltage is 

E, = 1 00� 

The inductor impedance is 

ZL(s) = 4( - 5  + j l O) = - 20 + j 40 

The resistor impedance is 

The Thévenin impedance is the parallel equivalent of ZL and ZR: 

z _ 
20( - 20 + j 40) � 20 + J I O th -
20 - 20 + j 40 

The open-circuit voltage is 

E = 1 0� 10 º 20 = -)
· 50 oc � 20 - 20 + j 40 

The frequency-domain Thévenin equivalent network is thus as shown in 
Fig. l 4-4b. The return to the time domain is taken after some desired response 

Fig. 14-4 (a) A given two-terminal network. ( b) The frequency-domain 
Thévenin equivalent. 

100t-" COS JOI V i 
4 h 

20 !l 
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Fig. 14-5 (a) See Drill Probs. 14-7 and 14-8. (b) See Drill Prob. 14-9. 

has been determined in the frequency domain. If another 4-henry inductor is 
placed across the open circuit, for example, the frequency-domain current is 

1 = 
-y

,
50 = - 1 

20 + )  10  - 20 + j 40 

corresponding to the time-domain current 

i( t) = - c5t cos 1 01 

Drill Problems 
1 4-7 Find Z( s) for the network shown in Fig. l 4-5a if terminais a and 
b are : (a) left open-circuited ;  (b) short-circuited ;  (e) terminated in a 
1 -ohm resistor. 

Ans. s(s2 + 2) s3 + s2 + 2s + 1 s2 + 1 ohms ,· h h 
Sz + 1 2 1 

o ms ; --- o ms s + s + s 

1 4-8 For part b of Drill Prob. 1 4- 7 ,  find Z(s) at : (a) s = - 1 ; 
(b) s = ) 2 ;  (e) s = - 1  + ) 2 . 

Ans. - 1 .3 + J 1 .6 ohms ; - 1 .5 ohms ; j 1 . 333 ohms 

14-9 ln the circuit shown in Fig. 1 4-5b, find e2 (t) if: (a) s = - 1  + j l ;  
(b) s = - 1 ;  (e) s = j 1 .  

Ans. - 60ct sin t volts ; 50ct volts ; - 1 3 .0 cos ( 1  - 64.3 º )  volts 

1 4-6 THE COMPLEX-FREQUENCY PLANE 

We have already considered circuit response as a function of frequency, where 
the frequency was either the neper frequency a or the radian frequency w. 
Quantities such as impedance, admittance, specific voltages or currents, voltage 
gain and current gain, and transfer impedances and admittances have been 
written as functions of a or w, their poles and zeros determined, and the 
graphical response has been presented. Let us now consider how we may 
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develop a more general graphical presentatiori. by graphing quantities as func
tions of s; that is, we wish to show the response simultaneously as functions of 
both a and w. 

Such a graphical portrayal of the response as a function of the complex fre
quency s is a useful, enlightening technique in the analysis of circuits, as well as 
in the design or synthesis of circuits. After we have developed the concept of 
the complex-frequency plane, or s plane, we shall see how quickly the behavior 
of a circuit can be approximated from a graphicat representation of its criticai 
frequencies in this s plane. The converse procedure is also very useful; if we are 
given a desired response curve ( the frequency response of a filter, for example), 
it will be possible to decide upon the necessary location of its poles and zeros in 
the s plane and then to synthesize the filter. This synthesis problem is a sub
ject for detailed study in subsequent courses and is not one which we shall do 
more than briefly examine here. The s plane is also the basic too! with which 
the possible presence of undesired oscillations is investigated in feedback ampli
fiers and automatic contrai systems. ln fact, if any recently (post World 
War I I ) developed concept of circuit analysis were to be singled out and called 
revolutionary, it might well be the introduction of the concept of complex fre
quency and the use of the s plane. 

Let us develop a method of obtaining circuit response as a function of s by 
extending the methods we have been using to find the response as a function of 
either a or w. To review these methods, let us obtain the driving-point imped
ance of a network composed of a 3-ohm resistor in series with a 4-henry induc
tor. As a function of s, we have 

Z(s) = 3 + 4s 

If we wish to obtain a graphical interpretation of the impedance variation with 
a, we let s = a + j O, 

Z(a) = 3 + 4a 

and recognize a zero at a = - % and a pole at infinity. These criticai fre
quencies are marked on a a axis, and after identifying the value of Z(a) at some 
convenient noncritical frequency [perhaps Z(O) = 3 ] ,  it is easy to plot Z( a) 
versus a. 

ln order to plot the response as a function of the radian frequency w, we let 
s = O +  jw, 

Z(jw) = 3 + j 4w 

and then obtain both the magnitude and phase angle of Z(jw) as functions of w :  

1 Z(jw) 1 = y19 + 1 6w2 

ang Z(jw) = tan-1 4; 
The magnitude function shows a single pole at infinity and a mm1mum at 
w = O ;  it can be readily sketched as a curve of 1 Z(jw) 1 versus w. The phase 
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angle is an inverse tangent function, zero at w = O and ±90º at w = ± oo ;  it is 
also easily presented as a plot of ang Z(jw) versus w.  

ln graphing the response as a function of the neper frequency a, we are able 
to present ali the information on a single two-dimensional graph, Z(a) versus a. 
When sinusoidal excitation is assumed, however, two two-dimensional plots are 
required, magnitude and phase angle as functions of w. Of course, we might 
also have used two curves to display Z(a) versus a, magnitude versus a, and 
phase angle, which is either O or 1 80 º ,  versus a. The important point to note 
is that there is only one independent variable, a in the case of exponential ex
citation and w in the sinusoidal case. Now let us consider what alternatives 
are available to us if we wish to plot a response as a function of s .  

Thc complex frequency s requires two parameters a and w for its complete 
specification. The response is also a complex function, and we must therefore 
consider sketching both the magnitude and phase angle as functions of s. Either 
of these quantities, for example, the magnitude, is a function of the two param
eters a and w, and we can only plot it in two dimensions as a family of curves, 
such as magnitude versus w, with a as parameter. Conversely, we could also 
show the magnitude versus a, with w as the parameter. Such a family of curves 
represents a tremendous amount of work, however, and this is what we are try
ing to avoid ; it is also questionable whether we could ever draw any useful con
clusions from the family of curves even after they were obtained. 

A better method of representing the magnitude of some complex response 
graphically involves using a three-dimensional model. Although such a model 
is difficult to draw on a two-dimensional sheet of paper, we shall find that the 
model is not difficult to visualize ; most of the drawing will be clone mentally, 
where few supplies are needed and construction,  correction, and erasures are 
quickly accomplished. Let us think of a a axis and a jw axis, perpendicular to 
each other, laid out on a horizontal surface such as the floor. The floor now 
represents a complex-Jrequency plane, or s plane, as sketched in Fig. 1 4-6 . To each 
point in this plane there corresponds exactly one value of s ,  and to each value 
of s w� may associate a single point in this complex plane. 

Since we are already quite familiar with the type of time-domain function 
associated with a particular value of the complex frequency s,  it is now possible 
to associate the functional form of a forcing function or a response with the vari
ous regions in the s plane. The origin, for example, must represent a d-c 

; w  
s plane 

Fig. 14-6 The complex-frequeng 
plane, or s plane. 
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;w 

/\ - - /\ 

Fig. 14-7 The nature ef 
the time-domain function 
is sketched in the region 
of the complex-frequency 
plane to which it corre
sponds. 

quantity. Points lying on the o axis must represent exponential functions, de
caying for o < O and rising for o > O. Pure sinusoids are associated with points 
on the positive or negative jw axis. The right half of the s plane, usually re
ferred to simply as the RHP, contains points describing frequencies with posi
tive real parts and thus corresponds to time-domain quantities which are ex
ponentially increasing sinusoids, except on the o axis. Correspondingly, points 
in the left half of the s plane (LHP) describe the frequencies of exponentially 
decreasing sinusoids, again with the exception of the negative o axis. Figure 
1 4-7  summarizes the relationship between the time domain and the various 
regions of the s plane. 

Let us now return to our search for an appropriate method of representing a 
response graphically as a function of the complex frequency s. The magnitude 
of the response may be represented by constructing, say, a plaster model whose 
height above the ftoor at every point corresponds to the magnitude of the re
sponse at that value of s. ln other words, we have added a third axis, perpen
dicular to both the o axis and the jw axis and passing through the origin ;  this 
axis is labeled 1 Z I , 1 Y I , 1 E2/E1 I , or with whatever symbol is appropriate. The 
response magnitude is determined for every value of s, and the resultant plot is 
a suiface lying above (or just touching) the s plane. 

Let us try out these preliminary ideas by seeing what such a plaster model 
might look like. As an example, we may consider the admittance of the series 
combination of a 1 -henry inductor and a 3-ohm resistor, 

l Y(s) = --s + 3 

ln terms of both o and w we have, as the magnitude, 

l I Y(s) I = y(o + 3)2 + w2 
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When s = - 3 + j O, the response magnitude is infinite ; and when s is infinite, 
the magnitude of Y(s) is zero. Thus our model must be infinitely high over the 
point ( - 3 + j O), and it must be zero height at ali points infinitely far away 
from the origin. A cutaway view of such a model is shown in Fig. 1 4-8a. 

Once the model is constructed, it is sim pie to visualize the variation of 1 Y 1  as 
a function of w (with a = O) by cutting the model with a perpendicular plane 
containing thejw axis. The model shown in Fig. 1 4-8a happens to be cut along 
this plane, and the desired plot of 1 Y 1  versus w can be seen ;  the curve is also 
drawn in Fig. 1 4-8b .  ln a similar manner, a vertical plane containing the a 

axis enables us to obtain 1 Y 1  versus a ( with w = O), shown in Fig. 1 4-8c. 
How might we obtain some qualitative response information without doing 

ali this work? After ali, most of us have neither the time nor the inclination to 
be good plasterers, and some more practical method is needed. Let us visualize 
the s plane once again as the floor and then imagine a larger rubber sheet laid 
on it. We now fix our attention on ali the poles and zeros of the response. At 
each zero, the response is zero, the height of the sheet must be zero, and we 
therefore tack the sheet to the floor. At the value of s corresponding to each 
pole, we may prop up the sheet with a thin vertical rod . Zeros and poles at in
finity must be treated by using a large radius clamping ring or a high circular 
fence, respectively. If  we have used an infinitely large , weightless, perfectly 
elastic sheet, tacked down with vanishingly small tacks, and propped up with 
infinitely long, zero-diameter rods, then the rubber sheet assumes a height which 
is exactly proportional to the magnitude of the response. These rubber-sheet 

Fig. 14-8 (a) A cutaway view of a plaster model whose top surface rep
resents 1 Y(s) 1 for lhe series combination of a ] -henry inductor and a 3-ohm 
resistor. (b)  I Y(s) I as afunction of w. (e) IY(s) I as a function of a. 

I Y I  I Y I  

w 
(b) 

/!  
I Y I  

tr 

1 
-3 

(a) {e) 
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models may actually be constructed in the laboratory, but their main advantage 
lies in the ease by which their construction may be visualized from a knowledge of 
the pole-zero locations of the response. 

These comments may be illustrated by considering the configuration of the 
poles and zeros, sometimes called a pote-zero constellation, which locates ali the 
criticai frequencies of some frequency-domain quantity, say the impedance Z(s). 
Such a pole-zero constellation is shown in Fig. l 4-9a. If we visualize a rubber
sheet model, tacked down at s = - 2 + j O and propped up at s = - 1 + j 5 
and - 1 - j 5, we should see a terrain whose dístinguishing features are two 
mountains and one conical crater or depression. The portion of the model for 
the upper left half of the s plane is shown in Fig. 1 4-9b. 

Let us now build up the expression for Z(s) which leads to this pole-zero con
figuration. The zero requires a factor of (s + 2) in the numerator, and the two 
potes require the factors (s + 1 - j 5) and (s + 1 + j 5 ) in the denominator. 
Except for a multiplying constant k, we now know the form of Z(s) : 

or 

Z(s) = k s + 2 
(s + 1 - j 5)(s + 1 + j 5) 

Z(s) = k s + 2 
s2 + 2s + 26 

( 1 4- 1 0) 

Let us select k by assuming a single additional fact about Z(s) ; let Z(O) = 1 .  
By direct substitution i n  Eq. ( 1 4- 1 0) ,  we find that k is 1 3 , and therefore 

Z(s) = 1 3  s + 2 
s2 + 2s + 26 

( 1 4- 1 1 )  

Fig. 14-9 (a )  The pole-;:.ero configuration of some impedance Z(s). ( b )  A 
portion of the rubber-sheet model oj the magnitude oj Z(s). 

- 1 +  ;s x ;w 

s plane 

-2 

-1 - ;s x 
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(a) (b) (e) 
Fig. 14-10 (a) The complex frequency s1 = - 3 + j 4  zs indicated by 
drawing an arrow from lhe origin to s 1 .  (b)  Thefrequency s = j 7 is also 
represented vectorially. (e) The dijference s - s 1  is represented by the vec
tor drawn from si to s. 

The plots 1 Z( o) 1 versus o and 1 Z(jw) 1 versus w may be obtained exactly from 
Eq. ( 1 4- 1 1 ) , but the general form of the function is apparent from the pole-zero 
configuration and the rubber-sheet analogy. Portions of these two curves 
appear at the sides of the model shown in Fig. 1 4-96. 

Thus far, we have been using the s plane and the rubber-sheet model to 
obtain qualitative information about the variation of the magnitude of the frequency
domain function with frequency. It is possible, however, to get quantitative infor
mation concerning the variation of both the magnitude and phase angle. The 
method provides us with a powerful new too!. 

Consider the representation of a complex frequency in polar form, as sug
gested by an arrow drawn from the origin of the s plane to the complex fre
quency under consideration. The length of the arrow is the magnitude of the 
frequency, and the angle that the arrow makes with the positive direction of the 
o axis is the angle of the complex frequency. The frequency s1 = - 3 + J 4 = 
5/1 26.9º is indicated in Fig. 1 4- l Oa. 

It is also necessary to represent the difference between two values of s as an 
arrow or vector on the complex plane. Let us select a value of s that corre
sponds to a sinusoid s = j 7 and indicate it also as a vector, as shown in Fig. 
1 4- 1 06. The difference s - s1 is seen to be the vector drawn from the last-named 
point s1 to the first-named point s ;  the vector s - s1 ís drawn in Fig. 1 4- l Oc. 
Note that s1 + (s - s1 ) = s. Numerically, s - s1 = j 7  - ( - 3  + j 4) = 
3 + j 3  = 4. 24/45 º ,  and this value agrees with the graphical difference. 

Let us see how this graphical interpretation of the difference ( s - s1 ) enables 
us to determine frequency response. Consider the admittance 

Y(s) = s + 2 
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Fig. 14-11 (a)  The veclor represenling lhe admittance Y ( s) = s + 2 is 
shown for s = jw. (b) Skelches of I Y(jw) I and ang Y(jw) as lhey mighl 
be oblained from lhe performance ef lhe veclor as s moves up lhe jw axis from 
lhe origin. 

This expression may be interpreted as the difference between some frequency of 
interest s and a zero location. Thus, the zero is present at s2 = - 2 + j O, and 
the factor s + 2, which may be written as s - s2 , is represented by the vector 
drawn from the zero location s2 to the frequency s at which the response is 
desired. If the sinusoidal response is desired, s must lie on the jw axis, as illus
trated in Fig. 1 4- 1  l a . The magnitude of s + 2 may now be visualized as w 
varies from zero to infinity. When s is zero, the vector has a magnitude of 2 
and an angle of O º .  Thus Y(O) = 2 .  As w increases, the magnitude increases, 
slowly at first, and then almost linearly with w; the phase angle increases almost 
linearly at first, and then gradually approaches 90º as w becomes infinite. At 
w = 7, Y(j 7) has a magnitude of y22 + 72 and has 'a phase angle of 
tan-1 ( 3 . 5 ) .  The magnitude and phase of Y(s) are sketched as functions of w 
in Fig. 1 4- 1  l b. 

Let us now construct a more realistic example by considering a frequency
domain function given by the quotient of two factors, 

E(s) = s + 2 
s + 3 

We again select a value of s which corresponds to sinusoidal excitation and draw 
the vectors s- + 2 and s + 3, the first from the zero to the chosen point on thejw 
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axis and the second from the pole to the chosen point. The two vectors 
are sketched in Fig. 1 4 - 1 2a. The quotient of these two vectors has a magnitude 
equal to the quotient of the magnitudes and a phase angle equal to the differ
ence of the numerator and denominator phase angles. An investigation of the 
variation of the magnitude of E(s) versus w is made by allowing s to move from 
the origin u p the jw axis and considering the ratio of the distance from the zero 
to s = jw and the distance from the pole to the sarne point on the jw axis. The 
ratio evidently is % at w = O and approaches unity as w becomes infinite. A 
consideration of the difference of the two phase angles shows that ang E(jw) is 
O º  at w = O, increases at first as w increases since the angle of the vector s + 2 
is greater than that of s + 3, and then decreases with a further increase in w, 
finally approaching O º  at infinite frequency, where both vectors possess 90º 
angles. These results are sketched in Fig. 1 4- 1 2b .  Although no quantitative 
markings are present on these sketches, it is important to note that they may be 
obtained easily. For example, the complex response at s = j 4 must be given by 
the ratio 

E 
. y'4+T6 /tan-1 (4h) 

(J 4) = yg:+T6 /tan-1 (4/i) 

E(j 4) = y'% /tan- 1 2 - tan-1 (4/i) 

= o. 8 94 L!.QJ..".. 

Fig. 14-12 (a)  Vectors are drawn from the two critica! Jrequencies of the 

voltage response E(s) = (s + 2)/(s  + 3) .  (b) Sketches of the magmtude 
and phase oJ E(jw) as obtained from the quotient of the two vectors shown 

zn (a) .  
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ln designing networks to produce some desired response, the behavior of the 
vectors drawn from each criticai frequency to a general point on the jw axis is 
an important aid. For example, if it were necessary to increase the hump in 
the phase response of Fig. 1 4- 1 2b, we can see that we must provide a greater dif
ference in the angles of the two vectors. This may be achieved in Fig. 1 4- 1 2a 
either by moving the zero closer to the origin or by locating the pole farther 
from the origin, or both. 

The ideas we have been discussing to help in the graphical determination of 
the magnitude and angular variation of some frequency-domain function with 
frequency will be needed in the following chapter when we investigate the fre
quency performance of highly selective filters, or resonant circuits. These con
cepts are fundamental in obtaining a quick, clear understanding of the behavior 
of electrical networks and other engineering systems. The procedure is briefty 
summarized as follows : 

1 .  Draw the pole-zero configuration of the frequency-domain function 
under consideration in the s plane, and locate a test point correspond
ing to the frequency at which the function is to be evaluated. 

2 .  Draw an arrow from each pole and zero to the test point. 
3 .  Determine the length of each pole arrow and zero arrow and the value 

of each pole-arrow angle and zero-arrow angle. 
4. Divide the product of the zero-arrow lengths by the product of the pole

arrow lengths. This quotient is the magnitude of the frequency-domain 
function for the assumed frequency of the test point [ within a multiply
ing constant, since F(s) and kF(s) have the sarne pole-zero constellations] . 

5 .  Subtract the sum of the pole-arrow angles from the sum of the zero
arrow angles. The resultant difference is the angle of the frequency
domain function, evaluated at the frequency of the test point. The 
angle does not depend upon the value of the real multiplying con
stant k. 

Fig. 14-13 See Drill Probs. 14-10 and 14-12. 
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Drill Problems 
1 4- 10  Each of the pole-zero configurations shown in Fig. 1 4- 1 3  is as
sociated with an admittance having a value of 4 mhos at infinite fre
quency. Write each Y(s) as the ratio of two polynomials in s . 

4s + 1 6  4s2 + 8s + 8 Ans. mhos ; 4 mhos ; mhos 
s + 1 s2 + 4s + 5 

1 4- 1 1 For the network of Fig. 1 4- 1 4a, draw the pole-zero configuration 
of the voltage transfer function : (a) E4/E1 ; (b) E3/E1 ; (e) E2/E1 . 

Ans. - 0.5 ± j 1 . 5  secl ; - 0.5 ± J 1 . 5 ,  - 5  sec- 1 ; - 0. 5 ± j 1 .5 ,  
- 0.25 ± j l .5 6 1  sec-1 

1 4- 1 2  Use a graphical interpretation to find the value of the admit
tance whose pole-zero plot is shown in Fig. 1 4- 1 3a, remembering that 
Y(oo ) = 4, at : (a) s = - 2  + j O ; (b) s = - 1 0 + j O ;  (e) s = O  + j 3 . 

Ans. 6 .32/ - 34. 7 °  mhos ; 2 .67 mhos ; 8/ 1 80 º  mhos 

14- 1 3  Use the pole-zero configuration shown in Fig. 1 4- 1 46 to estimate 
the positive radian frequency at which the response : (a) magnitude is a 
maximum; (b) magnitude is a minimum ; (e) phase angle is + 90 º  

Ans. w · 5 ,  (5 .43) ; w ....:..._ 2 ,  ( 1 .876) ; w ....:..._ 5 ,  (4.85) 

Fig. 14-14 (a) See Drill Prob. 14-11 .  (b) See Drill Prob. 14-13. 

;w 
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14-7 NATURAL RESPONSE AND THE s PLANE 

There is a tremendous amount of information contained in the pole-zero plot of 
some response in the s plane. We shall find out how the complete current re
sponse, natural plus forced, produced by an arbitrary voltage forcing function 
can be quickly written from the pole-zero configuration of the impedance offered 
to the voltage source and from the initial conditions ; the method is similarly 
effective for the dual problem, the complete voltage response produced by a 
current source. 

Let us introduce the method by considering the simplest example, a series RL 
circuit as shown in Fig. 1 4- 1 5 . A general voltage source e(t) causes the current 
i(I) to fiow after closure of the switch at t = O. The complete response i(t) is 
composed of a natural response and a forced response : 

i(I) = in(t) + ir(t) ( 1 4- 1 2) 

We may find the forced response by working in the frequency domain,  assuming, 
of course, that e(t) has a functional form which we can transform to the 
frequency domain ;  if e(I) :::; 12 , we !IlUSt proceed as best we can from the basic 
differential equation for the circuit. We therefore have 

or 

lr(s) = � 
R + sL 

Ir(s) = _!_ E(s) 
L s + R/L 

( 1 4- 1 3) 

and 1r(t) is obtained by replacing s, L, and R by their values, reinserting l8 1 , and 
taking the real part. The answer may even be obtained as a function of a gen
eral w ,  a,  R, and L if desired. 

Now let us consider the natural response. Of course, we know that the form 
will be a decaying exponential with the time constant L/ R, but we may pretend 
that we are finding it for the first time. The natural response or source-free re
sponse is, by definition, of a form independent of the forcing function ; the forc
ing function contributes, along with the other initial conditions, only to the 
magnitude of the natural response. ln order to find the proper form, we replace 
ali sources by their internai impedances ; here, e(t) is replaced by a short circuit. 
Now Iet us try to obtain this natural response as a limiting case of the forced 
response ; we return to the frequency-domain expression ( 1 4- 1 3) and obediently 

Fig. 14-15 An  example which illustrates 
the determination of the complete response 
through a knowledge of the criticai fre- e(t)r 
quenczes of the impedance faced by the 
source. 

i(t) 

R 

L 
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Z( s )  ____. 
Passive 
network 

Fig. 14-16 The zeros ef Z(s) de
termine the form of the natural re
sponse ef lhe current which would flow 
in a short circuit across lhe input 
terminais. 

set E(s) = O. On the surface, it appears that /(s) must also be zero, but this is 
not necessarily true ; the denominator may be zero. ln other words, if we apply 
no voltage at the frequency s = - R/ L, some current at this frequency may 
flow. It is of course necessary that there be some energy stored initially in the 
circuit for this to occur. 

Let us inspect this new idea from a slightly different vantage point. The 
forced response to the given voltage source is 

Ir(s) = E(s) 
Z(s) 

If we happen to apply a voltage at the exact frequency of one of the zeros of 
Z(s ) ,  then an infinite current will flow. This is true even though only 1 µv is 
applied. We then conclude that a finite current at this frequency may flow 
even though no voltage is applied. Since the circuit is now source-free, that 
current is of the form of the source-free or natural response. 

Returning to our series RL circuit, we see by Eq. ( 1 4- 1 3 ) that infinite current 
results when the operating frequency is s = - R/ L + j O. A finite current at 
this frequency thus represents the natural response 

I(s) = A R · o  at s = - L + J 

Transforming this natural response to the time domain, 

in(t) = Re (AcRtlL) 

or in(t) = AcRt!L 

To complete this example, the total resporlse is then 

i( t) = AcRtiL + ir(t) 

and A may be determined once the initial conditions are specified for this circuit. 
N ow let us generalize these resul ts. Figure 1 4- 1 6  shows a general RLC pas

sive network with one pair of input terminais. The input impedance at these 
terminais may be written in a form which displays ali the criticai frequencies : 

Z(s) = k �(s_-_s1�) (�s_-_s3_) _· _· _· 
(s - s2)(s  - s4) · · · 

( 1 4- 1 4) 

It is customary to designate the zeros of an impedance or the poles of an admit
tance by odd-numbered subscripts ; impedance poles and admittance zeros re-
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ceive even-numbered subscripts. Hence, the zeros of Z(s) occur at s = s1 , 
s = s3 , etc . ,  and if a voltage is applied to the input terminais at any of these 
frequencies, infinite current will ftow. Thus, a finite current at each of these 
frequencies must be a possible functional form for the natural response. There
fore, we think of a zero-volt source (which is just a short circuit) applied to the 
input terminais ; the natural response which occurs when the input terminais 
are short-circuited must thus have the form 

in(t) = A1ls1 t + A3ls 3 t  + . . .  

where the A's must be evaluated in terms of the initial conditions (including the 
initial value of any voltage source applied at the input terminais) .  

Let  us now consider the dual of  this problem. Again we may refer to  the 
passive network shown in Fig. 1 4- 1 6, but let us suppose for the moment that a 
current source is applied at the input terminais. The input voltage response is 
then 

E(s) = l(s)Z(s) 

If we happen to apply a current at the frequency of one of the poles of Z(s), an 
infinite-amplitude input voltage results ; it follows then that if we apply a zero
amplitude current (an open circuit) at this frequency, a finite response may be 
present at the sarne frequency. This is a source-free response, and it is identi
fiable as the natural response. Hence, if we assume the input impedance is ex
pressed in the form of Eq. ( 1 4- 1 4) ,  then the functional form of the natural volt
age response across the open-circuited input terminais must be 

en(t) = A2ls2t + A4ls• t  + . . .  

The open-circuit natural voltage response is composed of a sum of terms at the 
frequencies of the poles of the input impedance or, stated slightly differently, at 
the frequencics of the zeros of the input admittance. The short-circuit natural 
current response is composed of a sum of terms at the frequencies of the zeros of 
the input impedancé or the poles of the input admittance. 

Let us now try out these techniques on two examples . The first circuit 
is shown in Fig. 1 4- 1 7 , and it is identical with that of Fig. 5- 1 7, a network whose 
natural response was found earlier with a great deal of difficulty. Let us again 
find the form of ii and i2 . Considering ii first, we must find a suitable location 
for the short circuit through which this current ftows ; let us use the points 
marked x and x' . The input impedance viewed from these terminais when they 
are open-circuited is 

Z(s) = 2s + 1 + � 
3s + 2 

or Z(s) = 2 (s + 2)(s + l-1;) 
s + � 

Thus, i1 must be of the form 

i1 (t) = A 1c2t + A3l -t16 
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Fig. 14- 17  The circuit shown in Fig. 
5-17 is redrawn here. The natural re
sponses ii and Íz are desired. 

2 h 

! !2  

The solution is completed by using the given initial conditions ( i1 and i2 are 
both 1 1  amp at t = O) to establish the values of A 1 and À3. Although we have 
been able to obtain the form of the solution much more rapidly than we 
did before, we cannot shorten the procedure for obtaining the initial conditions; 
any saving in effort here must come later with a study of the Laplace transform. 
For practice, let us complete the solution for i1. Since ii(O) is given as 1 1 , then 

l l = A 1 + A3 
The necessary additional equation is obtained by differentiating i1 : 

dz i 
I 

= - 2A 1  -
.!_
A3 dt t=O 6 

But 2dii / dt is the voltage across the 2-henry inductor, and Kirchhoff's voltage law 
shows that this must be the sum of the initial voltages across the two resistors. 
Thus 

di1 1 = 1 1  + 22 = _ 2A 1 _
.!.
A3  

dt t=O 2 6 

Thus, A 1 = 3 and A 3 = 8, and the desired solution is 

i1 (t) = 3czt  + 8ct16 

The solution for i2 obtained in Chap. 5 may be checked by inspecting the im
pedance obtained when the right-hand mesh is broken.  

As our last example we shall find the complete response e(t) of the circuit 
shown in Fig. 1 4- 1 8 . The switch is closed prior to t = O, and thus ali currents 
and voltages to the right of the switch are initially zero. At t = O the switch is 

Fig. 14-18 A circuit whose complete response is to be found through an 
investigation ef its critica! frequencies. 

12 n 

i(t) = .-· cos 2 1j 3 !1 2 h  
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opened, and the voltage across the switch is to be found. This response is com
posed of both a forced and a natural response, 

e( t) = en( t) + ef(J) 

Each may be found through a knowledge of the pole-zero configuration of the 
input impedance or admittance of the portion of the network to the right of the 
switch. Remembering that an inactive current source is an open circuit, and that 
the switch is also an open circuit for t > O, the natural response en( t) is 
thus composed of a sum of terms, each term corresponding to a pole of the input 
impedance or a zero of the input admittance. We have for Y(s) 

Y(s) = ! + _!_ + -1-
3 2s 6s + 1 2  

or, after combining and factoring, 

Y(s) = 
1 (s + l )(s + 3)  
3 s ( s  + 2) 

The form of the natural response may now be written 

en(t) = A 2C1 + A4E -3t 

( 1 4- 1 5) 

ln order to find the forced response, the frequency-domain current source 
l(s) = 1 at s = - 1  + j 2 may be divided by the input admittance, evaluated at 
s = - 1 + j 2, 

E(s) _ l(s) _ 1 - Y(s) - Y( - 1  + j 2) 

and thus 

= 3 ( - l + j 2)( 1 + j 2) 
j 2( 1  + j 2) 

E(s) = 1 .875 yl2 /45 º 

Transforming to the time domain, we have 

et<J) = 1 .875 y12ct cos (2t + 45 º ) 

The complete response is therefore 

e(t) = A 2c1 + A4c31 + 1 .875 yl2c1 cos (2t + 45 º )  

Since the current through both inductors is initially zero, the initial source cur
rent of 1 amp must fiow through the 3-ohm resistor. Thus 

(º) - 3 - A A 1 .875 yl2 e - - 2 + 4 + --�-
yl2 ( 1 4- 1 6) 

Again it is necessary to differentiate and then to obtain an initial condition for 
de/dt. We first find 

de 1 = 1 .875 yl2 (- � - -1-) - A 2 - 3A4 dt t:O V2 V2 
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or de 1 -d = - 5.625 - A2 - 3A4 t t=O 
( 1 4- 1 7) 

The initial value of this rate of change is obtained by analyzing the circuit. 
However, those rates of change which are most easily found are the derivatives 
of the inductor currents, for e = L di/ dt, and the initial values of the inductor 
voltages should not be difficult to find. We therefore express the response e( t) 
in terms of the resistor current, 

e(t) = 3iR 

and then apply Kirchhoff's current law, 

e(t) = 3i - 3zú - 3zú 

Now we may take the derivative, 

.!!!___ 
= 3 di _ 3 diLl _ 3 dzú 

dt dt dt dt 

Differentiation of the source function and evaluation at t = O provide a value 
of - 3 volts/sec for the first term ; the second term is numerically 12 of the initial 
voltage across the 2-henry inductor, or - 4.5 volts/sec ; and the last term 
1s - 1 .5 volts/sec. Thus, 

:: 1 t=O 
= 

_ g  
and we ma y now use Eqs. ( 1 4- 1 6) and ( 1 4- 1  7 )  to determine the unknown 
amplitudes 

A2 = O Â 4 = 1 . 1 25 

The complete response is therefore 

e(t) = 1 . 1 25c31 + l .875 yf2ct cos (2t + 45 º )  

ln spite of the detailed process which we must pursue to evaluate the ampli
tude coefficients of the natural response, except in those cases where the initial 
values of the desired response and its derivatives are obvious, we should not lose 
sight of the ease and rapidity with which the form of the natural response can 
be obtained. 

Drill Problems 
1 4- 1 4  Consider the circuit shown in Fig. 1 4- 1 9a .  Assume that the 
series combination of a battery and a switch which closes at t = O is 
connected in series with one of the branches of the circuit. Determine 
the frequency components present in the natural response of the battery 
current if the battery and switch are placed in : (a) branch ab; 
(b) branch be; (e) branch cf. 

Ans. - 3, - 30 sec-1 ; - 3, - 30 sec-1 ; - 3, - 30 sec-1 
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a 

1 !l 

d 

i,j 

Compkx Frequency 

k f 
b 1 !l 

2 !l iõ f 1 h r 16 !l 
Fig. 14-19 (a )  See Drill 
Probs. 14-14, 14-15, 14-16, 
and 14- 1 7. ( b )  See Drill 

e Prob. 14-18. 
(a) (b) 

1 4- 1 5  The network shown in Fig. 1 4- 1 9a contains stored energy at 
t = O. At t = O, one of the branches is suddenly opened and the volt
age determined across the open circuit . Find the frequency com
ponents present in this natural response if the opened branch is : 
(a) branch ab ; (b) branch be ;  (e) branch cJ. 

Ans. O, - 28 sec - 1 ; O, - 5  sec-1 ; O, - 6  sec-1 

1 4- 1 6  The parallel combination of a constant current sour,ce and a 
switch which opens at t = O is connected between two points of the dr
cuit shown in Fig. 1 4 - 1 9a .  Find the frequency components present in 
the voltage across the opened switch if the combination is placed across : 
(a) points a and d; (b) points b and e;  (e) points a and b . 

Ans. - 3 ,  - 30 sec-1 ; - 3, - 30 sec-1 ; - 3, - 30 sec-1 

1 4- 1 7  The technique of obtaining the form of the natural response by 
an inspection of immittance poles and zeros is also applicable to trans
fer immittances. Let a battery and switch which doses at t = O be 
placed in series in branch ad of Fig. 1 4- 1 9a. Determine the frequency 
components of the natural response : (a) current in branch be ; (b) volt
age across branch ab ; (e) voltage across branch cJ. 

Ans. - 3, - 30 sec -1 ; - 3, - 30 sec-1 ; - 3, - 30 sec-1 

14- 18 Find i(t) for t > O  in the circult shown in Fig. 1 4- 1 9b if the 

following initial conditions are given :  (a) i(O+) = 1 amp; tjj_ I = 3 
dt O+ 

7 . 3  !l 

1 f 2 !l 

(a) 

i, 

(b) 

0.1 f 

Fig. 14-20 (a) See Prob. 
5. ( b) See Prob. 7. 
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amp/sec ;  (b) i(O+)  = O ;  e(O+)  = 1 0  volts ; (e) e(O+) = 1 0  volts ; e!!. ' = 
dl O+ 

- 6 volts/sec . 

Ans. 2 .52c1  cos (41 + 84. 3 º ) amp ;  1 .4 1 4ct  cos (41 - 45 º )  amp ; 2 .50ct 
ros (4 1 + 90 º )  amp 

Problems 
•l Write the t ime-domain voltage which is represented in complex form by 

K1€s , t + Kz€5" t ,  where : (a) K 1  = K �  = 1 + j 3  and s 1  = s �  = j 20 ;  (b) 
K 1 = K� = 60/3 0 º  a n d  s 1  = s �  = - 3 + j 20.  

2 Find i( I)  if  s = - 1 00 + j 1 000 and : (a) 1 = 3;  (b) 1 = 0 .02 s ;  (e) 1 = 
1 . 1  + O .OO ! s . 

3 The current i(I) = 2c2 t  cos (4 1 + 30 º )  amp is applied to the parallel com
bination of a 2-ohm resistor, a ! -henry inductor, and a Ys-farad capacitor. 
The voltage e( I )  across the source is desired . Write a suitable integrodif
ferential equation for the circuit ,  express 1( 1 )  as a complex forcing function 
and assume a complex response function,  substitute these fu nctions into 
the equation, obtain the complex voltage response, and from this determine 
the time-domain response e( I ) .  

•4 The voltage es  = 1 00€ªt cos w l  is applied to an impedance Z(s)  = 3 + 
0 .4s .  Find the resultant current l ( I )  if: (a) a = - 20,  w = O ;  (b) a = O, 
w = 1 0 ;  (e) a = - 1 5 ,  w = 1 0 . 

•5 ln the circuit shown in Fig. l 4-20a, let is = l 2c112 cos ( 1 . 5 1  + 30 º )  amp be 
the source current. Find iL( I ) .  

6 The voltage I OOclO' t  cos 1 05 1  volts is applied to a l -J.Lf capacitor. Find the 
steady-state capacitor current l( 1 ) .  

•7 The circuit shown in F ig .  l 4-20b  is in the  steady state. I f  the  source cur
rent is is = 20c8t cos (41 + 30 º ) , find ix( I ) .  

8 A current source of complex frequency s is connected to each of the three 
networks shown in Fig.  1 4- 2 1 .  The voltage across the network is the re
sponse . Find ali the values of s which are poles or zeros of the response, 
and identify each as a pole or zero. 

20 f! 

(a) 

Fig. 14-21 See Prob. 8. 

10 mh 2 h 

(b) 

1 h 

+ r  25 f! O.O! f 

(e) 
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9 Locate ali the poles and zeros of the impedances given below, and indicate 
the position of these criticai frequencies ( except for s = oo )  on the s plane : 

(a) 
2 (b) Z(s) = _!Q + � Z(s) = 1 0  + -s s s + 4 

(c) Z(s) = 1 0s2 + 70s + 60 •(d) 20 
s2 + 4s 

Z(s) = s + 4 + -s 

(e) Z(s) = ! Osª + 60s2 + l OOs 
2s2 + 6s + 10  

•10 Locate ali the poles and zeros of the input admittance for each network 
shown in Fig. 1 4-22 .  Indicate the positions on the s plane. 

1 1  With reference to the circuit of Fig. 1 4-23a, eo( t) is desired for t > O. As
sume that the voltage across C2 is zero for t < O. The box labeled K is an 
ideal amplifier having these properties : Z;n = oo ,  Zout = O, e2( I) = Kei(I) . 
The circuit of Fig. 1 4-23b is a simplified equivalent circuit. (a) Find ei(I), 
gi�en Eo = 60 volts, Li = 10 henrys, Ci = 1 /40. 1 farad, Ri = 2 ohms. 
(b) Find e2(t) if K = - 1 0. (c) The voltage response eo(I) is composed of 
both a forced and a natural response. Find the forced response if R2 = 
1 ohm and C2 = 1 /40. 1 farad. ( d) Select the proper form for the natural 
response, evaluate the necessary constants, and show that e0(t) = 3c4º· 1 1 -
3cº· 1 1 cos 21. 

•12 A 0. 1 -mho conductance and a 0.02-farad capacitor are in parallel. Make 
a pole-zero plot on the s plane of the admittance of the network, and de-

(a) 

Fig. 14-22 See Prob. 10. 

2 h 

5 h 

(b) 

1 h 

• 
(d) 

10 f! -io h 1 f 

(e} 

4 h 

(e) 
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�· _L 
E i -

o -- R ,  

�e 1 

_L 
E,i -=-

Fig. 14-23 See Prob. 11 .  

1 h 

(a} 

R, 

2 f!  

0.1 f 

(b) 

r 
1 1 
1 
1 1 1 1 
1 1 
1 

z .. ----i. 
(a) 

• 

}· 

(b) 

e, 

K r R ,  
}· 

+-+-- Z oo, 

e, 

K e 1í R, 
) ·· 

Fig. 14-24 See Prob. 14. 

termine qualitatively frorh the plot 1 Y 1  versus w, ang Y versus w, and 1 Y 1  
versus a.  

13 Rework Prob. 1 2  in terms of the impedance of the sarne network. 
14 For the networks shown in Fig. 1 4-24, determine Eout!E as a function of s, 

plot the poles and zeros of E0ut!E in the s plane, and sketch 1 E0u1/E 1 and 
the phase angle of E0u1/E versus w.  

•15 Two pole-zero plots on the s plane are shown in Fig .  1 4-25 .  (a) Assume 
that each applies to an impedance Z(s) ,  and write an expression for Z(s) 
except for a multiplying factor. (b) Repeat if the plots apply to an admit
tance Y(s) .  (e) Determine the multiplying factors for parts a and b 
if I Z I  = 1 00 ohms at s = jw, w = 1 0, for Fig. 1 4-25a. 

16 The pole-zero configuration for the input admittance of a certain network 
consists of a single zero at s = - 3 and a single pole at s = - 1 .  It is also 
known that Y(O) = 1 .5 mhos. (a) What is the phase angle of the imped-
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ance Z(s) if a sinusoidal forcing function having w = 3 is applied? (b) 
What is the complete numerical expression for Y(s)? 

• 1 7  A n  impedance Z( s )  possesses a pole-zero plot on the s plane which shows one 
zero at s = - 10  and one pole at s = - 10yi3. If Z( oo )  = 2, find : (a) 
Z(j 10) ; (b) Z( -j 1 0) ;  (c) Z( - 10 + j 1 ) .  

1 8  For the network shown i n  Fig. 1 4-26a : (a) find Z (  - 1  ) ; (b) find Z(j 1 ) ;  (c) 
find Z( 1 + j 1 ) ;  ( d) list ali the potes and zeros of Z( s) ; (e) show the location 
of the poles and zeros of Z(s) on the s plane ; (f ) sketch 1 Z(jw) 1 versus w. 
Be accurate for w = O and for w � oo .  

1 9  Sketch 1 Y (jw) 1 versus w and ang Y (jw) versus w for the admittance whose 
pole-zero configuration is shown in Fig. 1 4- 1 3a. Y( oo )  = 4 mhos. 

20 Sketch Y(o) versus o for the admitta{lce having the criticai frequencies indi
cated in Fig. 1 4 - 1 3b . Y( oo )  = 4 mhos. 

;w O at oo ;w 

(-3 + ;ox 
q q (-3 - ;oX -5 -2 

(a) (b) 

Fig. 14-25 See Prob. 15. 

Fig. 14-26 (a) See Prob. 18. (b) See Prob. 21. 

;w 

o i3 
X 

- oo -
2 íl 

-2 q 

Z( s ) ___. 2 h  + f 

o 
(a) (b) 
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2 1  The pole-zero plot of a certain impedance is shown in Fig. 1 4-26b .  Let 
Z( - 1 ) = - 1 0. •(a) Write an expression for Z(s) .  (b) Express Z(s) in the 
form kis + k2 + l /k3s, where the k's are positive real constants, and by in
spection draw the circuit, including element values, whose impedance 
is Z(s) .  

22 A certain impedance has a pole at the origin and a zero at s = - 5 . (a) 
Write an expression for Z(s), including a multiplying constant K. (b) Eval
uate K if Z( - 1 )  = - 20. ( c) Sketch 1 Z(jw) 1 versus w. ( d) By inspection 
of the expression for Z(s) , draw a circuit which will provide this Z(s). (e) 
Discuss the paths ( loci) followed by the pole and zero as each element is 
decreased in value to zero and increased in value. 

23 Ali the criticai frequencies of an admittance Y(s) a"re shown on the pole
zero plot of Fig. 1 4-27a .  Write an expression for Y(s) , including a multi
plying factor K. If 1 Y( - 1 ) 1 = 400 : •(a) express Y(s) as a constant times 
the ratio of two polynomials in s with real coefficients ; (b) sketch 1 Y(jw) 1 
versus w, - 50 � w ::::; 50; (e) by inspection of the expression for Y ( s ), draw 
a network which will provide this Y(s) . 

24 For the circuit shown in Fig. 1 4-27b ,  Z(s) = 8(s + 4)/(s + 2) .  (a) Deter
mine the form for i( t ) ,  t > O, except for unknown amplitudes. (b) If 

i(O) = 10 and 
di 1 = 5, determine l(t) exactly for t > O. (c) If the switch 
dt t=O 

has been closed for a very long time and is opened at t = O, write the func
tional form for e(t) , t > O. (d) Determine the exact form for e(t) , t > O, if 
e(O) = 400 volts. (e) By using the expression for Z(s) and a little ingenuity 

Fig. 14-2 7 ( a )  See 
Prob. 23. ( b) See Prob. 
24. 

(- ! + ;10)0 

o 
(a) 

s plane 

t =  o 
i(t) 

(b) 
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(for example, dividing the denominator into the numerator) the form of the 
expression can be changed until a specific network having this Z(s) can be 
recognized. Draw such a network. 

•25 The pole-zero plot of a certain impedance Z(s) shows a single pole at 
s = - 4  and a single zero at s = - 1 . It is also known that Z(s) - 3 
as s - oo .  (a) Write an expression fo r  Z(s) .  (b) A 6-volt battery and a 
switch are placed in series with Z(s) .  The switch is closed at t = O. 
Find the battery current i(t) if i(O) = 2 amp. 

26 The pole-zero configuration of an input admittance is shown in Fig. 1 4-28a. 
A 1 -volt battei:y is connected in parallel with this admittance at t = O. 
The battery current i(t) is zero at t = O, and its time rate of change at this 
time is 1 amp/sec. Find the complete response i( t) if Y(O) = 1 .  

•27 The pole-zero constellation of an impedance is  shown in Fig. 1 4-28b. As
sume Z(O) = Yt 6 .  Internai energy storage within the network causes the 
open-circuit voltage e(t) to be 1 0  volts at t = O and to have an initial rate of 
change of - 8  volts/sec. Find the complete response e( t) for t > O. 

28 The circuit shown in Fig. 1 4-29a has been in the condition shown for a very 
long time. At t = O, the switch is opened. Find e(t) for t > O, and sketch 
e( t) versus t. 

•29 The switch shown in the circuit of Fig. 1 4-29b has been open for a long 
time. It is closed at t = O. Find i( t) for t > O. 

30 With reference to the network shown in Fig. 1 4-30a : (a) Find Z(s) .  (b) 
Plot the poles and zeros of Z(s) on the s plane, determine Z(s) as s - oo ,  
and then visualize a rubber-sheet model and sketch 1 Z 1  versus w ,  s = jw. 
(c) From an accurate pole-zero plot, use a scale and protractor to determine 
1 s - s1 1 ,  ang (s - s1) , etc . ,  for s = jw, where w = O, 1 ,  2, 3, 5, 1 0, and 20. 
From these data calculate and plot 1 Z 1  and ang Z versus w. (d) Let 
s = jw and calculate and plot 1 Z 1  and ang Z versus w by direct evaluation 

Fig. 14-28 (a) See Prob. 26. (b) See Prob. 27. 

(-o.s + ;o.866)X 

s plane 

o - ao +---

-1 

X 
(a) (b) 

s plane 

-2 
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Z (s) 
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1 f � t = O  

1 1� _________,, 
e(t) 

1 fl l f 1 fl e' cos 2 1 •j 

Fig. 14-29 (a) See Prob. 28. (b)  See Prob. 29. 

(a) (b) 

1 fl t f 

Fig. 14-30 (a ) See Prob. 
30. (b)  See Prob. 31. 

of Z(jw) . Use the values of w given above. (e) Comment on the work in
volved and the accuracy achieved with the three methods used above 
to obtain 1 Z 1  and ang Z versus w. (f ) Let the current flowing down in the 
6-ohm resistor be i( t ) .  From the knowledge of the poles and zeros of Z(s), 
specify the form of i(t) if the input terminais are short-circuited and the in
ductance contains stored energy. (g) If the energy in the inductor is 50 
joules at t = O, find i(I) .  (h) Specify the form of i(t) if the input terminais 
are left open-circuited. (i) If  the energy in the inductor is 50 joules 
at t = O, find i( t) .  

3 1  (a) Find Z(s) fo r  the network shown i n  Fig. 1 4-30b. (b) Locate ali poles 
and zeros of Z(s) on the s plane and specify the performance as s �  oo .  
(e) Sketch I Z(o) I versus o ,  - 1 0 :::;; o :::;; 1 0. •(d) If  cach capacitar is 
initially charged and the input terminais are short-circuited at t = O, write 
the form of the current flowing through the short circuit for t > O. Arbi
trary amplitude constants should be used. (e) What is the form of this 
short-circuit current if each capacitar is initially charged to 1 00 volts, with 
their common terminal positive? 



Chapter 15 Frequency Response 

15 - 1  INTRODUCTION 

Frequency response is a subject which has come up for consideration often in 
the preceding two chapters. After the exponential forcing function and the 
neper frequency <J were introduced in Chap. 1 3 , we discussed plots of admittance, 
impedance, current, and voltage as functions of <J, and the pole-zero concept 
was introduced as an aid in constructing and interpreting response curves. Re
sponse as a function of the radian frequency w was also discussed from the sarne 
standpoint. ln the last chapter, we broadened our concept of frequency and 
introduced the complex frequency s and the s plane . We found that a plot of 
the criticai frequencies of a response on the complex-frequency plane enabled 
us to tie together the forced response and the natural response ; the criticai fre
quencies themselves presented us almost directly with the form of the natural 
response, and the visualization of a three-dimensional rubber-sheet model or the 
performance of vectors drawn from each criticai frequency to some test fre
quency gave us valuable information concerning the variation of the forced 
response with frequency. 

ln this chapter, we shall concentrate again on the forced response, and we 
shall particularly consider its variation with the radian frequency w. 

Why should we be so interested in the response to sinusoidal forcing functions 
when we so seldom encounter them in practice as such? The electric power in
dustry is an exception,  for the sinusoidal waveform appears throughout, although 
it is sometimes necessary to consider other frequencies introduced by the non
linearity of some <levices. But in most other electrical systems, the forcing func
tions and responses are not sinusoidal .  ln any system in which information is 
to be transmitted, the sinusoid by itself is almost valueless ; it contains no infor
mation because its future values are exactly predictable from its past values. 

We have learned earlier, however, that periodic nonsinusoidal functions can be 
represented as the sum of an infinite number of sinusoids by the use of the 
Fourier series, which will be the subject of Chap. 20. Superposition, therefore, 

430 



431 Frequency Response 

enables us to find the response of a network to nonsinusoidal waveforms from a 
knowledge of the sinusoidal waveforms of which they are composed. As a hypo
thetical example, let us suppose that a certain forcing function is found to con
tain sinusoidal components having frequencies within the range of 1 0  to 1 00 cps. 
Now let us imagine this forcing function being applied to a network which has 
the property that ali sinusoidal voltages with frequencies from zero to 200 cps 
applied at the input terminais appear doubled in magnitude at the output 
terminais, with no change in phase angle. The output function is therefore an 
undistorted facsimile of the input function, but with twice the amplitude. If, 
however, the network has a frequency response such that the magnitudes of 
input sinusoids between 1 O and 50 cps are multiplied by a different factor than 
are those between 50 and 1 00 cps, then the output would in general be distorted; 
it would no longer be a magnified version of the input. This distorted output 
might be desirable in some cases and undesirable in others. That is, the net
work frequency response might be chosen deliberately to reject some frequency 
components of the forcing function, or to emphasize others. 

The importance of frequency response is not limited to electrical systems, 
however ;  an understanding of electrical frequency response is certainly helpful 
in analyzing the frequency response of, say, a mechanical system. Suppose that 
we consider the launching of an interplanetary spacecraft from the surface of 
the earth (or moon) .  The booster will subject the spacecraft to extreme non
sinusoidal vibration, the mechanical forcing function, with frequency com
ponents from a few cycles per second up to perhaps 50 cps. The structural 
members of the spacecraft will be deflected or distorted, the mechanical 
response, by an amount which depends on the sinusoidal components of the 
vibrational forces and on the frequency response of the spacecraft. From this 
information, a prediction as to whether or not the spacecraft can survive the 
rigors of the launch operation can be made. If the mechanical response at some 
vibration frequency is found to be excessive, then that component of the booster 
vibration must be reduced, a redesign of the spacecraft must be undertaken, or 
some vibration dampers (filters) must be provided. Failure to pay attention to 
the frequency response may cause the entire interplanetary mission to be 
aborted. 

This example should not make us think that it is undesirable to have the net
work response at some particular frequency be much larger than the response at 
ali other frequencies. Such behavior is characteristic of tuned circuits or 
resonant circuits, as we shall see in this chapter. ln discussing resonance we 
shall be able to apply ali the methods we have discussed in presenting frequency 
response. 

1 5-2 IMMITTANCE LOCI 

ln plotting impedances and admittances as functions of frequency, we have had 
to draw two curves, one of the magnitude and the other of the phase angle. The 
alternative possibility of giving the real part and imaginary part was also avail-
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able. Two curves were required, however, and we are now ready to discuss how 
this information can be presented on a single curve. ln doing so, we might sus
pect that we have to lose somewhere, and it will turn out that we shall not be 
able to see quite as clearly the exact variation of the response with frequency. 

Any immittance function, say the impedance Z(s), can be described in terms 
of its real part and imaginary part. Thus, at the radian frequency w we may 
write 

Z(jw) = r + jx 

where r and x are both real functions of w. Now let us construct a complex 
impedance plane, or Z plane, having an abscissa r and an ordinate jx, as shown in 
Fig. 1 5 - l a. At a given radian frequency, the impedance is then indicated by a 
single point in the Z plane. As the radian frequency changes, the position of 
the point changes and traces out a path or locus on the Z plane. ln this section 
we shall discuss the easiest methods of obtaining these loci for both impedances 
and admittances ; the loci may then be used as additional aids in determihing 
the characteristics of the frequency response. Other types of loci useful in the 
analysis of systems containing feedback will also be mentioned. 

Let us now consider the impedance locus of a series RL network consisting of 
a 1 -ohm resistor and a 2-henry inductor. We have 

Z(s) = l + 2s 

or Z(jw) = l + j 2w 

At w = l ,  the impedance is l + j 2, as indicated by the point located on the 
Z plane of Fig. 1 5- l b. Sometimes an arrow is drawn from the origin to the 
point on the Z plane, but we cannot keep such a procedure up for long when we 
allow the point to trace a continuous curve in the plane ; there simply is 
not room for ali the arrows. 

ln order to obtain the locus, we recognize 

r = l jx = j 2  

No matter what value of w is selected, r is equal to l ,  and thus the locus must 
be some portion of the vertical straight line 1 unit to the right of the jx axis. As 
w increases from zero to infinity, the point traces out a semi-infinite straight linel 
extending upward from the r axis, as shown in Fig. 1 5-2a. It is apparent that 
ali values of w cannot be marked on the locus, but the points at which w = O 
and w = ao should be indicated, and the direction of traverse as w increases 
should be indicated by placing an arrow on the locus itself. Any special fre
quencies should also be marked, such as the frequency w1 at which the imped
ance phase angle is 45 º .  

The variation of the magnitude and the phase angle of Z(jw) with w is now 
clear from the locus, for the vector drawn from the origin to any point on the 
locus has a length and an angle which correspond to the magnitude and phase 
angle of the impedance. As frequency increases from zero, the impedance mag-

1 A semi-infinitc straight linc is a straight line extending from a finitc point to infinity. 
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Fig. 15- 1  ( a )  The Z 
plane. ( b )  The specific 
impedance z = 1 + j 2  
is indicated o n  the Z plane. 
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nitude increases slowly from its initial value of 1 ohm and finally approaches an 
infinite magnitude as w approaches oo .  The phase angle begins at Oº and 
eventually approaches 90 º .  

A series R C  circuit is described by 

l Z(s) = R + sC Z(y.w) = R . l 
- J wC 

and therefore also has a semi-infinite straight line as its locus, shown in Fig. 1 5-2b. 
Now let us consider an admittance locus for a parallel RLC circuit. We have 

Y(jw) = .!_ + y{wc - _l ) 
R \ wL 

and we plot this locus on a Y plane having the g axis for its abscissa and the 
jb axis for its ordinate ; that is, 

Y(jw) = g + )b 
where g and b are real functions of w. Once again, the real part of this locus is 
a constant and the locus must be some portion of a straight line. The suscep
tance b is given by 

; 1 

b = wC - _..!.__ wL 

Z plane 

w, = 0.5 

w = O • = 1 
(a) 

Z plane 

R 

W =CO 
-iR 

iw =  O 
(b) 

Fig. 15-2 (a)  The im
pedance locus of a series 
network containing a 1 -
ohm resistor and a 2-h in
ductor. ( b )  The imped
ance locus of a series RC 
circuit. 



434 Compkx Frequency 

;b jw = co  
V plane 

1 lf 

w, 
- 1 

Wo -vLC 
g 

iw = O 
Fig. 15-3 The admittance locus of a 
parallel RL C circuit. The resonant 
frequency wo and the two half-power 
frequencies w1 and Wz are marked. 

and thus b takes on ali values from - oo (when w = O) to + oo (when w = oo ). 
The locus is therefore the complete straight line shown in Fig. 1 5-3 .  There are 
severa! special frequencies which are of interest ; these frequencies will each be 
carefully defined in Sec. 1 5-4. The resonant frequency, at which the admittance 
is a pure conductance, is designated as w0 and is evidently equal to 1/ yrG. The 
lower and upper half-power frequencies w1 and w2 are the frequencies at which 
the admittance phase angle is - 45 ° or + 45 º ;  we shall obtain expressions for 
them later. 

The loci we have constructed have ali been straight l ines. Now let us con
sider a slightly more difficult example by determining the admittance locus of 
the series RC circuit .  Before writing any analytical expressions, we may con
struct the locus by purely geometriçal methods ; that is, the Z locus is given in 
Fig. 1 5 -2b, admittance is the reciprocai of impedance, and we should certainly 
be able to obtain the reciprocai of the complex number representing any point 
on the Z locus. For example, the impedance phase angle goes from O to - 90 º ,  
and the admittance phase angle therefore goes from O to  + 90 º ; the impedance 
magnitude goesJrom R to infinity, and the admittance magnitude must change 
from 1 / R to zero ; the impedance locus is entirely in the fourth quadrant 

Fig. 15-4 The Y locus of a series 
R C circuit is a semicircle in the .first 
quadrant. 

ib 

w = O 

Y plane 

w = oo  

g 
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( - 90 º  :::; ang Z :::; O º ) , and the admittance locus must lie completely in the first 
quadrant ( O º  :::; ang Y :::; + 90 º ) . ·  These conclusions should be checked with 
the admittance locus shown in Fig. 1 5-4. 

Analytically, the admittance of a series RC circuit is 

Y( . ) 1 
JW = R + 1 /jwC 

and therefore 

R g = R2 + 1 /w2C2 

b = 
l /wC 

R2 + l /w2C2 

+ w2czR2 

wC 
+ w2C2R2 

( 1 5 - 1 )  

( 1 5-2) 

The analytical expression for the curve or locus is obtained by eliminating w be
tween these two equations . Dividing Eq. ( 1 5 - 1 )  by ( 1 5-2) and solving for w, 

w = -1_ bRC 

we substitute the result into the first equation, 

g2 g = Rb2 + Rg2 

simplify, and complete the square : 

( 1 5-3) 

The result is an equation of a circle with center at ( 1 /2R , O) and radius 1 /2R. 
The locus is not the full circle, however, for Eq. ( 1 5 - 3 )  shows that g and b must 
have the sarne sign ; besides, we already decided that the locus must lie in the 
first quadrant. The admittance locus of the series RC circuit is therefore the 
semicircle shown in Fig. 1 5 -4. 

Since the impedance locus of the series RC circuit, a semi-infinite straight line, 
transforms into an admittance locus which is a semicircle, we should logically 
ask whether an infinite straight line will transform into a full circle. As 
a specific example, the admittance locus of the parallel RLC circuit is such an 
infinite straight line ; is the impedance locus of this network a full circle? It 
should not require much thought to determine that it is. The half of the 
straight line extending downward from the real axis will certainly transform 
into a semicircle in the first quadrant, and a symmetry argument is sufficient 
·to show that the upper half of the straight line will transform into a semicircle 
in the fourth quadrant. Both the impedance locus and admittance locus for this 
parallel RLC circuit are shown in Fig. 1 5 -5 .  

The general subject to which this example serves as  an _introduction is called 
the mapping of functions of a complex variable. Given a locus in one complex 
plane, what form does the locus take when it is mapped onto another complex 
plane which has a specific functional relationship to the first complex plane? 
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Fig. 15-5 (a)  The admittance locus of a parallel RLC circuit. ( b )  The 
impedance locus ef this same circuit. 

ln our example, Z = 1 /Y is the functional relationship between the two planes. 
One of the theorems of this branch of mathematics states that circles always 
map into circles if the two planes are related by a general bilinear transforma
tion. ln stating this theorem, it is understood that an infinite straight line is 
to be interpreted as a circle having an infinite radius with a center at infinity. 
Furthermore, the general bilinear transformation, expressed in terms of our two 
complex functions Y and Z, is 

z = aY + b 
cY + d 

where a, b, e, and d are arbitrary complex constants. ln our case, the neces
sary relationship between Z and Y forces us to select a and d as zero and the 
ratio b/c as unity. 

The proof of a restricted form of this theorem for the transformation 
Z = 1 /Y is outlined and left for completion as Prob. 3 at the end of this chap
ter. The statement to be proved is that any circle in one plane with its center 
on the real axis maps into a circle in the other plane, also centered on the real 
axis, under the transformation Z = 1 /Y. A corollary of this theorem is then 
proved ; it states that a vertical straight line will map into a circle with center on 
the real axis and passing through the origin. If we have to map a semi-infinite 
straight line, it is apparent that we shall obtain a semicircle .  We shall consider 
an example of the use of these mapping theorems as the first topic in the follow
ing section. 
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Drill Problems 

1 5- 1  Sketch the impedance locus of each two-element network 
described below and determine the frequency at which ang Z is ± 45 º : 
(a) 5 ohms and 2 henrys in parallel ; (b) 20 ohms and 0.0 1 farad in 
series ; (c) 20 ohms and 0.0 1 farad in parallel. 

Ans. 5 radians/sec ; 2.5 radians/sec ; 5 radians/sec 

1 5-2 Sketch the admittance locus of each two-element network 
described below and determine the frequency at which ang Y = 
±45 º :  (a) 5 ohms and 2 henrys in series ; (b) 5 ohms and 2 henrys in 
parallel ; (c) 20 ohms and 0.0 1 farad in series. 

Ans. 5 radians/sec ; 2.5 radians/sec ; 2.5 radians/sec 

1 5-3 A parallel RLC circuit contains the following element values: 
R = l ohm, L = l henry, C = l farad. Suppose that the circular 
impedance locus has a radius of l in. Determine the (shorter) are 
length in inches between the point at which : (a) w = l and w = 2 ;  
(b) w = 2 and w = 3 ;  ( c) w = l O and w = 1 1 .  

Ans. 0.0 1 85 in. ; 0.459 in. ; 1 .964 in. 

15-3 FURTHER CONSIDERATIONS OF IMMITTANCE LOCI 

Let us use the mapping theorems introduced in the previous section, as well as 
the knowledge we can obtain from the complex-frequency plane, to obtain loci 
on the Z plane and Y plane for the specific series RLC circuit shown in 
Fig. 1 5-6a. Since 

Z( s) = 4 + 2s + 2º 
s 

and Z(jw) = 4 + j (2w - :O) 

the impedance locus will obviously have a constant real part and will thus be a 
straight line. Specifically, we have 

r = 4 X = 2w - 20 
w 

The Z locus must therefore be an infinite vertical straight line, passing through 
the r axis at r = 4. The locus is shown in Fig. 1 5-6b. Severa! interesting fre
quencies may be specifically indicated, such as that occurring when the real 
axis is crossed (the resonant frequency wo) and the two frequencies (the half
power frequencies w1 and w2 ) at which the phase angle is ±45 ° .  Although 
these frequencies will be determined by general formulas later, and although 
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Fig. 15-6 (a) A series RL C circuit used as an example. ( b) The Z locus 
of this circuit. (e) The pole-<:,ero con.figuration on the s plane. (d ) The cor
responding Y locus. 

they might be obtained by manipulating the expressions for r and x algebrai
cally, let us instead obtain as much of this information as we can from an in
spection of the pole-zero constellation in the s plane. ln factored form 
Z(s) becomes 

Z(s) = 2 (s + 1 + j 3)(s + 1  - j 3) 
s 
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The two zeros and the single pole are indicated on the s plane, as shown in 
Fig. 1 5 -6c. 

Let us try to estima te the position of the point on the jw axis which corre
sponds to the resonant frequency by examining the pole-zero constellation . The 
impedance angle must be zero at this frequency. Hence if we draw vectors 
from the pole and the two zeros to the proposed point, the sum of the two zero
vector angles must be equal to the pole-vector angle (measured relative to the 
a axis, of course) .  Considering only positive values of w, this obviously ( ?) must 
occur near w = 3 ;  a more careful inspection shows that the angle of the vector 
from th� upper zero must be slightly positive, and thus a resonant frequency 
slightly greater than w = 3 is indicated. The exact value is wo = 3 . 1 6 . An 
impedance phase angle of - 45 º is our next goal. Since the phase angle is 
almost - 90 º  for very small values of w, and O º  at resonance, a - 45 º  phase 
angle must occur somewhere between w = O and w0 = 3 . 1 6 . Furthermore, the 
angle from the pole is 90 º ,  the angle from the lower zero looks like about 80 º ,  
and therefore the angle from the upper zero must be approximately - 3 5  º .  
Now the upper vector must have an angle of - 45 º  at w = 2 ,  and thus w 1  must 
be slightly larger than 2 ;  the exact value is 2 . 32 .  By similar arguments, 
an estimate may be made for Wz as slightly larger than w = 4; the exact value 
is 4 .32 . These values are marked on the impedance locus of Fig. 1 5 -6b. 

Now let us apply the mapping theorem from the previous section. The 
impedance locus is a vertical infinite straight line, and the admittance locus is 
therefore a full circle, center on the real axis and passing through the origin. 
Since the minimum value of the impedance is 4 ohms, the maximum value of the 
admittance is 0 .25 mho. The two extremities of the circle on the real axis are 
thus located, the origin and g = 0 .25 .  The circle is now easily sketched, and the 
three interesting frequencies are indicated on it in Fig. 1 5-6d. 

We have now constructed the loci of most of the simple RL, RC, and RLC cir
cuits, and we should look at more complicated circuits. As an example of one 
sim pie class of networks which contain any number of resistors but only_ one 
energy-storage element, let us consider the network shown in Fig. 1 5 - 7 a. The 
admittance locus may be obtained in severa! different ways. We could obtain 
the expression for Y(jw) and evaluate it at a sufficient number of points 
to draw a smooth locus, or we could determine both g(jw) and b(jw),  eliminate 
w, and try to recugnize the resultant equation through a familiarity with 
analytic geometry. Both these methods require too much work and defeat one 
of the purposes of loci cônstruction, the collection of maximum information 
with minimum labor. Instead, let us build up the finished locus in gradual 
steps, beginning with the energy-storage element and the resistor with which it 
is in parallel . The Y locus of this parallel RC network is familiar, and it 
is drawn in Fig. 1 5-7b . Also shown next to it is the corresponding Z locus. ln 
building up the given network, we must next include a series 4-ohm resistor. 
Since itnpedances add directly, the Z locus of this new network must be the Z 
locus of the parallel RC network with every point shifted to the right by 4 
ohms. This partia) network, its Z locus, and the corresponding Y locus 



440 Complex Frequency 

Y __.  

2 íl 

4 íl 

v __.  

4 íl 

12 íl 2 íl l f  

(a) 

z 
2 íl  
o 

- y or 

l f  
o 

.5 0 

(b) 

z 
4 íl 6 íl 

00 o 
- or 

y 
l i  

t u  + u  
o 00 

(e) 

4 íl 

-
12 íl 2 íl l i  y 

..L o  +u 
o 00 

(d) 

Fig. 15-7 (a) A given capacitive network. (b) The Z locus and Y locus 
of the elementary portion of the network containing the reactive element. 
(e) The series addition of a 4-ohm resistor shifts the Z locus to the right by 
4 ohms; the corresponding Y locus is also shown. ( d )  The parallel 1 2-ohm 
resistor shifts the Y locus Vi 2 mho to the right; this is the desired result. 
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are shown in Fig. 1 5 - 7c. The final step requires a 1 2-ohm resistor to be com
bined in parallel ; thus, a conductance of Vi 2 mho is added to the entire Y locus 
of Fig. 1 5- 7c. The final Y locus is therefore that shown in Fig. 1 5-7d. 

ln retrospect, is there any simpler method by which this locus might now be 
obtained? The method whereby we constructed the locus should suggest that 
the final locus must be a semicircle if only one energy-storage element is present, 
for the locus of the initially used portion of the network can be no more com
plicated than a semicircle, and "circles transform into circles . "  Adding a con
stant resistance or conductance merely shifts the locus along the real axis. This 
initial assumption of a semicircular locus, centered on the real axis and lying 
entirely in the first or fourth quadrant, does simplify the construction. We 
merely need to determine the maximum and minimum values of the admittance 
(or impedance) ,  decide whether the locus is in the first or fourth quadrant, and 
draw the semicircle. ln the example above, the maximum admittance must 
occur when Xc is zero, or at infinite frequency. Replacing the capacitor by a 
short circuit, we find that Y = l/i mho. The minimum admittance occurs at 
w = O and is Y = 1A mho. Since the network is capacitive, the admittance 
phase angle is positive, and the final locus shown in Fig. 1 5 - 7 d can be drawn 
quite quickly. 

This method is applicable in general to any network containing either a single 
capacitor or a single inductor ; it is of course also applicable to networks con
taining severa! capacitors or inductors that may be combined into a single 
equivalent element. 

We may also extend this technique to include any network containing one 
inductor and one capacitor in series or one inductor and one -capacitor in 
parallel .  The locus will be a full circle, centered on the real axis. As an 
example, the network shown in Fig. 1 5 -8a contains a series LC network. The 
minimum impedance occurs when the impedance of the LC arm is a minimum. 
By inspection, this impedance is zero at w = ! ,  and the input impedance 
is then 3 ohms. The maximum impedance occurs when the impedance of the 
LC arm is a maximum, at w = O or oo, and this rilaximum impedance is 7 
ohms. With two points on the real axis known, the circular locus may be drawn 
very easily, Fig. 1 5-8b .  The direction of travei on the locus as frequency in
creases may be determined by considering a frequency dose to zero. There 
the inductive impedance is very small and the network must look capacitive; 
the phase angle is therefore negative, and the locus swings down into the fourth 
quadrant as it leaves the point at which w = O. 

Problem 13 at the end of this  chapter is built around severa! networks for 
which careless inspection might indicate the presence of series or parallel LC 
arms. Neither is present, however, and the loci are not circles. 

There are very few other networks for which loci of simple geometrical fonllS 
are applicable. As a rule it will be necessary to perform a few more calcula
tions for more involved networks. Let us consider the single example indicated 
in Fig. l 5-9a.  We may think of this network as the parallel combination of a 
series RL network and a parallel RC network, both of which individually possess 
simple admittance loci. The desired admittance locus is the sum of these two 
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Fig. 15-8 (a )  A given network which contains a single L C  series arm. 
( b) The resultant circular impedance locus. 

simpler loci, but the sum must be obtained by adding admittance values point 
by point at corresponding frequencies. It is thus necessary to identify a number 
of frequencies accurately on both of the simpler loci , as shown in Fig. 15 -9b and 
e. The desired locus may now be obtained by adding the admittances of the 
two subnetworks at corresponding frequencies. Graphical addition is fairly 
rapid but somewhat inaccurate ; it is certainly sufficient for qualitative results. 
The desired locus shown in Fig. 1 5-9d was obtained by numerically evaluating 
the input admittance at w = 1 ,  2, 3, 4, and 5 .  

It  i s  important to  note that the  shape of a locus which must be  obtained by 
combining correspond,ing points of two partia! loci is very sensitive to the size 
of the energy-storage elements. For example, if the capacitor is increased by a 
factor of 1 0  (from 0.5 to 5 farads) ,  then each of the marked frequencies on the 
locus of Fig. 1 5-9c must be replaced with a frequency one-tenth as large. ln 
obtaining the locus of the complete network by combining corresponding points, 
it is apparent that the contribution from the locus of the capacitive arm is now 
the more dominant at the lower frequencies. This shows up in the completed 
locus of Fig. 1 5- l Oa. On the other hand, if the capacitor is replaced with one 
having a capacitance of 'ho farad, the locus of Fig. 1 5- l Ob is obtained. This is 
the drawing that a ten-year-old might produce if told to "add the two pictures" 
of Fig. 1 5-9b and e. 

Some of the information we have j ust absorbed about impedance loci and 
admittance loci is also applicable to loci which display a transfer i mpedance, 
transfer admittance, voltage gain, or current gain. The locus may represent the 
ratio of a current or voltage at one point in a circuit to a current or voltage at 
any other point in the circuit .  We should not conclude that the locus of the 
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Fig. 15-9 (a) A given RLC network. ( b) The Y locus of lhe series RL 
subnetwork. (e) The Y locus of the parallel RC subnetwork. ( d )  The Y 
locus of the complete network may be obtained by point-by-point addition of 
lhe subloci. 

Fig. 15-10 The locus shown in Fig. 15-9dfor lhe network of Fig. 15-9a 
changes markedly as either reactive element changes. The locus shown as 
(a) applies for e = 5 farads, and that in ( b) for e = 0.05 farad. 
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ratio of the output voltage to the input voltage of any network containing only 
one energy-storage element must be a semicircle centered on the real axis, but 
instead we should write down the voltage gain as a function of jw and inspect 
it carefully to determine whether a straight-line locus may be applicable. It is 
also possible that the reciprocai of the gain function will provide a straight-line 
locus, and if such is the case, we may then make use of the mapping theorem 
presented in the previous section. The opportunity to try out our skill on such 
loci is made available in a number of the problems at the end of this chapter. 

Before leaving the subject of loci , we should also note that it is not necessary 
that frequency be the parameter whose variation leads to a locus in a complex 
plane. It may also be desirable to obtain the locus at a constant frequency as some 
single element in the network varies. Loci for these adjustable networks are not 
difficult to construct ; severa! examples are offered in the problems. 

4 0 

Drill Problems 
15-4 For the network shown in Fig. 1 5 - 1  la , show that the Z locus is a 
semicircle, construct the locus, and determine the radius (in ohms) of 
the semicircle if: (a) R = 2 ohms ; (b) R = 1 0  ohms; (e) R = 50 ohms. 

Ans. 0.83 ohm; 2 .5 ohms; 4. 1 7  ohms 

1 5-5 For the network shown in Fig. 1 5 - 1  la , show that the Y locus is a 
semicircle, construct the locus, and determine the radius (in mhos) of 
the semicircle if: (a) R = 2 ohms; (b) R = 1 0  ohms; (e) R = 50 ohms. 

Ans. 4.83 mmhos ; 1 9.8 mmhos; 52.5 mmhos 

15-6 For the network shown in Fig. 1 5- 1 1 b, construct the Z locus and 
then determine the maximum value of the input reactance if: (a) R = 1 
ohm ; (b) R = 1 0 ohms ; (e) R = 1 00 ohms. 

Ans. 0.5 ohm; 5 ohms; 50 ohms 

Fig. 15-11  (a)  See Drill Probs. 15-4 and 15-5. (b )  See Drill Probs. 15-6 
and 15-7. (e) See Drill Prob. 15-8. 

5 h 1 0 

10 0 R 0.1 f 10 o R R 10 h 

(a) (b) (e) 
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15-7 By graphical methods, determine the minimum value of the 
phase angle of the input admittance of the network shown in Fig. 
1 5 - 1 l b  if: (a) R = l ohm; (b) R = 1 0 ohms; (e) R = 1 00 ohms. 

Ans. - 20º ;  - 56º ;  - 79º 

15-8 Draw the Y locus of the network shown in Fig. 1 5 - 1  l c at w = 2 
as R is adjusted continuously from O to oo ohms. From the resultant 
locus determine : (a) 1 Y 1 min ; (b) 1 Gin 1 max; (e) 1 Bin 1 max· 

Ans. 0. 1 mho; 0. 1 mho; 0. 1 5 mho 

15-4 PARALLEL RESONANCE 

ln this section we shall begin the study of a very important phenomenon which 
may occur in circuits containing both inductors and capacitors. The phenome
non is called resonance, and it may be loosely described as the condition exist
ing in any physical system when a fixed-amplitude sinusoidal forcing function 
produces a response of maximum amplitude. However, we often speak of 
resonance as occurring even when the forcing function is not sinusoidal . The 
resonant system may be electrical, mechanical, hydraulic, acoustic, or some 
other kind, but we shall restrict our attention to electrical systems. We shall 
define resonance more exactly below. 

Resonance is a familiar phenomenon. By jumping up and down on the 
bumper of an automobile, for example, the vehicle can be put into rather large 
oscillatory motion if the jumping is clone at the proper frequency ( about one jump 
per second) ,  and if the shock absorbers are somewhat decrepit. However, if the 
jumping frequency is increased or decreased, the vibrational response of the 
automobile will be considerably less than it was before. A further illustration 
is furnished in the case of an opera singer who is able to shatter crystal goblets 
by means of a well-formed note at the proper frequency. ln each of these examples, 
we are thinking of frequency as being adjusted until resonance occurs ; it is also 
possible to adjust the size, shape, and material of the mechanical object being 
vibrated, but this may not be so easily accomplished physically. 

The condition of resonance may or may not be desirable, depending upon the 
purpose which the physical system is to serve. ln the automotive example 
above, a large amplitude of vibration may help to separate locked bumpers, but 
it would be somewhat disagreeable at 60 miles an hour. 

Let us now define resonance more carefully. ln a two-terminal electrical net
work containing at least one inductor and one capacitar, resonance is the condi
tion which exists when the input impedance of the network is purely resistive. 
Thus, a network is said to be in resonance when the voltage and current at the 
network input terminais are in phase. We shall also find that a maximum
amplitude response is produced in the network when it is in the resonant condi
tion or almost in the resonant condition. 
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Fig. 15-12 The parallel combination of a 1 i 
resistor, an inductor, and a capacitar, often 
referred to as a parallel resonant circuit. 

R L 

We shall apply the definition of resonance to the parallel RLC network shown 
in Fig. 1 5- 1 2 . ln many practical situations, this circuit is a very good approxi
mation to the circuit we might build in the laboratory by connecting a physical 
inductor in parallel with a physical capacitor, where this parallel combination 
is driven by an energy source having a very high output impedance. The ad
mittance offered to the ideal current source is 

Y = __!__ + j (wc - -1-) 
R wL 

and thus resonance occurs when 

wC - -1- = O  wL 

( 1 5-4) 

The resonant condition may be achieved by adjusting L, C, or w; we shall de
vote our attention to the case for which w is the variable. Hence, the resonant 
frequency wo is 

or 

w _ _ I_ o - yrc 

1 
fo = 

27ryrG 

( 1 5-5) 

( 1 5-6) 

The pole-zero configuration of the admittance function can also be used to 
considerable advantage here. Given Y(s), 

or 

Y(s) = __!__ + __!__ + Cs 
R Ls 

Y(s) = C s2 + s/RC + 1 /LC 
s 

we may display the zeros of Y(s) by factoring the numerator, 

Y(s) = c (s + a - jwd)(s + a + jwd) 
s 

( 1 5 -7) 

where a and wd represent the sarne quantities that they did when we discussed 
the natural response of the parallel RLC circuit in Sec. 8-2. That is, a is the 
exponential damping coefficient, 

1 a = --
2RC 
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and wd is the natural resonant frequency (not the resonant frequency wo) , 

wd = ywÕ - a
2 

The pole-zero constellation shown in Fig. 1 5 - 1 3a follows directly from thc fac
tored form. 

ln view of the relationship among a ,  wd,  and w0, it is apparer.t that the dis
tance from the origin of the s plane to one of the admittance zeros is numeri
cally equal to Wo. Given the pole-zero configuration, the resonant frequency 
may therefore be obtained by purely graphical methods. We merely swing an 
are, using the origin of the s plane as a center, through one of the zeros. The 
intersection of this are and the positive jw axis !acates the point s = jw0 . It is 
evident that wo is slightly greater than the natural resonant frequency wd, but 
their ratio approaches unity as the ratio of wd to a increases. 

Next let us examine the magnitude of the response, the voltage E(s) 
indicated in Fig. 1 5 - 1 2 , as the frequency of the forcing function is varied. If we 
assume a constant-amplitude sinusoidal current source, the voltage response is 
proportional to the input impedance. This response can therefore be obtained 
from the pole-zero plot of the impedance Z( s ), shown in Fig. l 5- l 3b .  The re
sponse obviously starts at zero, reaches a maximum value in the vicinity of the 
natural resonant frequency, and then drops again to zero as w becomes infinite. 
The frequency response is sketched in Fig. 1 5- 1 4 . The maximum value of the 
response is indicated as R times the amplitude of the source current, implying 
that the maximum value of the circuit impedance is simply R ohms ; moreover, 
the response maximum is shown to occur exactly at the resonant frequency wo. 

The two frequencies W1 and w2 , which we shall see later will give us a measure 
of the width of the response curve, are also identified. Let us first show that the 
maximum impedance is R ohms and that this maximum impedance occurs at 
resonance. 

The admittance, as specified by Eq. ( 1 5-4) ,  possesses a constant conductance 
and a susceptance which has a minimum magnitude (zero) at resonance. The 

iw 

,,f)c=_ 
/ \ 1 / 1 
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aliei resonant circuit is 
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relationship between a, WtL, 
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ef the input impedance. 
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Fig. 15-14 The magnitude of the voltage 
response of a parallel resonant circuit is 
shown as a function of frequency. 

IE(iw)I 

R l l l  

0. 707 R l l l  

w 

minimum admittance magnitude therefore occurs at resonance, and it is 1 /  R 
mhos. Hence, the maximum impedance magnitude is R ohms, and it occurs 
at resonance. 

The maximum value of the response magnitude and the frequency at which 
it occurs are not always found so easily. ln less standard resonant circuits, we 
may find it necessary to express the magnitude of the response in analyti
cal form, usually as the square root of the sum of the real part squared and the 
imaginary part squared ; then we should differentiate this expression with re
spect to frequency, equate the derivative to zero, solve for the frequency of 
maximum response, and finally substitute this frequency into the magnitude ex
pression to obtain the maximum-amplitude response. This procedure may be 
carried out for this simple case merely as a corroborative exercise, but as we have 
seen, it is not necessary. 

lt should be emphasized that, although the height of the response curve of 
Fig. 1 5 - 1 4  depends only upon the value of R for constant-amplitude excitation, 
the width of the curve or the steepness of the sides depends upon the other two 
element values also. We shall shortly relate the "width of the response curve" 
to a more carefully defined quantity, the bandwidth, but it will be helpful to 
express this relationship in terms of a very important parameter, the quality fac
tor Q. 

We shall find that the sharpness of the response curve of any resonant circuit 
is determined by the maximum amount of energy that can be stored in the cir
cuit, compared with the energy that is lost during one complete period of the re
sponse. We define Q as 

Q = 27T maximum energy stored 
total energy lost per period 

( 1 5-8) 

The proportionality constant 27T is included in the definition in order to simplify 
the more useful expressions for Q which we shall now obtain. Since energy can 
be stored only in the inductor and the capacitor, and can be lost only in the re
sistor, we may express Q in terms of the instantaneous energy associated with 
each of the reactive elements and the average power dissipated in the resistor: 

Q = 27T ( WL + Wc)max 
PRT 

Now let us apply this definition to the parallel RLC circuit and determine 
the value of Q at the resonant frequency. This value of Q is denoted by Qp. 
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We select the current forcing function 

i(t) = lm cos Wot 

and obtain the corresponding voltage response at resonance, 

e(t) = Ri(t) = Rim cos Wot 
Then the energy stored in the capacitor is 

l 2R2C 
W e = V2Ce2 = _m 

__ cos2 wot 2 
The instantaneous energy stored in the inductor becomes 

WL = V2li2 = 1/2l(lfo' e df 

Thus 

The total instantaneous stored energy is therefore constant 

1m2R2c 
W =  WL + Wc = ---2 

and this constant value must also be the maximum value. ln order to find the 
· energy lost in the resistor in one period, we take the average power absorbed by 

the resistor, 

PR = V2fm2R 
and multiply by one period, obtaining 

We thus find the quality factor at resonance : 

or 

Qp = 2'1T 
fm2R2C/2 
1m2R/2Jo 

Qp = 2'1TfoRC = woRC ( 1 5-9) 
Equivalent expressions for Qp which are often quite useful may be obtained by 
simple substitution : 

Qp = R f!i._ = ...!i_ = ...!i_ y L Xco XLO 
( 1 5- 1 0) 

It is apparent that Qo is a dimensionless constant which is a function of ali 
three circuit elements in the parallel resonant circuit. The concept of Q, how
ever, is not limited to electric circuits or even to electrical systems; it is useful 
in describing any resonant phenomenon. For example, let us consider a bounc
ing golf bali . If we assume a weight of W newtons and release the golf bali 
from a height of h1 meters above a very hard (lossless) horizontal surface, then 
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the bali rebounds to some lesser height h2 . The energy stored initially is Wh1, 
and the energy lost in one period is W (h1 - h2) · The Qp is therefore 

A perfect golf bali would rebound to its original height and have an infinite Qp; 
a more typical value is  35 . I t  should be noted that the Q in this mechanical 
example has been calculated from the natural response and not from the forced 
response. The Q of an electric circuit may also be determined from a knowl
edge of the natural response, as illustrated by Probs. 3 1  and 32 . 

Let us now relate the various parameters which we have associated with a 
parallel resonant circuit. The three pai;ameters a, wd, and wo were introduced 
much earlier in connection with the natural response. Resonance, by definition, 
is fundamentally associated with the forced response since it is defined in terms 
of a purely resistive input impedance, a sinusoidal steady-state concept. The 
two most important parameters of a resonant circuit are perhaps the resonant 
frequency wo and the quality factor Qp. Both the exponential damping coef
ficient and the natural resonant frequency may be expressed in terms of 
wo and Qp :  

or 

1 1 a - -- -- 2RC - 2(Qp/ woC)C 

wo a = --2Qp 

and wd = yw02 - a2 

or 

( 15 - 1 1 ) . 

( 1 5 - 1 2) 

ln terms of these two resonance parameters, the natural response of the parallel 
resonant circuit 

becomes 

e(t) = Ac«•ol2Qo)t cos Wo j1 - (2�r t 

The three criticai frequencies (of the input admittance, for example) may also 
be expressed in terms of wo and Qp. We have the pole at the origin, 

s1 = O  
and the pair of conjugate complex zeros, 

s2,4 = - a  ±jwd 

or s2,4 = - 2
w
� ±jwojl - (2�)2 
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The resonance parameters wo and Qp may therefore be used to describe the nat
ural response in either the time domain or the frequency domain. The knowl
edge provided by these sarne two parameters about the pole-zero constellation 
also leads to a further interpretation of the settling time and the oscillatory be
havior of the parallel RLC circuit. For example, we know that the settling time, 
which is the time taken for the natural response to "die out," is approximately 
inversely proportional to a; to the sarne degree of approximation, then, the 
settling time is directly proportional to Qp. If both w0 and Qp are increased by 
the sarne factor, however, no appreciable change in settling time can occur. lt 
is also evident that large values of Qp cause the natural resonant frequency and 
the resonant frequency to be nearly equal. 

Let us now interpret Qo in terms of the pole-zero locations of the admittance 
Y(s) of the parallel RLC circuit . We shall keep w0 constant ;  this may be clone, 
for example, by changing R while holding L and C constant. As Qp is increased, 
the relationship between a, Qo, and wo indicates that the two zeros must move 
closer to the jw axis. The relationship between wd, wo, and Qp shows that the 
zeros must simultaneously move away from the a axis. The exact nature of the 
movement becomes clearer when we remember that the point at which s = jwo 
could be located on the jw axis by swinging an are, centered at the origin, 
through one of the zeros and over to the positive jw axis ; since wo is to be held 
constant, the radius must be constant, and the zeros must therefore move along 
this are toward the positivejw axis as Qo increases. It is evident that wd and wo 
are becoming more nearly equal ; if Qp is 5, these two frequencies differ by about 
one-half of 1 per cent. 

The "width" of the resonant response curve, such as the one shown in Fig. 
1 5 - 1 4, may now be defined more carefully and related to Qp. Let us first define 
the two half-power frequencies w1 and w2 as those frequencies at which the magni
tude. o[ the input admittance of a parallel resonant circuit is greater than the 
magnitude at resonance by a factor of V2. Since the response curve of Fig. 
1 5 - 1 4  displays the voltage produced across the parallel circuit by a sinusoidal 
current source as a function of frequency, the half-power frequencies also locate 
those points at which the voltage response is 1 / V2, or O. 707, times its maximum 
value. A similar relationship holds for the impedance magnitude. We shall 
select W1 as the lower half-power frequency and w2 as the upper half-power frequency. 
These names arise from the fact that a voltage which is 0.707 times the resonant 
voltage is equivalent to a squared voltage which is one-half the squared voltage 
at resonance. 

The bandwidth of a resonant circuit is defined as the difference of these two 
half-power frequencies, 

( 1 5- 1 3) 
We think of the bandwidth as the "width" of the response curve, even though the 
curve actually extends from w = O to w = oo .  More exactly, the bandwidth is 
measured by that portion of the response curve which is equal to or greater than 
70. 7 per cent of the maximum value. 

Now let us express the bandwidth � in terms of Qp and the resonant fre-
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quency. ln order to do so, we first express the admittance of the parallel RLC 
circuit, 

Y = _.!_ + /wc - __.!__) R \ wL 
in terms of Qp, 

or 

y = .!._ + j.!._(_wwoCR _ woR) R R \  wo wwoL 

( 1 5- 14) 

We note again that the magnitude of the admittance at resonance is 1 / R, and then 
realize that an admittance magnitude of VZ/ R can occur only when a frequency 
is selected such that the imaginary part of the bracketed quantity has a magni
tude of unity. Thus 

and Qp (W1 _ Wo) = _ l 
Wo W1 

Solving, we have 

W1 = wo [  /1 + (-!o;J - 2�] 

w2 = wo [ /1 + 6�Y + 2� J 

( 1 5- 1 5) 

( 1 5- 16) 

Although these expressions are somewhat unwieldy, their difference provides a 
very simple formula for the bandwidth : 

<j\ Wo = W2 - W1 = 
Qp 

( 1 5- 1 7) 

Circuits possessing a higher Qp }_lave a narrower bandwidth, or a sharper re
sponse curve; they have greater frequency selectivity. 

Many resonant circuits are deliberately designed to have a large Qp in order 
to take advantage of the narrow bandwidth and high-frequency selectivity as
sociated with such circuits. When Qp is larger than about 5, it is possible to 
make some very useful approximations in the expressions for the upper and 
lower half-power frequencies and in the general expressions for the response in 
the neighborhood of resonance. Let us arbitrarily refer to a high-Q circuit as 
one in which Qp is equal to or greater than 5. The pole-zero configuration of 
Y(s) for a parallel RLC circuit having a Qp of about 5 is shown in Fig. 1 5- 15. 
Since 

Wo a = -
2Qp 

then 
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Fig. 15- 15 The pole-;:.ero configuration 
ef Y ( s) for a parallel RL C circuit. The 
two zeros are exactly WiI\ radians / sec to 
the left of the jw axis and approximately 

jw0 radians / sec from the a axis. The up
per and lower half-power frequencies are 
separated exactly by 'iII radians / sec, and 
each is approximately 1h 'i11 radians/sec 
away from the resonant frequency and the 
natural resonant frequency. 

: - tCB 
1 
1 
1 

•, ( O )  

+ 

and the locations of the two zeros may be approximated : 

s2 ,4 ....:... - W:B ± jwo 

i w  

i w ,  -= i(w, + + ffi) 

iw, = i (w, - f ffi) 

s plane 

Y ( s ) 

.. 

Moreover, the locations of the two half-power frequencies ( on the positive jw 
axis) may also be determined in a concise approximate form : 

or ( 1 5- 1 8) 
ln a high-Q circuit, therefore, each half-power frequency is located approxi
mately one-half bandwidth from the resonant frequency ; this is indicated in 
Fig. 1 5 - 1 5 .  

Now let u s  visualize a test point slightly above jwo o n  the jw axis. ln  order 
to determine the admittance offered by the parallel RLC network at this fre
q uency, we construct the three vectors from the criticai frequencies to the test 
point. If the test point is dose to jwo, then the vector from the pole is approxi
mately jw0 and that from the lower zero is nearly j 2wo. The admittance 
is therefore given approximately by 

( 1 5- 1 9) 
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where the multiplicative constant C is determined from Eq. ( 1 5-7 ) .  ln order to 
determine a useful approximation for the vector (s - s2) ,  let us consider an en
larged view of that portion of the s plane in the neighborhood of the zero s2 
(Fig. 1 5- 1 6) .  We define the angle of the admittance as 8v, 

8v = ang Y 

and note from Eq. ( 1 5 - 1 9) that 8v may also be identified approximately as 
the angle of s - s2. Thus 

s - s2 · w:B + )W!B tan 8v · 1h'11( 1 + )  tan 8v) 
or s - s2 ..:__ 1h'11 yl + tan2 8v f.!b_ 
Finally 

or 

where 

Y(s) ..:__ 2C V2<] yl + tan2 (}y f.!b_ 

Y(s) · kv 1 + tan2 8v /.!b_ ( 1 5-20) 

( 1 5-2 1 )  

Thus, the angle o f  the admittance at a given frequency near resonance is 
obtained by calculating the number of half bandwidths by which the frequency 
is off resonance and then taking the inverse tangent of this number, being care
ful to preserve the algebraic sign. The magnitude of the admittance at this 
frequency is given approximately by the product of the conductance 1 / R and 
the square root of one plus the square of the number of half bandwidths 
off resonance. 

As an example of the use of these approximations, let us determine the approxi
mate value of the admittance of a parallel RLC network for which R = 25 ohms, 
L = 1 henry, and e =  1h s farad. We find that Qo = 5, Wo = 5, :·Pi = 1 ,  and 
07>/2 = 0.5 .  Let us evaluate the admittance at w = 5 .25 ,  a frequency which is 
one-half of a half bandwidth above resonance. Thus, 

8y ..:_ tan-1 (0.5) = 26.6º 
and Y(j 5.25) ..:_ 0.04 yl + (0.5)2 /26 .6º · 0.0447/26.6º 
An exact calculation of the admittance shows that 

Y(j 5.25) = 0.0445/26.0º  
The approximate method therefore leads to values of admittance magnitude 
and angle that are too high by about 0.5 and 2 per cent, respectively. 

Our intention is to use these approximations for high- Q circuits near reso
nance. We have already agreed that we shall let "high-Q' ' infer Qo ::O:: 5, but 
how near is "near"? It can be shown that the error in magnitude or phase is 
less than 5 per cent if Qo ::0:: 5 and 0.9wo S w S 1 . 1  wo. Although this narrow 
band of frequencies may seem to be prohibitively small ,  it is usually more than 
sufficient to contain the band of frequencies in which we are most interested. 
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Fig. 15- 16  A n  en larged portion of the 
pole-::.ero constellation for Y ( s) of a high
Qo parallel RL C circuit. �--�v�--� + m  

s = iw 

iw0 (approx) 

For example, a home radio may contain a circuit tuned to a resonant frequency 
of 455 kc with a half-power bandwidth of 1 0  kc. This circuit must then have 
a value of 45 .5 for Qo, and the half-power frequencies are about 450 and 460 
kc. Our approximations, however, are valid from 409 .5 to 500.5 kc (with er
rors less than 5 per cent) ,  a range which covers essentially ali the peaked por
tion of the response curve ; only in the remate "tails" of the response curve do 
the approximations lead to reasonably large errors. 2 

Let us conclude our coverage of the parallel resonant circuit by reviewing the 
various conclusions we have reached. The resonant frequency wo is the 
frequency at which the imaginary part of the input admittance becomes zyro 
or the admittance angle Oy becomes zero. Then, Wo = 1 /  vrc. The circuit's 
figure of merit Qp is defined as 27T times the ratio of the maximum energy 
stored in the circuit to the energy lost each period in the circuit. From this 
definition, we find that Qp = woRC. The two half-power frequencies w1 and w2 
are defined as the frequencies at which the admittance magnitude is V'J. times 
the minimum admittance magnitude. These are also the frequencies at which 
the voltage response is 70. 7 per cent of the maximum response. The exact and 
approximate (for high Q0) expressions for these two frequencies are 

W1.2 = wº [j1 + (2�) 2  + 2�] · wº + '/2q) 

where �B is the difference between the upper and the lower half-power fre
quencies. This half-power bandwidth is given by 

� Wo . l  = Wz - W1 = � 
The input admittance may also be expressed in an exact or approximate (for 
high Qp) form 

1 1 j (w - w0)2 
Y = R yl + tan2 8y fü · R I + � /tan-1 [(w - w0)/V2q)] 

2 At frequencies remate from resonance, we are often satisfied with very rough results; greater accuracy 

is not always necessary. 
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The approximations are valid for frequencies which do not differ from the reso
nant frequency by more than one-tenth of the resonant frequency. 

Drill Problems 
15-9 Determine the resonant frequency of a parallel resonant circuit 
in which : (a) R = 1 00 ohms, C = 0.0 1 farad, L = 1 henry ; (b) a = 
0.5 ,  Wd = 0. 866, e =  1 farad ; (e) a = 0.0 1 ,  R = 1 00 ohms, L = 0.5 
henry. 

Ans. 1 radian/sec ; 2 radians/sec ; 10 radians/sec 

15 - 1-0 Determine Qp for each network described in Drill Prob. 1 5-9. 

Ans. 1 ;  1 0 ;  1 00  

1 5- 1 1 Determine Qp for a parallel RLC circuit :  (a) having admittance 
zeros at - 0.03 ± j 1 .5 ;  (b) whose natural response is a voltage wave
form in which each positive maximum is 2 per cent less than the 
previous positive maximum; (e) driven by a 1 0-ma sinusoidal current 
source and providing a sinusoidal inductor current at resonance of 0.5 
amp. 

Ans. 25 ; 50; 1 55 

1 5- 1 2  For the circuit o f  Drill Prob. 1 5-9a, determine : (a) '1\ ;  (b) w1;  
(e) Wz .  

Ans. 9.5 radians/sec ; 1 0.5 radians/sec ; 1 radian/sec 

1 5- 1 3  For the circuit o f  Drill Prob. 1 5 -9b, determine : (a) '1\ ;  (b) w1;  
(e) Wz.  

Ans. 0.6 1 8  radian/sec ; 1 radian/sec ; 1 .6 1 8  radians/sec 

1 5- 1 4  For a parallel RLC circuit in which R = 1 0,000 ohms, Qp = 
1 00, and wo = 1 07 radians/sec, determine the amplitude of the 
sinusoidal voltage produced across the network by a 5-ma sinusoidal 
current source at a frequency : (a) w = 1 07 radians/sec ; (b) w = 
0.995 X 1 07 radians/sec ; (e) w = 0.9 X 1 07 radians/sec. 

Ans. 50 volts ; 35.4 volts ; 2.5 volts 

1 5-5 SERIES RESONANCE 

Although we probably find less use for the series RLC circuit than we do for the 
parallel RLC circuit, it is still worthy of our attention. We shall consider the 
circuit shown in Fig. 1 5- 1 7 . It should be noted that the various circuit elements 
are given s (for series) subscripts for the time being in arder to avoid confusing 
them with the parallel elements when the circuits are to be compared. 

Our discussion of parallel resonance required a section of considerable length. 
We could now give the series RLC circuit the sarne kind of treatment, but it is 
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Fig. 15-17  A series resonant circuit. 

l, 

e, 

much cleverer to avoid such needless repetition and use the duality principie. 
For simplicity, let us concentrate on the conclusions presented in the last para
graph of the preceding section on parallel resonance. The important results 
are contained there ,  and the use of dual language enables us to transcribe this 
paragraph to present the important results for the series RLC circuit. 

Let us conclude our coverage of the series resonant circuit by summarizing 
the more important conclusions. The resonant frequency w0, is the frequency 
at which the imaginary part of the input impedance becomes zero or the im
pedance phase angle Oz becomes zero. Then, Wos = 1 / yr;G.. The circuit's 
figure of merit Qp8 is defined as 21T times the ratio of the maximum energy stored 
in the circuit to the energy lost each period in the circuit. From this definition, 
we find that Qp, = wo8L8/ R8 • The two half-power frequencies W18 and W28 are 
defined as the frequencies at which the impedance magnitude is y0. times the 
minimum impedance magnitude. These are also the frequencies at which the 
current response is 70. 7 per cent of the maximum response. The exact and ap
proximate (for high Qp.) expressions for these two frequencies are 

W1s, 2s = Wos [jt + (-1 -)
2 

=t= _l -] . Wos =t= W:i)s 
2 Qp. 2 Qos 

where �. is the difference between the upper and the lower half-power 
frequencies. This half-power bandwidth is given by 

The input impedance may also be expressed in an exact or approximate (for 
high Qp.) form 

Z, = Rs vl + tan2 0z f1z. _:_ R.jl + e '�l!J:0·r /tan-1 [(w - wo,)/W:B.] 

The approximations are valid for frequencies which do not differ from the reso
nant frequency by more than one-tenth of the resonant frequency. 

The series resonant circuit is characterized by a low impedance at resonance, 
while the parallel resonant circuit produces a high resonant impedapce. The 
latter circuit provides inductor currents and capacitor currents at resonance 
which have amplitudes Q0 times as great as the source current ; the series reso
nant circuit provides inductor voltages and capacitor voltages which are 
greater than the source v�ltage by the factor Qp,. 
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Drill Problems 
15 - 15  Three series resonant circuits are defined below; no  special sub
scripts are used. Find the lower half-power frequency for each circuit. 
(a) e =  1 00 µf, R = 1 00 ohms, g)i = 1 radian/sec; (b) Wo = 1 0  
radians/sec, Q0 = 1 00, C = 1 0  µf; (e) R = 1 00 ohms, L = 5 henrys, 
e = 0.002 farad. 

Ans. 4. 1 4  radians/sec ; 9.5 radians/sec ; 9.95 radians/sec 

1 5- 16  Find the input impedance of each of the three circuits described 
in Drill Prob. 1 5 - 1 5  at 9 radians/sec. Use approximations where 
applicable. 

Ans. 1 0 1 /- 6º  ohms ; 224/- 63 .4º ohms; 2000/ - 87 . 1  º ohms 

1 5- 1 7  A series circuit consists of a variable-frequency l LQ.'.'.  volt source, 
a 2-ohm resistor, a 4-henry inductor, and a \,í,-farad capacitar. Deter
mine the maximum magnitude of each voltage listed below and the 
frequency at which the maximum occurs. (a) ER; (b) Ec ; (e) EL. 

Ans. 3 .04 volts, 1 .45 7 radians/sec ; 3 .04 volts, 1 .544 radians/sec ; 1 volt, 
1 .5 radians/sec 

1 5-6 OTHER RESONANT FORMS 

The parallel and series RLC circuits of the previous two sections represent 
idealized resonant circuits ; they are no more than useful approximate representa
tions of a physical circuit which might be constructed by combining a coil of 
wire, a carbon resistor, and a tantalum capacitar in parallel or series. The degree 
of accuracy with which the idealized model fits the actual circuit depends on 
the operating frequency range, the Q of the circuit, the materiais present in the 
physical elements, the element sizes, and many other factors. We are not 
studying the techniques of determining the best model for a given physical cir
cuit, for this requires some knowledge of electromagnetic field theory and the 
properties of materiais; we are, however, concerned with the problem of reduc
ing a more complicated model to one of the two simpler models with which we 
are more familiar. 

The network shown in Fig. 1 5 - 1  Sa is a reasonably accurate model for the 
parallel combination of a physical inductor, capacitar, and resistor. The re
sistor R1 represents the ohmic losses, core losses, and radiation tosses of 
the physical coil . The tosses in the dielectric within the physical capacitar are 
accounted for by the resistor R2, whose resistance is sometimes large enough 
that it may be considered infinite. ln this model , there is no way to combine 
elements and produce a simpler model which is equivalent to the original model 
for alffrequencies. We shall show, however, that a simpler equivalent may be con
structed which is valid over a frequency band which is usually large enough to 
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y -- e 

(a) 

R ,  R, L, e, 

(b} 

Fig. 15-18 (a) A useful model of a physical network which consists of a 
physical inductor, capacitor, and resistor in parallel. ( b) A network which 
can be equivalent to (a) over a narrow frequency band. 

include ali frequencies of interest. The equivalent will take the form of the 
network shown in Fig. 1 5 - 1 8b .  

Before we learn how to develop such an equivalent circuit, let us first con
sider the given circuit, Fig. l 5- l 8a. The resonant frequency for this network is 
not 1 / VLE, although if R1 is sufficiently small it may be very dose to this value. 
The definition of resonance is unchanged, and we may determine the resonant 
frequency by setting the imaginary part of the input admittance equal to zero : 

Thus, 

Im (Y()w)] = Im (__!_ + jwC + 1 . ) = O 
R2 R1 + ;wL 

C =  
L 

R12 + w2L2 

and wo = j
L

l

C 
- (�Ir 

We note that wo is less than 1 / yrG, but sufficiently small values of the ratio 
R1/L may result in a negligible difference between wo and ! / yrE. 

The maximum magnitude of the input impedance also deserves considera
tion. It is not R2, and it does not occur at wo ( or at w = 1 / VLC). The proof of 
these statements will not be shown because the expressions soon become algebrai
cally cumbersome; the theory, however, is straightforward. Let us be content 
with a numerical example. We select R1 = 2 ohms, L = 1 henry, C = 1/s farad, 
and R2 = 3 ohms, and find the resonant frequency 

wo = 2 radians/sec 

and the input impedance at resonance 

Z(j 2)  = 1 . 7 1 4  ohms 

At the frequency which would be the resonant frequency if R1 were zero, 

_ � = 2 .83 radians/sec 
v LC 
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the input impedance is 
Z(j 2.83) = l .947 /- 1 3 .26º ohms 

However, the frequency at which the maximum impedance magnitude occurs, 
indicated by Wm, is found to be 

Wm = 3 .26 radians/sec 

and the impedance having the maximum magnitude is 

Z(j 3 .26) = 1 .98/- 2 1 .4 º  ohms 

The impedance magnitude at resonance and the maximum magnitude differ 
by about 1 3  per cent. Although it is true that such an error may be neglected 
occasionally in practice, it is too large to neglect on a test. The later work in 
this section will show that the Q of the inductor-resistor combination at 2 
radians/sec is unity ; this low value accounts for the 1 3  per cent discrepancy. 

ln order to transform the given circuit of Fig. 1 5 - 1 8a into an equivalent of 
the form of that shown in Fig. 1 5- 1 8b, we must discuss the Q of a simple series 
or parallel combination of a resistor and a reactor ( inductor or capacitor) . We 
first consider the series circuit shown in Fig. 1 5 - 1 9a. The Q of this network 
is again defined as 2?T times the ratio of the maximum stored energy to the energy 
lost each period, but the Q may be evaluated at any frequency we choose. 
ln other words, Q is a function of w. It is true that we shall choose to evaluate it at 
a frequency which is, or apparently is, the resonant frequency of some network of 
which the series arm is a part. This frequency, however, is not known until a 
more complete circuit is available. ln Prob. 60 at the end of the chapter we are 
offered the opportunity to show that the Q of this series arm is 1 X. 1 1  R., whereas 
the Q of the parallel network of Fig. 1 5 - 1 9b is Rp/ 1 Xp I · 

Let us now carry out the details necessary to find values for Rp and Xp so that 
the parallel network of Fig. 1 5 - 1 9b is equivalent to the series network of 
Fig. 1 5 - 1 9a at some single specific frequency. We equate Ys and Yp, 

Y, = 1 = R, - jX, = Yp = _!_ _ J
._1_ 

R, + JX, R,2 + X,2 Rp Xp 

Fig. 15- 19 (a) A given network which consists of a resistor R, and an 
inductor or capacitor with reactance X, may be transformed into a parallel 
network ( b) such that Y, = Yp at one specific frequency. The reverse trans
formation is also possible. 

li ,  

Y,__. ;x, ;x, 

(a) (b) 
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and obtain 

X - R,2 + x,2 p -
x. 

Dividing these two expressions, we find 
Rp X, 
Xp = Rs 

It follows that the Q's of the series and parallel networks must be equal : 

The transformation equations may therefore be simplified : 
Rp = R,( l + Q2) 

XP = X, (1 + �
2
) 

( 1 5-22) 

( 1 5-23) 

I t  is apparent that R, and X, may also be found if Rp and XP are the given 
values ; the transformation in either direction may be performed. 

If Q � 5, little errar is introduced by using the approximate relationships 
Rp __:_ Q2R, 
X" __:_ X, (Cp · C, or Lp __:_ L,) 

( 1 5-24) 
( 1 5-25) 

As an example, consider the series combination of a 1 00-mh inductor and a 
5-ohm resistor. We shall perform the transformation at a frequency of 1 000 
radians/sec, a value selected because it is approximately the resonant frequency 
of the network (not shown) of which this series arm is a part. We find that X, 
is 1 00 ohms and Q is 20. Since the Q is sufficiently high, we use Eqs. ( 1 5-24) 
and ( 1 5-25) to obtain 

Rp __:_ Q2 R, = 2000 ohms L" · L, = 1 00 mh 
The conclusion is that a l 00-mh inductor in series with a 5-ohm resistor 
provides essentially the sarne input impedance as does a 1 00-mh inductor in 
parallel with a 2000-ohm resistor ai Lhe frequency l 000 radians/sec. ln arder to 
check the accuracy of the equivalence, let us evaluate the input impedance for 
each network at 1 000 radians/sec. We find 

Z,(J l OOO) = 5 + ) 1 00 = 1 00 . 1 /87 . l º  

z ( º 1 000) = 2000u l OO) = 99.9/87 . l o 
" J  2000 + ) 1 00 

and conclude that the approximation is exceedingly accurate at the transforma
tion frequency. The accuracy at 900 radians/sec is also reasonably accurate, 
because 

Z,()900) = 90. 1/86.8 º  
Zp(j900) = 89.9/87 .4 º 
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If this inductor and series resistor had been used as part of a series RLC circuit 
for which the resonant frequency was 1 000 radians/sec, then the half-power 
bandwidth would have been 

'il) = Wo = 1 000 = 50 
Qp 20 

and the frequency of 900 radians/sec would have represented a frequency that 
was 4 half bandwidths off resonance. Thus the equivalent networks that we 
have evaluated above would have been adequate for reproducing essentially ali 
the peaked portion of the response curve. 

As a further example of the replacement of a more complicated resonant cir
cuit by an equivalent series or parallel RLC circuit, let us consider a problem 
in electronic instrumentation. The simple series RLC network in Fig. 1 5-20a is 
excit�d by a sinusoidal voltage source at the resonant frequency. The effective 
value of the source voltage is 0.5 volt, and we wish to measure the effective 
value of the voltage across the capacitar with a vacuum-tube voltmeter (VTVM) 
having an internai resistance of 1 00,000 ohms. That is, an equivalent repre
sentation of the vacuum-tube voltmeter is an ideal voltmeter in parallel with a 
1 00,000-ohm resistor. 

Before the vacuum-tube voltmeter is connected, we find that the resonant fre
quency is 1 05 radians/sec, Qp = 50, the current is 25 ma, and the rms capacitar 
voltage is 25 volts. As indicated at the end of Sec. 1 5-5, this voltage is Qp times 
the applied voltage . Thus, if the vacuum-tube voltmeter were ideal, it would 
read 25 volts when connected across the capacitar. 

However, when the actual vacuum-tube voltmeter is connected, the circuit 
shown in Fig. l 5-20b results. ln arder to obtain a series RLC circuit, it is now 
necessary to replace the parallel RC network by a series RC network. Let us 
assume that the Q of this RC network is sufficiently high so that the equivalent 
series capacitar will be the sarne as the given parallel .capacitar. We do this in 
arder to approximate the resonant frequency of the final series RLC circuit. 
Thus, if the series RLC circuit also contains a O.O 1 -µJ capacitar, the resonant fre
quency remains 1 05 radians/sec. We need to know this estimated resonant fre
quency in arder to calculate the Q of the parallel RC network ; it is 

Q = _!!:p_ = wRvCv = l Q5( 1 Q5)( 1 0-B) = 1 00 I Xv l 
Since this value is greater than 5, our vicious circle of assumptions is justified, 
and the equivalent series RC network consists of the capacitar 

C, = O.O lµf 
and the resistor 

R, ...:._ Rv = 1 O ohms 
Q2 

Hence, the equivalent circuit of Fig. 1 5-20c is obtained. The resonant Q of this 
circuit is now only 33 .3 ,  and thus the voltage across the capacitar in the circuit of 
Fig. 1 5-20c is 1 6% volts. But we need to find 1 E� J ,  the voltage across the series 
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20 n 10 mh 

0.01 µf )Ec 
100 k f!  

{a) 
20 n 10 m h  1 0  mh 

0.01 µ I  �E� 100 k f!  

1 0  n r 0.01 µ f  

(b) {e) 

Fig. 15-20 (a) A given series resonant circuit in which the capacitar volt
age is to be measured by a nonideal vacuum-tube voltmeter. ( b) The ejfect 
of the vacuum-tube voltmeter is included in the circuit; the vacuum-tube volt
meter reads E� volts. (e) A series resonant circuit is obtained when the par
a/lei RC network in ( b) is replaced by the series RC network which is equiv
alent at 1 Q5 radians / sec. 

RC combination ; we obtain 

I E� I = 0·5 1 1 0  - ) 1 000 1 = 1 6. 7 volts 30 
The capacitor voltage and 1 E� 1 are essentially equal since the voltage across the 
1 0-ohm resistor is quite small . 

The final conclusion must be that an apparently good voltmeter may produce 
a severe effect on the response of a high- Q resonant circuit . A similar effect 
may occur when a nonideal ammeter is inserted in the circuit. 

Drill Problems 
1 5 - 18  Find a two-element parallel equivalent network at w = 1 0  for 
the series network consisting of: (a) R, = 1 0  ohms, L8 = 1 0  henrys; 
(b) Rs = 1 0  ohms, C8 = 1 00 µ,f; (e) Rs = 1 00 ohms, L8 = 5 henrys. 
Ans. 1 000 ohms, 1 0  henrys ; 1 25 ohms, 25 henrys ; 1 00 kilohms, 1 00 µ,f 

1 5- 1 9  Find a two-element series equivalent network at w = 2 for the 
parallel network consisting of: (a) Rp = 5 ohms, Lp = 0. 1 henry ; (b) 
Rp = 5 ohms, Lp = 2 henrys ; (e) Rp = 5 ohms, Lp = 25 henrys. 
Ans. 1 .95 ohms, 1 . 22  henrys ; 4.95 ohms, 0.248 henry ; 0.008 ohm, 

0. 1 henry 
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15-20 Find the Qp for the circuit shown in Fig. 1 5 - 1  Sa if: (a) 
L = 1 henry, C = 1 farad, Ri = O, Rz = 1 0  ohms ; (b) L = 1 henry, 
C = 1 farad, Ri = 0. 1 ohm, R2 = oo ;  (c) L = 1 henry, C = 1 farad, 
Ri = 0. 1 ohm, Rz = 10 ohms. 

Ans. 5; 1 0 ;  1 0  

1 5-7 SCALING 

The greater number of the examples and problems which we have been solving 
have involved circuits containing element values ranging around a few ohms, a 
few henrys, and a few farads. The applied frequencies usually were a few 
radians per second. These particular numerical values were used not because 
they are those commonly met in practice, but because mathematical manipula
tions are so much easier than they would be if it were necessary to carry along 
various powers of 1 0  throughout the calculations. The scaling procedures that 
will be discussed in this section enable us to analyze networks composed of 
practical-sized elements by scaling the element values to permit more convenient 
numerical calculations. We shall consider both magnitude scaling and fre
quency scaling. 

Let us select the parallel resonant circuit shown in Fig. 1 5-2 1 a  as our example. 
The impractical element values lead to the unlikely response curve drawn as 
Fig. 1 5-2 l b ; the maximum impedance is 5 ohms, the resonant frequency is 
1 radian/sec, Qp is 1 0, and the bandwiqth is 0. 1 radian/sec. These numerical 
values are much more characteristic of the electrical analog of some mechanical 
system than they are of any basically electrical <levice. We have convenient 
numbers with which to calculate but an impractical circuit to construct. 

Let us assume that our goal is to scale this network in such a way as to pro
vide an impedance maximum of 1 0 ,000 ohms at a resonant frequency of 5 X 1 06 
radians/sec, or 796 kc. ln other words, we may use the sarne response curve 

Fig. 15-21 (a) A parallel resonant circuit used as an example to illustrate 
magnitude and frequency scaling. ( b) The magnitude of the impedance is 
shown as a function of frequency. 

z__. 5 0  -i- h  2 f 

(a) 

l z l c m  

5 

_í_ v'2 
2.5 

o 0.5 1.5 w(radians/sec ) 

(b) 
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z' - 10 kf!  1000 h 

(a) 

l z' l ( k f!)  

10 

_!Q_ v2 
5 

w ( radians/sec ) 

(b) 

Fig. 15-22 (a)  The network of Fig. 15-2/a after being scaled in magni
tude by a factor Km = 2000. ( b) The corresponding response curve. 

shown in Fig. 1 5 -2 1 b if every number on the ordinate scale is increased by a 
factor of 2000 and every number on the abscissa scale is increased by a factor of 
5 X 1 06 .  We shall treat this as two problems : ( 1 )  scaling in magnitude by a 
factor of 2000 and (2)  scaling in frequency by a factor of 5 X 1 06. 

Magnitude scaling is defined as the process by which the zmpedance of a two
terminal network is increased by a factor of Km, the frequency remaining con
stant. The factor Km is real and positive ; it may be greater or smaller than 
unity. We shall understand that the shorter statement, "the network is scaled 
in magnitude by a factor of 2 ," infers that the impedance of the new network is 
to be twice that of the old network at any frequency. Let us now determine 
how we must scale each type of passive element. To increase the input 
impedance of a network by a factor of Km, it is sufficient to increase the imped
ance of each element in the network by this sarne factor. Thus, a resistor R 
must be replaced by a resistor KmR. Each inductor must also exhibit an imped
ance which is Km times as great at any frequency. ln order to increase an 
impedance sL by a factor of Km when s remains constant, the inductor L must 
be replaced by an inductor KmL. ln a similar manner, each capacitor C must 
be replaced by a capacitor C/ Km. ln summary, these changes will produce a 
network which is scaled in magnitude by a factor of Km: 

R � KmR 

L � KmL magnitude scaling 
c � s._ 

Km 
When each element in the network of Fig. 1 5-2 1 a  is scaled in magnitude by a 
factor of 2000, the network shown in Fig. 1 5-22a results. The response curve 
shown in Fig. 1 5-22b indicates that no change in the previously drawn response 
curve need be made other than a change in the scale of the ordinate. 

Let us now take this new network and scale it in frequency. We definefre
quency scaling as the process by which the frequency at which any impedance 
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z"- 10 Hl  200 µh 200 pi 

(a) 

lz"l <Hl) 
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10 
v'2 

5 

o 

(b) 

Fig. 15-23 (a) The network ef Fig. 15-22a after being scaled in frequency 
by a factor Kr = 5 X 1 06. ( b) The correspo11ding response curve. 

occurs is increased by a factor of K,. Again, we shall make use of the shorter 
expression, "the network is scaled in frequency by a factor of 2 ,"  to infer that 
the sarne impedance is now obtained at a frequency twice as great. Again, fre
quency scaling is accomplished by scaling each passive element in frequency. It 
is apparent that no resistor is affected. The impedance of any inductor is sL, 
and if this sarne impedance is to be obtained at a frequency Kr times as great, 
then the inductor L must be replaced by one having an inductance of L/ Kr. 
Similarly, a capacitor C is to be replaced by one having a capacitance C/ Kr. 
Thus, if a network is to be scaled in frequency by a factor of Kr, then the 
changes necessary in each passive element are 

R � R 

L � .!:_ 
Kr frequency scaling 

e � � 
Kr 

When each element of the magnitude-scaled network of Fig. 1 5-22a is scaled in 
frequency by a factor of 5 X 1 06, the network of Fig. 1 5-23a is obtained. The 
corresponding response curve is shown in Fig. 1 5-23b. 

The circuit elements in this last network have values which are · easily 
achieved in physical circuits ; the network can actually be built and tested. It 
follows that, if the original network of Fig. 1 5-2 1 a were actually an analog of 
some mechanical resonant system, we could have scaled this analog in both 
magnitude and frequency in order to achieve a network which we might con
struct in the laboratory; tests that are expensive or inconvenient to run on the 
mechanical system could then be made on the scaled electrical system, and the 
results should then be "unscaled" and converted into mechanical units to com
plete the analysis. 

The effect of magnitude scaling or frequency scaling on the pole-zero constei-
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lation of an impedance is not very difficult to ascertain ,  but its determination 
offers such an excellent opportunity to review the meaning and significance of 
a pole-zero plot in the s plane that it is called for in one of the drill problems 
below. 

An impedance which is given as a function of s may also be scaled in magni
tude or frequency, and this may be clone without any knowledge of the specific 
elements out of which the two-terminal network is composed. ln order to 
scale Z(s) in magnitude, the definition of magnitude scaling shows that it is only 
necessary to multiply Z(s) by Km in order to obtain the magnitude-scaled im
pedance. Thus, the impedance of the parallel resonant circuit shown in Fig. 
1 5- 2 l a  is 

or 

Z(s) - s - 2s2 + 0.2s + 2 

Z(s) = 0.5 s 
(s + 0.05 + J 0.999)(s + 0.05 - J 0.999) 

The impedance Z'(s) of the magnitude-scaled network is 

Z'(s) = KmZ(s) 
and, therefore, 

Z'(s) = l OOO (s + 0.05 + J 0.999�(s + 0.05 - J 0.999) 

If  Z'(s) is now to be scaled in frequency by a factor of 5 X 1 06, then Z"(s) and 
Z'(s) are to provide identical values of impedance if Z"(�) is evaluated at a fre
quency Kr times that at which Z'(s) is evaluated . After some careful cerebral 
activity, this conclusion may be stated concisely in functional notation : 

Z"(k;) = Z'(s) 

Remember that the correspondence results when a larger value of s is used in Z" 
(assuming that Kr > 1 ) . ln other words, we obtain Z"(s) by replacing every s 
in Z'(s) by s/ Kr. The analytic expression for the impedance of the network 
shown in Fig. 1 5-23a must therefore be 

,, s/(5 X 1 06) 
z (s) = l OOO 

[s/(5 X 1 06) + 0.05 + J 0.999J [s/(5 X 1 06) + 0.05 - J 0.999) 
or 
Z"(s) = 

5 X 1 Q9 s 
(s + 0.25 X 1 06 + ) 4.994 X 1 Q6)(s + 0.25 X 1 06 + ) 4.994 X 1 06) 

Drill Problems 

1 5-2 1 Find the input impedance at resonance and the bandwidth of a 
series resonant circuit consisting of a 1 0-ohm resistor, a 1 0-henry in-
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ductor, and a 0. 1 -farad capacitor after this given network is : (a) scaled 
in frequency by a factor of 1 0 ;  (b) scaled in magnitude by a factor of 
1 0 ;  (e) scaled in magnitude and frequency by factors of 1 0. 
Ans. 1 00 ohms, 1 radian/sec ; 1 0  ohms, 1 0  radians/sec ; 1 00 ohms, 10  

radians/ sec 

15-22 A given parallel resonant circuit has an impedance of 60 ohms at 
resonance, a Qp of 1 2 , and a bandwidth of 8 radians/sec. De
termine the new Qo and new capacitance if the circuit is : (a) scaled in 
magnitude by a factor of 2 ;  (b) scaled in frequency by a factor of 2 ;  (e) 
scaled in magnitude and frequency by factors of 2 . 

Ans. 1 2 , 520 µ.f; 1 2 , 1 040 µ.f; 1 2 , 1 040 µ.f 

1 5-23 One of the zeros of an impedance is located at si = - 2 + j 6. 
Determine the location of this zero if the impedance is : (a) scaled in 
magnitude by a factor of 2 ;  (b) scaled in frequency by a factor of 2 ;  
(e) scaled in  magnitude and frequency by  factors of 2 .  
Ans. - 4 + j 1 2 radians/sec;  - 4 + j 1 2 radians/sec ; - 2  + j6 

radians/sec 

15-24 Given an admittance Y(s) = (2s2 + 8s + 4)/(3s + 2) ,  write the 
analytical form for this admittance after the impedance has been :  (a) 
scaled in frequency by a factor of 2 ;  (b) scaled in magnitude by a factor 
of 2 ;  (e) scaled in magnitude and frequency by factors of 2 .  

s2 + 4s + 2 h 0.5s2 + 4s + 4 h 0.25s2 + 2s + 2 h Ans. m os ; m os ; m os 3s + 2 1 .5s + 2 1 .5s + 2 

Prob"lems 
Prepare a useful table in which both the impedance locus and admittance 
locus are shown for each of the six networks described below. On each 
locus indicate w = O, w = oo ,  the direction of traversal as w increases, and 
for the first four networks the point and value of w at which the immittance 
phase angle is ±45 º .  For the last two networks, loca te wi ,  w2 , and wo. 
(a) The series combination of Ri and Li .  (b) The series combination of Ri 
and Ci . (e) The parallel combination of Ri and Li .  (d) The parallel 
combination of Ri and Ci . •(e) The series combination of Ri, Li, and Ci. 
•(f) The parallel combination of Ri, Li ,  and Ci . 

•2 (a) Draw the impedance locus for an impedance which has a single zero on the 
negative a axis (and, of course, a pole at s = oo ). (b) Repeat for a pole on 
the negative a axis. 

3 Prove that any circle in the Z plane with its center on the real axis maps 
into a circle in the Y plane with center on the real axis, and vice versa. 
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One method of proving this statement involves writing the equation of a 
general circle in the Z plane which is centered on the r axis, expressing r 
and x as functions of g and b, substituting these expressions into the equa
tion of the circle, and simplifying the resultant expression until the desired 
equation of a circle in the Y plane is apparent. 

4 Prove that a vertical straight line in the Z plane will map into a circle in 
the Y plane, centered on the real axis and passing through the origin. One 
method of proof proceeds as follows : Let r = a ; show that r = g/(g2 + b2) 
and then that (g - l /2a)2 + b2 = ( l /2a)2 . 

5 Draw the impedance locus for each network shown in Fig. 1 5-24. 
•6 Draw the admittance locus for each network shown in Fig. 1 5-25. 

7 Draw the impedance locus for the network shown in Fig. 1 5-26a. 
•8 Find the admittance locus for the network shown in Fig. 1 5 -26b, and use 

the locus to determine the resonant frequency (ang Y = O º ,  O <  wo < oo) .  
9 (a) For the circuit shown in Fig. 1 5-26c, draw the locus of the impedance 

seen by the source. Identify the more interesting frequencies. (b) Draw 
the exact dual of this circuit. (e) For this dual circuit, draw the locus of 
the impedance seen by the source. 

10 (a) A 2-ohm resistor is in parallel with the series combination of a 4-ohm 
resistor and a 1 0-farad capacitor. Draw the locus of the admittance offered 
to a current source connected across the 2-ohm resistor. (b) Construct the 
exact dual of this circuit and then draw the locus of the impedance offered 
to the dual of the current source. 

1 1  The pole-zero configuration of an impedance for which Z(O) = 5 is shown 
in Fig. 1 5-27a . (a) Sketch the impedance locus and admittance locus. 

6 íl  

2 f 

(a) 

l ll 

0.2 ll 0.4 h 

(a} 

3 íl  

6 íl  

(b) 

2 n 

6 íl  

(b) 

9 íl  2 h  

3 n 

0.001 f 

Fig. 15-24 See Pr<Jb. 5. 

Fig. 15-25 See Prob. 6. 
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•(b) From the Z locus, determine graphically the maximum value of the 
impedance phase angle. •(e) From the pole-zero constellation, estimate 
the frequency at which this maximum phase angle occurs. 

1 2  The admittance locus o f  a two-element network i s  shown in Fig. 1 5-27b. 
Determine the exact network and draw its impedance locus. 

1 3  Find the Z locus fo r  the network shown i n  Fig. 1 5-28a and the Y locus for 
the network shown in Fig. 1 5-28b. 

1 0  

lo o 
1 0  

10 o 10 f 0.4 h 0.2 h 

(a) (b} (e) 
Fig. I 5-26 (a) See Prob. 7. ( b) See Prob. 8. (e) See Prob. 9. 
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-3 

(a} 

Fig. I5-27 (a) See Prob. II .  (b) See Prob. I2. 

z i
l y - l f 

..l l  f 
1 0  

l h 
l h 

(a) (b) 

(b) 

Y plane 

0.02 li g 

Fig. I5-28 See Prob. I3. 
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•14 The voltage E, is  applied to the series combination of a 2 -ohm resistor, a 
0. 1 -farad capacitor, and a 1 0-henry inductor. Draw the locus of the ratio 
of the resistor voltage to E, ; indicate ali interesting points. 

1 5 Construct the impedance locus for each of the networks shown in Fig. 1 5-29. 
•16 For the network shown in Fig .  1 5- 30a, make an accurate impedance locus; 

from the locus, determine the resonant frequency and the minimum value of 
the impedance magnitude. 

1 7  Sketch the locus of the impedance of the network shown i n  Fig. 1 5- l l a  as 
R varies from zero to infinity. Let w = 2 .  

18  Plot the locus of  E0/E for the network shown in  Fig. 1 5-30b. 
•19 Draw the locus of E0/E for the network shown in Fig. 1 5-3 1 a. 

20 Draw the locus of E0/E for the network shown in Fig. 1 5-3 1 b. 

8 h 5 f! 

100 h l h 

10 f! 10 f! 

100 f! 10 f! 10 f! 

(a) (b) 

Fig. 15"29 See Prob. 15. 
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Fig. 15-30 ( a )  See 
l h 

Prob. 16. ( b) See Prob. 

- 18. 
(a) (b} 

R 2 f! 

I" 2.5 h r e 
Fig. 15-3 1 ( a )  See 

2 1 Prob. 19. ( b) See Prob. 
20. 
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-

Fig. 15-32 See Prob. 22. 

2 1  A black box has two pairs o f  terminais. The voltage E is applied at one 
pair of terminais, and the voltage Eo is measured as a response at the sec
ond pair of terminais. If E0/E = (s2 + 6s + 5 )/ (s + 1 ) , sketch the locus 
of Eo/E. 

•22 A feedback amplifier is shown in block form in Fig. 1 5-32 .  The forward 
gain K is E0/E1, and the gain of the feedback network is {l = E2/Eo. The 
gain of the feedback amplifier is known to be G = Eo/Es = K/( 1 - (JK). 
The theory of feedback amplifiers shows that the amplifier will become 
unstable and oscillate if the locus of (JK encircles the point 1 + j O on the 
complex (JK plane. Plot the (JK loci (called Nyquist diagrams) for 
the amplifiers described below and determine whether or not they 
are stable : 

l Os (a) K = - --, (l = 1 s + 1 
(b) K = (- -5-� 3, (l = 10 s + 1) 

23 An inductor L is in series with an adjustable resistor R. Sketch the loci of 
the impedance and admittance as R is varied from zero to infinity. 

24 A variable resistor R and a variable inductor L are in parallel . Draw the 
locus of the impedance of this parallel combination if: (a) w is the param
eter ; (b) R is the parameter ; (e) L is the parameter. Also construct the 
three corresponding admittance loci. 

25 Repeat Prob. 24 if the variable inductor is replaced with a variable capaci
tor e. 

26 A sinusoidal current source drives the parallel combination of an adjusta
ble capacitor C and the series combination of a 1 0-ohm resistor and a 0.0 1 -
henry inductor. (a) Sketch the Y locus with C a s  parameter. •(b) 
Determine the value of C which will cause the impedance magnitude to be 
a max1mum. 

27 A sinusoidal voltage source drives the parallel combination of a 1 00-µf 
capacitor and the series combination of a 0 . 1 -mh inductor and an adjusta
ble resistor R. Draw the Y locus with R as the parameter at a constant 
frequency of 1 0,000 radians/sec. 

•28 A 3-ohm resistor, a \4-henry inductor, and a \.9-farad capacitor are m 
parallel. Find : (a) wo ; (b) fo ; (e) Qp; (d) a; (e) wd; (f) s2,4. 
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29 A sinusoidal current 2 cos wot amp is applied to the network described in 
Prob. 28. Find : (a) E; (b) IR ; (e) h; (d) Ic; (e) PR; (f ) wL ;  (g) wc; (h) the 
ratio of 1 IL 1  to the magnitude of the source current ;  (i) the ratio of 1 lc 1  to 
the magnitude of the source current. 

•30 ln a parallel resonant circuit find R, L,  and C if: (a) fo = 60 cps, Qp = 
20, R = 1 0  ohms ; (b) C = 0. 0 1  µf, o: = 1 000, Qp = 1 00 ;  (e) Is =  5 amp, 
PRo = 2 watts, Wo = 1 00 joules, Q0 = 5 .  

3 1  The Q of  a parallel RLC network may be  obtained by  applying the defini
tion of Q to the natural response. Assume a high-Q network and a natural 
response of the form e(t) = E0cªt cos wdt. Determine the stored energy at 
t = O and t · 2'1T / wd _:__ 2?T / wo, the time at which e has its first maximum 
after t = O. From these facts, find Qp. 

•32 The source-free response of a parallel RLC network, as displayed on 
an oscilloscope, indicates successive positive maxima of 8 1  and 80 divisions. 
The maxima are separated 1 . 2 µsec. Find Qp. 

33 A microphone connected through an amplifier to a cathode-ray oscillo
scope is placed next to a xylophone. Middle C is struck sharply severa! 
times, and each time the cathode-ray-oscilloscope sweep speed is changed 
and the result photographed. Two such photographs are "shown" in 
Fig. 1 5 -33a and b with time-scale calibrations by 500- and 5-cps sine waves. 
Find wd, a, wo, and Qp. Is the xylophone in tune? 

•34 A resonant circuit loses 1 . 2 per cent of its stored energy every period after 
it has been set into a source-free response . Find Qp. 

35 For the circuit shown in Fig. 1 5 -34a : (a) Find Qo and IL. (b) An r-f am
meter having a resistance of 2 ohms is placed in series with the inductor; 
assume that the currents and voltages throughout the circuit are essentially 
unaltered and find the power input to the ammeter. (e) By what 
percentage does this change the total power drawn by the circuit and the 
Qo? 

•36 Find the bandwidth and upper and lower half-power frequencies for the 
resonant circuit shown in Fig. 1 5-34b. 

37 A microwave cavity is resonant at 9500 me with a Qp of 1 0,000. These 
are typical values for good equipment. Without identifying the ordinate 

Fig. 15-33 See Prob. 33. 
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as current, voltage, impedance, or admittance, draw a response curve for 
this resonant circuit with a maximum value of unity. Locate three points 
of the curve carefully. 

38 A current source 1, is in parallel with a parallel RLC network. (a) Show 
the maximum amplitude of the inductor current is Qi> 1 18 I / y'l - 1 /4(b2 

and that it occurs at wo y'l - 1 /2(b2 radians/sec. (b) Show that the 
maximum capacitor current equals the maximum inductor current, but 
that it occurs at w0/ y'l - 1 /2 Qi>2 radians/sec. 

39 A parallel circuit containing R = 1 ohm, C = 0.2 farad, L = 0.05 henry 
has a 1 0-amp sinusoidal signal applied. Find the maximum magnitude 
of each of the following quantities and the frequency at which that maxi
mum occurs : Z, E, Ia, Ic, and IL. 

•40 ln the circuit shown in Fig. 1 5-35,  find 1 IL 1 - The easy method of solution 
is recommended. 

41  Design a parallel circuit that i s  resonant a t  1 me, with a 1 0-kc bandwidth. 
Assume that the dielectric between the capacitor plates has a total resist
ance of 1 0,000 ohms, and use no additional resistors or lossy elements. 

•42 A parallel resonant circuit has Qi> = 50 at w0 = l Q8 radians/sec ; R = 
1 000 ohms. Let 8y be the angle of the admittance Y = 1 Y 1  f!b:. (a) Find 
WiB ( in radians per second) .  (b) Compute (w - w0)/W!B for w/ 1 06 = 90, 
95,  99, 1 00, 1 0 1 ,  1 05 ,  1 1 0 .  (e) Compute tan 8y for the sarne frequencies. 
( d) Compare the results of parts b and e. Which set of calculations was 
easier? (e) Show that Y = ( 1 /  R) y'l + tan2 8y!Jb: and thus that 

y · � )1 + (
w ��

wº)
2
/tan-1 � 

1 L 

10 µamp i 10' n 0.01 h 100 p f 500 n 15 .92 µ f  159.2 m h  

w : w0 

(a) (b) 

Fig. 15-34 (a) See Prob. 35. ( b) See Prob. 36. 
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Fig. 15-35 See Prob. 40. 10-10 
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ib (l.l) jw = oo 

;0.002 w = 102 
; 0.00 1 W =  101 

W =  100 
0.00 1 t.l 

-;0.001 W =  99 

-;0.002 W =  98 

lw = o  

(a) 

g 
t f 

� 

10 h 

(b} 

Fig. 15-36 (a)  See 
Prob. 46. ( b) See Prob. 
47. 

43 A parallel resonant circuit has fo = 60 cps, Qp = 1 5 ,  R = 500 ohms. 
Use approximate methods to calculate 1 Y 1 and ang Y at 2-cps intervals 
near resonance. Compute only those points for which the approximation 
is reasonably valid, and sketch the resultant curves. 

44 A parallel circuit is composed of Ri,  Li ,  and Ci . A new circuit with Rz, 
Lz, and C2 is to be constructed having different ,  although related, charac
teristics. Find R2, L2 , and C2 in terms of Ri, Li ,  and Ci if: (a) the reso
nant frequency is doubled without changing Qp or the admittance at 
resonance ; (b) Qp is doubled without changing the resonant frequency or 
the admittance at resonance ; (e) the admittance at resonance is doubled 
without changing Qp or the resonant frequency; (d) the resonant frequency 
is doubled without changing Qp or the bandwidth. 

•45 Design a parallel resonant circuit to produce a pure conductance of 25 
µ.mhos at 1 me and an admittance magnitude of 50 µ.mhos at frequencies 
1 O kc above and below 1 me. 

46 The locus of the input admittance of a resonant circuit is shown in 
Fig. 1 5-36a. (a) What is the resonant frequency of this circuit? (b) Find 
Qp. (e) Sketch a suitable three-element network having the given input 
admittance. Give ali element values. 

•47 For the circuit shown in Fig. 1 5-36b, evaluate the exact resonant frequency . 
48 Given R, L, and C in series, find Qp if: (a) R = 2 ohms, L = 1 mh, C = 

1 000 pf; (b) L = 1 00 µ.h, e = 1 00 pf, 03 = 20 kc; (e) Wo = 1 0  radians/sec, 
C = 1 0  farads, R = 0. 1 ohm. 

•49 For each series combination in Prob. 48, find wi and Z at wi. 
50 Given Y(s) = (s + 2) ( s  + 1 0,000)/(s2 + 3s + 1 0,000) : (a) plot the poles 

and zeros of Y on the s plane ; (b) using only the pole-zero plot, determine 
the approximate values of w at which the phase angle of Y (jw) is zero. 
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•• 
<T 

(a) 

(a) 

333 pf 

10 n 

(b) 

e 

Fig. 15-38 (a) See Prob. 53. (b) See Prob. 54. 

Fig. 15-37 (a )  See 
Prob. 51 . ( b) See Prob. 
52. 

(b} 

•51 For the pole-zero configuration shown in Fig. 1 5 -37a :  (a) Does this 
represent the impedance of a series-resonant or a parallel-resonant circuit? 
(b) lf sA,C = - 1 00 ± j  1 0 ,000, find the ratio of Z at a frequency 20 cps 
above resonance to the impedance at resonance. 

52 For the circuit shown in Fig. 1 5-37b, find 1 IL I and 1 EL I . 
•53 Determine R, L, and C in the circuit of Fig. 1 5-38a so that the output cur

rent magnitude is 300 ma and the resonant frequency is 1 06 radians/sec. 
The half-power bandwidth is to be 1 04 radians/sec. 

54 For the circuit shown in Fig. 1 5-38b, the source is at the resonant frequency 
Wo = 1 05 . (a) Find e. (b) Find R. (e) Find z at w = 98,500 radians/sec. 

•55 A series-resonant circuit is resonant at 1 000 cps with a Qp of 2000 (this is 
physically possible only if positive feedback is applied) .  If R = 1 0  ohms, 
find Z at 999.5 cps. 

56 A certain series RLC circuit contains an inductance of 1 henry. The im
pedance has ,a pole at s = O and zeros at s = - 5  ±j 1 00. (a) Determine 
the resistance, the resonant frequency, and the half-power frequencies. 
(b) Draw an accurate sketch of the admittance locus. 

•57 Given a series RLC circuit for which � = 5 radians/sec, Qp = 3 ,  L = 1 henry, 
find e, R, Wi, and W2. 

58 Find the input impedance at a frequency 8.66 radians/sec above resonance 
for the series network : R = 1 000 ohms, L = 1 00 henrys, C = 'h µf. 
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•59 A series ,'LC network has R = 1 00 ohms. The impedance has a pole at 
s = O  and zeros at s = - 1  ± j l O. Find Z(j l l ) .  

60 (a) By applying the definition of Q to a series RL and a series RC network, 
show that Q, = 1 X, 1  / R,. (b) Show that Qp = Rp/ 1 XP 1 for a parallel RL 
or RC network. 

61  For each of the  series combinations and operating frequencies shown in 
Fig. 1 5-39 : •(a) find Qp; (b) find the equivalent parallel combination; 
(e) state whether or not the two representations are reasonably equivalent 
in the vicinity of the operating frequency. 

62 For each resonant Circuit shown in Fig. 1 5-40, determine whether or not 
a simpler equivalent circuit will be valid near resonance and, if so, find the 
Qp of the resultant resonant circuit. 

Fig. 15-39 See Prob. 61. 

Fig. 15-40 See Probs. 62 and 63. 
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Fig. 15-41 (a) See Prob. 65. 
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Fig. 15-43 See Probs. 
68, 69, 70, and 71 . 

63 For the circuit of Fig. 1 5-40e, sketch the magnitude of the voltage across 
the source versus w, 9500 s; w s; 1 0,500. 18 = 1 ma. 

64 A physical inductor represented by L and RL in series has a high Q, Qi>L· 
A physical capacitor represented by C and Rc in parallel also has a high 
Q, Qiic. These two physical elements are connected in series. Show that 
Qp for the resultant series circuit is Qp = QiiLQiic!( QiiL + Qiic) .  

•65 For the circuit shown in Fig. 1 5-4 l a, determine : (a) the approximate reso
nant frequency and (b) the effective Qp. 

66 The network shown in Fig.  1 5-4 l b  has some surprising characteristics. 
Find Z(s) . What is the bandwidth? 
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•67 The basic circuit of a vacuum-tube radio-frequency amplifier is shown in 
Fig. 1 5 -42a. ln Fig. 1 5-42b the pentode has been replaced by its Norton 
equivalent circuit (valid only for relatively small voltages and currents) . 
Find E0u1/E;0 at resonance, and determine the half-power bandwidth (over 
which 1 Eout/E;n 1 2 O. 707 times its resonant value ) .  

68 Find the bandwidth of the network shown in Fig. 1 5-43a. 
69 For each network shown in Fig. 1 5-43, it is desired that the impedance be 

increased by a factor of 20 at ali frequencies. Determine the new element 
values in :  •(a) Fig. 1 5-43a and (b) Fig. 1 5-43b. 

70 For each network shown in Fig. 1 5 -43, it is desired that the sarne imped
ance be obtained at a frequency 1 00 times greater. Determine the new 
element values in : •(a) Fig. 1 5-43a and (b) Fig. 1 5 -43b. 

7 1  For each network shown i n  Fig. 1 5-43, i t  i s  desired that a n  impedance 50 
times as large be obtained at a frequency 20 times greater. Determine the 
new element values in : •(a) Fig. 1 5 -43a and (b) Fig. 1 5-43b. 

72 For each Z(s) given below : (a) scale Z(5) in magnitude by a factor of 20; 
(b) scale Z(5) in frequency by a factor of 1 0 ;  (e) scale Z(5 )  to obtain an 
impedance 50 times greater at a frequency 20 times greater. 

Z1(5) = 5 + 1 Z2(5) = 1 Q52 + 705 + 60 
52 + 45 

Z3(5) = 53 + 652 + 1 05 
52 + 35 + 5 

73 A voltage source E is connected in series with a 4-ohm resistor and 
the parallel combination of a 1 -ohm resistor and a 0 . 1 -farad capacitor; 
the voltage E0 is across the capacitor. (a) Determine Eo/E as a function 
of s. (b) If each element now has its impedance scaled by a factor of 5 in 
magnitude, find Eo/E. (e) If each element of the original network now 
has its impedance scaled in frequency by a factor of 1 0, find Eo/E. (d) Do 
the scaling operations of parts b and e result in scaling Eo/E by factors of 
5 and 1 0  in magnitude and frequency, respectively? 
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Chapter 16 Magnetically Coupled Circuits 

16- 1  INTRODUCTION 

Severa! hundred pages ago the inductor was introduced as a circuit element and 
defined in terms of the voltage across it and the time rate of change of the cur
rent through it. Strictly speaking, our definition was of "self-inductance," but, 
loosely speaking, "inductance" is the commonly used term . Now we need to 
consider mutual inductance, a property which is associated mutually with two 
or more coils which are physically dose together. A circuit element called the 
"mutual inductor" does not exist ; furthermore, mutual inductance is not a 
property which is associated with a single pair of terminais, but instead is de
fined in terms of two pairs of terminais. 

Mutual inductance results through the presence of a common magnetic flux 
which l inks two coils. It may be defined in terms of this common magnetic 
flux, just as we might have defined self-inductance in terms of the magnetic flux 
about the single coil .  However, we have agreed to confine our attention to cir
cuit concepts , and such quantities as magnetic flux and flux linkages are men
tioned only in passing; we cannot define these quantities easily or accurately 
at this time, and we must accept them as nebulous concepts which are useful in 
establishing some background only. 

The physical device whose operation is based inherentiy on mutual induct
ance is the transformer. The 60-cps power systems use many transformers, 
ranging in size from the dimensions of a living room to those of the living-room 
wastebasket. They are used to change the magnitude of the voltage, increasing 
it for more economical transmission, and then decreasing it for safer operation 
of home or industrial electrical equipment. Most radios contain one or more 
transformers, as do television receivers, audio systems, some telephones, automo
biles, and electrified railroads (Pennsylvania and Lionel both) .  

We must next define mutual inductance and study the methods whereby its 
effects are included in the circuit equations. We shall conclude with a study of 
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the important characteristics of an air-core transformer and an important ap
proximation to a good iron-core transformer which is known as an ideal trans
former. A more detailed analysis of the general iron-core transformer may be 
undertaken in a subsequent course. 

16-2 MUTUAL INDUCTANCE 

When we defined inductance, we did so by specifying the relationship between 
the terminal voltage and current, 

e(t) = L di(t) dt 

We did learn, however, that the physical basis for such a current-voltage char
acteristic rests upon ( 1 )  the production of a magnetic flux by a current, the flux 
being proportional to the current in linear inductors ; and (2 )  the production of 
a voltage by the time-varying magnetic field, the voltage being proportional to 
the time rate of change of the magnetic field or the magnetic flux. The pro
portionality between voltage and time rate of change of current thus becomes 
evident. 

Mutual inductance results from a slight extension of this sarne argument. A 
current flowing in one coil establishes a magnetic flux about that coil and also 
about a second coil which is in its vicinity ; the time-varying flux surrounding 
the second coil produces a voltage across the terminais of this second coil ; this 
voltage is proportional to the time rate of change of the current flowing through 
the first coil . Figure 1 6- 1  a shows a sim pie model of two coils Li and L2 suf
ficiently dose together that the flux produced by a current ii(I) flowing through 
Li establishes an open-circuit voltage e2 (t) across the terminais of L2 . Without 
considering the proper algebraic sign for the relationship, we define the coeffi
cient of mutual inductance, or simply mutual inductance M2i , 

( ) M dii(t) e2 t = 2i -dt ( 1 6- 1 )  

Fig. 16-1 (a) A current ii a t  L i  produces a n  open-circuit voltage e2 a t  L2. 
( b) A current i2 at L2 produces an open-circuit voltage ei at Li. 

L, L, r r L ,  L ,  

(a) (b) 



483 Magnetically Coupled Circuii.. 

The order of the subscripts on Mzi indicates that a voltage response is produced 
at Lz by a current source at Li .  If the system is reversed, as indicated in 
Fig. 1 6- 1  b, and a voltage response is produced at Li by a current source at L2, 
then we have 

( )  M dz2(t) ei t = iz -dt ( 1 6-2) 

Two coefficients of mutual inductance are not necessary, however; we shall use 
energy relationships a little later to prove that M12 and Mzi are equal. Thus, 
Mi2 = M21 = M. The existence of mutual coupling between two coils is 
indicated by a double-headed arrow, as shown in Fig. 1 6- l a  and b. 

Mutual inductance is measured in henrys and, like resistance, inductance, and 
capacitance, is always positive. 1 The voltage M di/dt, however, may appear 
as either a positive or a negative quantity in the sarne way that e = - zR 
is useful. 

The inductor is a two-terminal element, and we are able to use the passive 
sign convention in order to select the correct sign for the voltage L di/ dt, jwLI, 
or sLI. If the current enters the terminal at which the voltage arrowhead is 
located, then the positive sign is used. Mutual inductance, however, cannot be 
treated in exactly the sarne way because four terminais are involved. The 
choice of a correct sign is established by use of one of severa! possibilities which 
include the "dot convention," or an extension of the dot convention which in
volves the use of a larger variety of special symbols, or by an examination of 
the particular way in which each coil is wound. We shall use the dot conven
tion and merely look briefly at the physical construction of the coils ; the use of 
other special symbols is not necessary when only two coils are coupled. 

The dot convention makes use of a large dot placed at one end of each of the 
two coils �hich are mutually coupled. A current entering the dotted terminal 
of one coil produces an open-circuit voltage between the terminais of the second 
coil which is sensed in the direction indicated by a voltage arrowhead at the 
dotted terminal of this second coil. Thus, in Fig. l 6-2a, ii enters the dotted 
terminal of Li, e2 is sensed by a voltage arrowhead at the dotted terminal of 
L2, and thus e2 = M dii/ dt. We have found previously that it is often not pos
sible to select voltages or currents throughout a circuit so that the passive sign 
convention is everywhere satisfied ; the sarne situation arises with mutual 
coupling. For example, it may be more convenient to represent ez by a voltage 
arrowhead at the undotted terminal, as shown in Fig. 1 6-2b :  then ez = 
- M  dii/ dt. Currents which enter the dotted terminal are also not always avail
able, as indicated by Fig. 1 6-2c and d. Such a current provides a voltage which 
is positive at the undotted terminal of the second coil . 

We have as yet considered only a mutual voltage present across an open
circuited coil. ln general, a nonzero current will be flowing in each of the two coils, 
and a mutual voltage will be produced in each coil because of the current ftow-
1 Mutual inductance is not universally assumed to be positive. lt is particularly convenient to allow 

it to "carry its own sign" when three or more coils are involved and each coil interacts with each other 

coil. We shall restrict our attention to the more important sim pie case of two coils. 
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i , i , 

L , L, 1 " e, = Mdt L ,  L , 1 M, 

e, = -M dt 

(a) (b) 

i ,  i l-

L , L,  
r ... e, = -Mdt L, L, 

r .. . e, = Mdt 

(e) (d) 

Fig. 16-2 Current entering the dotted terminal of one coil produces a volt
age which is sensed positively at lhe dotted terminal of the second coil. Cur
rent entering the undotted terminal of one coil produces a voltage which is 
sensed positively at the undotted terminal of the second coil. 

Fig. 16-3 (a) Since lhe pairs ei ,  ii and e2 ,  i2 each satisfy the passive sign 
convention, the voltages of selj-induction are both positive; since ii and i2 each 
enter dotted terminals, and since ei and e2 are bo th positively sensed at the 
dotted terminals, lhe voltages of mutual induction are also both positive. 
( b) Since the pairs ei ,  ii and e2 ,  i2 are not sensed according to the passive 
sign convention, lhe voltages of self induction are both negative; since i1 enters 
the dotted terminal  and e2 is positively sensed at the dotted term inal, the 
mutual term of e2 is positive; and since i2 enters the undotted terminal and e1 
is positively sensed at lhe undotted terminal, the mutual term oJ e1 is also 
positive. 

i ,  i , i , i , 

"i • 

}· L , L , 

(a) (b) 
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ing in the other coi l .  This mutual voltage is present independently of any voltage ef 
selj-induction. ln other words, the voltage across the terminais of L1 will be com
posed of two terms L1 dii/ dt and M di2/ dt, each carrying a sign depending on 
the current directions, the assumed voltage sense, and the placement of the two 
dots. ln the portion of a circuit drawn in Fig. 1 6-3a ,  currents i1 and i2

. 

are shown, each arbitrarily assumed entering the dotted terminal. The voltage 
across L1 is thus composed of two parts, 

L di1 M di2 e1 = i - + -dt dt 

as is the voltage across L2 , 

L di2 Mdi1 e2 = 2 - + -
dt dt 

ln  Fig. 1 6-3b the currents and voltages are not selected with the object of obtain
ing ali positive terms for e1 and e2 . By inspecting only the arrows representing i1 
and e 1 ,  it i s  apparent that the passive sign convention i s  not  satisfied and the 
sign of L1 dii / dt must therefore be negative. An identical conclusion is reached 
for the term L2 did dt. The mutual term of e2 is signed by inspecting the direction 
of i1 and e2 ; since i1 enters the dotted terminal and e2 is positive at the dotted 
terminal, the sign of M dii /  dt must be positive. Finally, i2 enters the undotted ter
minal of L2 and e1 is positive at the undotted terminal of L1 ;  hence, the mutual 
portion of e1, M di2f dt, must also be positive. Thus, we have 

L di1 M di2 CJ = - I dt  + dt L di2 M di1 e2 = - 2 - + -dt dt 

The sarne considerations lead to identical choices of signs for excitation at a 
complex frequency s ,  

or at a real frequency s = JW, 

Before we apply the dot convention to the analysis of a numerical example, we 
can gain a more complete understanding of the dot symbolism by looking at the 
physical basis for the convention. The meaning of the dots is now interpreted 
in terms of magnetic ftux. Two coils are shown wound on a cylindrical form in 
Fig. 1 6-4, and the direction of each winding is evident . Let us assume that the 
current i1 is positive and increasing with time. The magnetic flux that i1 pro
duces within the form has a direction which may be found by the right-hand 
rule : when the right hand is wrapped around the coil with the fingers pointing 
in the direction of current flow, the thumb indicates the direction of the ftux 
within the coil. Thus i1 produces a ftux which is directed downward ; since i1 
is increasing with time, the flux, which is proportional to i 1 , is also increasing 
with time. Turning now to the second coil, let us also think of i2 as positive and 
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i, Fig. 16-4 The physical construction 
ef two mutually coupled coils is shown. 
From a consideration of the direction 
ef magnetic flux produced by each coil, 
it is shown that dois may be placed 
either on the upper terminal of each 
coil or on lhe lower terminal of each 
co il. 

increasing; the application of the right-hand rule shows that i2 also produces a 
magnetic flux which is directed downward and is increasing. ln other words, 
the assumed currents i1 and i2 produce additive fluxes . 

The voltage across the terminais of any coil results from the time rate of 
change of the flux linking that coil. The voltage across the terminais of the first 
coil is therefore greater with i2 flowing than it would be if i2 were zero. Thus 
i2 induces a voltage in the first coil which has the sarne sense as the self-induced 
voltage in that coil .  The sign of the self-induced voltage is known from the 
passive sign convention, and the sign of the mutual voltage is thus obtained. 

The dot convention merely enables us to suppress the physical construction of 
the coils by placing a dot at one terminal of each coil such that currents enter
ing dot-marked terminais produce additive fluxes. It is apparent that there are 
always two possible locations for the dots, because both dots may always be 
moved to the other ends of the coils and additive fluxes will still result. 

The alternative method of selecting the correct signs for the mutual terms 
therefore consists of first noting whether or not both currents enter dot-marked 
terminais. If they do, then the sign of the mutual voltage at each coil is the 
sarne as the sign of the self-induced voltage at that sarne coil . The sarne result 
occurs if both currents leave dot-marked terminais. However, if neither of these 
conditions occurs, then subtractive fluxes result and the sign of the mutual volt
age at each coil is the opposite of the sign of the self-induced voltage at 
that sarne coil . 

ln the example of Fig. 1 6-3b, the currents do not both enter either the dotted 
or undotted terminais, and the signs of the mutual terms must be the opposite 
of the signs of the self-induced terms. The passive sign convention indicates 
that both of the self-induced voltages carry negative signs, and thus both of the 
mutual voltages are positive. This agrees with the previous set of equations 
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obtained for this circuit ;  either method may be used to find the correct signs for 
the M di/ dt terms. 

Let us now apply these methods to the analysis of the circuit outlined in Fig. 
1 6-5 .  We desire the ratio of the output voltage across the 400-ohm resistor to 
the source voltage .  Two conventional mesh currents are establislied, and 
Kirchhoff's voltage law must next be applied to each mesh. ln the left mesh, 
the sign of the mutual term may be determined, for example, by applying the 
dot convention directly. Since 12 leaves the dot-marked terminal of L2 , the 
mutual voltage across Li must have the arrowhead at the undotted terminal. 
Thus, 

11 ( 1 + j 1 0) - j 9012 = 1 0  
For variety, the sign of the mutual term in the second mesh may be determined by 
another method. Since 11 enters the dot-marked terminal while 12 leaves the dot
marked terminal, the mutual term in each mesh must have the opposite sign from 
the self-inductance term. Thus, we may write 

12(400 + j 1 000) - j 9011 = o 
The two equations may be solved by determinants (or a simple elimination of l1) ,  

1
1 + j lO 1 0 1 

1 -j 90 o 
2 -- 1 1 + j 1 0  -j 90 

1 -j90 400 + j 1 000 
and 12 = 0. 1 725/ - 1 6 .7 º 
and thus 

or 

E2 400(0. 1 725/- 1 6. 7 º )  
Ei 1 0  

E2 = 6.90/ - 16 . 7 º  
Ei 

The output voltage is greater in magnitude than the input voltage, and thus 
a voltage gain is possible with mutual coupling just as it is in a resonant circuit. 
The voltage gain available in this circuit, however, is present over a relatively 
wide range of frequency;  in a moderately high Q resonant circuit, the voltage 
step-up is proportional to the Q and occurs only over a range of frequency which 

1 íl 

f:\. 
Jl h ·0 • • 

100 h 

�· ""J 
Fig. 16-5 A circuit con
taining mutual inductance 
in which the voltage 
ratio E2/E1 is desired. 
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Fig. 16-6 A pole-;::,ero plot of lhe transfer 
fanction .E2/E1 for lhe circuit shown in 
Fig. 16-5. The plot is useful in showing 
that the magnitude of the transfer function 
is relatively large from w = 1 or 2 to 
w = 1 5  or 20. 

)( 
-25.5 

iw 

f ) 

is inversely proportional to Q. Let us see if this point can be made clear by 
reference to the complex plane. 

We may find I2(s) for this particular circuit, 

1 1  + s E1 1 
I2 (s) = - 9s O 

1 1  + s - 9s 1 
- 9s 400 + l OOs 

9sE1 
l 9s2 + 500s + 400 

and thus obtain the ratio of output to input voltage as a function of s, 
E2 3600s = 1 89_5 s 
E1 1 9s2 + 500s + 400 (s + 0.826)(s + 25 .5) 

The pole-zero plot of this transfer function is  shown in Fig. 1 6-6. The location 
of the pole at s = - 25 . 5  is distorted in order to show both poles clearly ;  the 

l�I 
7 

6 

5 

4 

3 

2 

Fig. 16-7. The voltage gain 1 E2/E1 1 of the circuit shown in Fig. 16-5 is 
plotted as a function of w. The voltage gain is greater than 5 from about 
w = 0.75 to about w = 28. 

o llf!'���it--�-+---1--,_.-+-o-+---!--+--.+---+-..... +--.... • o 2 4 8 12 16 20 24 28 30 w 
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ratio of the distances of the two poles from the origin is actually about 30 : 1 .  An 
inspection of this plot shows that the transfer function is zero at zero frequency 
but that as soon as w is greater than, say, 1 or 2 the ratio of the distances from 
the zero and the pole nearer the origin is essentially unity. Thus the voltage 
gain is affected only by the distant pole on the negative a axis, and this distance 
does not increase appreciably until w approaches 1 5  or 20. 

These tentative conclusions are verified by the response curve of Fig. 1 6-7 ,  
which shows that the magnitude of the voltage gain is greater than O. 707 of its 
maximum value from w = O. 78 to w = 26. 

The circuit is still passive, except for the voltage source, and the voltage gain 
must not be mistakenly interpreted as a power gain. At w = 1 0, the voltage 
gain is 6.90, but the ideal voltage source, possessing a voltage of 1 0  volts, delivers a 
total power of 8.08 watts of which only 5 .95 watts reaches the 400-ohm resistor. 
The ratio of the output power to the source power, which we may define as the 
power gain, is thus 0. 7 3 7 .  

Let u s  consider briefiy one additional example, illustrated in  Fig. 1 6-8. The 
circuit contains three meshes, and three mesh currents are assigned. Applying 
Kirchhoff 's voltage law to the first mesh, a positive sign for the mutual term is 
assured by selecting (Ia - I2) as the current through the second coil. Thus, 

or 
5I1 + 7s(I1 - 12) + 2s(Ia - I2) = E1 

(5 + 7s)I1 - 9sI2 + 2sla = E1 ( 1 6-3) 

The second mesh requires two self-inductance terms and two mutual-inductance 
terms ; the equation cannot be written carelessly. We obtain 

1 7s(I2 - I1) + 2s(I2 - Ia) + - I2 + 6s(l2 - Ia) + 2s(l2 - 11) = O s 

or - 9sl1 + � 7s + f) I2 - 8sla = O  

Finally, for the third mesh 

or 

6s(Ia - 12) + 2s(I1 - 12) + 3Ia = O 

2sI1 - 8sl2 + (3 + 6s)Ia = O 

( 1 6-4) 

( 1 6-5) 

Equations ( 1 6-3) to ( 1 6-5) may be solved by any of the conventional methods. 

M = 2 h 

Fig. 16-8 A three-mesh 
circuit involving mutual 
coupling. 
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Fig. 16-9. See Drill Probs. 16-2 and 
16-3. 

Drill Problems 

1, 

100 o 

16- 1 ln the circuit shown in Fig. 1 6-3a, assume that L1 = 1 0  henrys, 
L2 = l henry, and M = 3 henrys. (a) If is1 = 0.4 cos 60t amp is a 
current source applied to the left terminal pair, and the right terminal 
pair is left open-circuited, find . e2 . (b) Find e1 . (e) Now assume that a 
voltage source e81 = 200 sin 60t volts is applied at the left terminal 
pair. Find e2oc· 

Ans. - 240 sin 60t volts ; 60 sin 60t volts ; - 72 sin 60t volts 

16-2 ln the circuit shown in Fig. 1 6-9, the forced response is desired 
for an exponential forcing function i1 ( t ) = 0.2c101 amp. Find: 
(a) /,,; (b) ly ;  (e) 12 . 

Ans. - 0.0609 amp; 0.26 1 amp ;  - 0.348 amp 

16-3 ln the circuit shown in Fig. 1 6-9, change the capacitor to l farad 
and the resistor to 3 ohms. After finding the Z;n(s) offered to the cur
rent source, determine the numerical values of the three poles of this 
impedance. 

Ans. - 1 ;  - 1  + jVZ; - 1  - jvz 

16-4 ln the circuit shown in Fig. 1 6- 1 0, mutual coupling exists only 
between the 2- and 3-henry inductors. Three branch currents are as
sumed. Write the Kirchhoff voltage equation for each mesh directly 
in terms of these branch currents. 

Ans. (2s + 5/s)l1 - sl2 - sla = E1 ; - sl1 - 2sl2 + (4 + 3s)Ia = O; 
- sl1 + 8sl2 - 2sla = O  

Fig. 16-IO See Drill Prob. 16-4. 

3 h 4 o 
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16-3 ENERGY CONSIDERATIONS 

Let us now consider the energy stored in a pair of mutually coupled inductors. 
The results will be useful in severa! different ways. We shall first justify our as
sumption that M12 = M21 , and we may then determine the maximum possible 
value of the mutual inductance between two given inductors . Finally, we shall 
provide ourselves with a basis from which it is possible to establish the initial 
conditions in magnetically coupled circuits, although we shall consider only the 
more elementary cases. 

A pair of coupled coils is shown in Fig. 1 6-3a with currents, voltages, and 
polarity dots indicated . Let us first show that reciprocity is valid, or that 
M12 = M21 .  ln order to do so, we shall begin by letting ali currents and volt
ages be zero, thus establishing zero initial energy storage in the network. We 
first open-circuit the right terminal pair and increase i1 from zero to some con
stant value /i .  The power entering the network from the left at any instant is 

. L di1 . e1 11 = 1 dt 11 

and that entering from the right is 
e2i2 = O 

since i2 = O . 

The energy stored within the network when i1 = /1 is thus 

lo' 1 eli1 dt = fo1 1 Lli1 di1 = 1/2L1/12 

We now hold i1 constant, i1 = /i, and let i2 change from zero to some constant 
value /2 . The energy delivered from the right source is thus 

(' 2 e2i2 dt = (1 2 L2i2 di2 = 1!2L2l22 lt 1  Jo 
However, even though the value of i1 remains constant, the left source also 
delivers energy to the network during this time interval, 

f,1 2  . d f,' 2 M di2 . d e1 11 t = 12 - 11 t t 1  t 1  dt 

= M12/1/2 
The total energy stored in the network when both i1 and i2 have reached a con
stant value is 

W1ota1 = 1/2L1/12 + 1!2L2l22 + M12/1/2 
Now we may establish the sarne final currents in this network by allowing the 

currents to reach their final values in the reverse order, that is, first increasing 
i2 from zero to 12 and then holding i2 constant while i1 increases from zero to /1. 
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If the total energy stored is calculated for this experiment, the result is found to 
be 

W1ota1 = 1/2L1f12 + 1!2L2f22 + M21l1!2 
The only difference is the interchange of the mutual inductances M21 and M12. 
The initial and final conditions in the network are the sarne, however, and the 
two values of the stored energy must be identical. Thus, 

Mi2 = M21 = M 
and ( 1 6-6) 

If one current enters a dot-marked terminal while the other leaves a dot
marked terminal, the sign of the mutual energy term is reversed : 

( 1 6-7)  
Although Eqs. ( 1 6-6) and ( 1 6-7 )  were derived by treating the final values of 

the two currents as constants, it is apparent that these "constants" may have 
any value, and the energy expressions correctly represent the energy stored 
when the instantaneous values of ii and i2 are 11 and 12 , respectively. ln  other 
words, lowercase symbols might just as well be used, 

( 1 6-8) 
The only assumption upon which Eq. ( 1 6-8) is based is the logical establishment of 
a zero-energy reference levei when both currents are zero. 

Equation ( 1 6-8) may now be used to establish an upper limit for the value of 
M. Since w(t) represents the energy stored within a passive network, it cannot 
be negative for any values of ii , i2 , Li ,  L2 , or M. Let us assume that i1 and z2 
are either both positive or both negative ; their product is therefore positive. 
From Eq. ( 1 6-8), the only case in which the energy could possibly be negative is 

w = V2L1i12 + 1!2L2i22 - Mi1i2 
which we may write, by completing the square, 

w = V2( -JL;.i1 - yLz.i2)2 + yr;r;;_i1i2 - M11i2 
Now the energy cannot be negative ; the right side of this equation therefore 
cannot be negative. The first term, however, may be as small as zero, and thus 
the sum of the last two terms cannot be negative. Hence, 

yr;r;_ � M 
or ( 1 6-9) 

There is, therefore, an upper limit to the possible magnitude of the mutual 
inductance ; it can be no larger than the geometric mean of the inductances of 
the two coils between which the mutual inductance exists. Although we have 
derived this inequality on the assumption that ii and i2 carried the sarne 
algebraic sign, a similar development is possible if the signs are opposite ; it is 
only necessary to select the positive sign in Eq. ( 1 6-8) .  
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We might also have demonstrated the truth of Eq. ( 1 6-9) from a physical con
sideration of the magnetic coupling ; if we think of z2 as being zero and the cur
rent i1 as establishing the magnetic flux linking both L1 and L2 , it is apparent 
that the flux linking L2 cannot be greater than the flux linking Li ,  which repre
sents the total flux. Qualitatively, then, there is an upper limit to the 
magnitude of the mutual inductance possible between two given inductors. 
For example, if L1 = 1 henry and L2 = 10 henrys, then M ::; 3 . 1 6  henrys. 

The degree to which M approaches its maximum value is exactly described 
by the coefficient of coupling. We define the coejficient oJ coupling, symbolized 
as k, 

( 1 6- 1 0) 

It is evident that 

k < 1 and 

The larger values of the coefficient of coupling are obtained with coils which 
are physically closer, which are wound or oriented to provide a larger common 
magnetic flux, or which are provided with a common path through a material 
which serves to concentrate and localize the magnetic flux (a high-permeability 
material ) .  Coils having a large coefficient of coupling are said to be tightly 
coupled. 

The complete response of a circuit possessing mutual coupling must of course 
be made up of the sum of a forced and a natural response. We are now equipped 
to find the forced response for the more familiar forcing functions, and we shall 
consider this portion of the response in detail for severa! irrteresting circuits in 
the remainder of this chapter. If we can find the forced response, then we cer
tainly can locate the poles or zeros of any immittance function associated with 
the circuit. This knowledge of the pole-zero locations then enables us to estab
lish the functional form of the natural response . The remaining problem, the 
determination of the arbitrary constants through the values of the initial condi
tions in the network, is not as easily resolved with the analytical methods we 
possess. The use of the initial conditions turns out to be much more straight
forward when the operational method of the Laplace transform is employed, 
and this topic is one which should be studied in some subsequent course. 
Rather than make a simple problem appear difficult, we shall therefore largely 
neglect the transient analysis of mutually coupled circuits. Let us consider only 
the single straightforward problem of finding the complete response when a con
stant voltage is suddenly applied to one coil while the second coil is connected 
to a resistive load. 

The circuit to be analyzed is shown in Fig. 1 6- 1 1 ;  the currents i1 and i2 are 
desired. The forced response may be determined readily, for it will have the 
form of the forcing function, that is, a constant times u( t ) . Since neither cur
rent is changing, there can be no mutual voltage. Thus, i2 is flowing in 
a source-free circuit and thisforced response must be zero. The ! O-volt source 
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Fig. 16- 1 1  A circuit containing mutual 
coupling for which lhe complete response is 
desired. 

i , 

present in the first mesh, however, produces a forced response of 5 amp for i1 . 
Thus, 

ilf = 5u(t) i2r = O  

The form of the natural response is now obtained by determining the zeros 
of the impedance offered to the source. After writing the Kirchhoff voltage 
equation about each mesh, 

(2 + 2.5s)l1 + 2sl2 = E1 
2sl1 + (8 + 4s)lz = O 

we determine Zin as the ratio of E1 to 11 , 
4s2 

Zin = 2 + 2 .5s - 8 + 45 

or Zin = 1 .5 (s + �)(s + 4) 
s + 2 

and thus the form of the natural response is established for both i1 and i2 , 
i1n = A 1c2t13 + B1c4t 
i2n = A2c2113 + B2c4t 

The complete responses are therefore 
i1 = 5u(t) + A 1c2tl3 + B1c4t 
i2 = A2c2t13 + B2c4t 

( 1 6- 1 1 )  
( 1 6- 1 2) 

We must next establish the initial values of the two currents and their first 
derivatives from physical considerations. There is no energy stored initially in 
the circuit, and there can be no discontinuous change in the stored energy with
out the presence of an impulse source. Thus, the energy stored remains zero 
at t = o+, and this req uires that both i1 and i2 be zero at t = o+ .  The initial 
values of the two derivatives are most easily found by using the time-domain 
statements of Kirchhoff's voltage law for each mesh : 

. di1 di2 211 + 2 .5 dt + 2 dt = l Ou(t) 

2 
di1 8 . 4 di2 o - + 12 + - = 
dt dt 
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At t = o+, we have 

O + 2.5 dii 
1 

+ 2 diz ' = 1 0  dt o+ dt o+ 

2 dii 1 + 0 + 4 diz / = 0 dt o+ dt o+ 

Solving simultaneously, 
dii \ = 

20 
dt o+ 3 

diz [ 
dt o+

= 1 0  
3 

Taking the derivative of Eqs. ( 1 6- 1 1 )  and ( 1 6- 1 2 ) and evaluating at t = O+, we 
therefore find 

dii 1 
= 

20 
= _ 2A i  

_ 4Bi dt 0+ 3 3 
diz [ = _ 1 0  

= _ 2Az _ 4Bz dt 0+ 3 3 
Since each current is also initially zero, 

These last four equations may be solved easily for the four arbitrary constants. 
When the results are inserted in Eqs. ( 1 6- 1 1 ) and ( 1 6- 1 2 ) ,  we obtain 

i1 = 5u( t) _ 4cZtl3 _ c4t 
iz = _ czt13 + c4t 

The source current is quite similar to the response of the simple RL series 
circuit having a time constant of approximately 4 sec. The value of 4 sec, how
ever, is determined by both resistors, both self-inductances, and the mutual in
ductance The load current is a negative pulse having a maximum magnitude 
of about 0 .6 amp, occurring about 0.5 sec after t = O. 

The principies on which this analysis is based are not difficult to comprehend, 
but one does suffer from fatigue in carrying out the analytical details. The use 
of the operational methods mentioned on page 493 serves to reduce greatly the 
number of trivial steps required, as well as to organize the solution in a more 
systematic fashion. 

Drill Problems 

16-5 Determine the energy stored in the network shown in Fig. 1 6-3b if 
Li = 2 henrys, Lz = 8 henrys, ii = 6 amp, iz = 3 amp, and : (a) k = O; 
(b) k = 0.5 ;  (e) k = 1 .  

Ans. 3 6  joules ; O joules ; 7 2  joules 

1 6-6 Two inductors L i = 0.4 henry and Lz = 0. 1 henry are mutually 
coupled, and a resistor Rz = 5 ohms is connected across Lz . Determine 
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the impedance offered at the terminais of L1 at w = 50 if: (a) k = O ; (b) 
k = 0.5 ; (c) k = 1 .  

Ans. 2 .5 + j 1 7 .5 ohms ; 1 0  + j 1 0  ohms ;j 20 ohms 

16-7 Repeat Drill Prob. 1 6-6 if w = 50,000. 
Ans. 20 + j 0.02 ohms ;j 20,000 ohms ; 5 + j 1 5 ,000 ohms 

16-4 THE AIR-CORE TRANSFORMER 

We are now ready to apply our knowledge of magnetic coupling to an analyti
cal description of the performance of two specific practical <levices, each of 
which may be represented by a model containing mutual inductance. Both of 
the <levices are transformers, a term which we may define as a network contain
ing two or more coils which are deliberately coupled magnetically. ln this sec
tion we shall consider the air-core transformer, which is, even in practice, a 
linear <levice finding its greatest application at radio frequencies, or higher 
frequencies. ln the following section we shall consider the ideal transformer, 
which is an idealized model of a physical transformer that does not have an air 
core, but rather has a core made of some magnetic material, usually iron alloy. 

ln Fig. 1 6- 1 2  there is shown a transformer with two mesh currents identified. 
The first mesh, usually containing the source, is called the primary, while the 
second mesh, usually containing the load, is known as the secondary. The in
ductors L1 and Lz are also referred to as the primary and secondary, respectively, 
of the transformer. We shall assume that the transformer is an air-core trans
former. This merely infers that no magnetic material is employed to cause 
most of the magnetic flux produced by the primary winding to link the second
ary winding. Without such material, it is difficult to achieve a coefficient of 
coupling greater than a few tenths. The two resistors serve to account for the 
resistance of the wire out of which the primary and secondary coils are wound, 
and any other lasses. 

ln most applications, the air-core transformer is used with a tuned, or resonant, 
secondary ; the primary winding is also operated often in a resonant condition 
by replacing the ideal voltage source by a current source in parallel with a large 
resistance and a capacitance. The analysis of such a single-tuned or double-tuned 
circuit is a fairly lengthy process, and we shall not undertake it at this time. lt 
may be pointed out, however, that the secondary response is characterized by 

R ,  R ,  

Fig. 16-12 An air-core 

!) ·,, � transformer containing a 
E,i L , ZL 

) EL source in the primary 
circuit and a load in the 
secondary circuit. 
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the familiar resonance curve for relatively small coefficients of coupling but that 
a greater contrai of the shape of the response curve as a function of frequency 
becomes possible for larger coefficients of coupling. Response curves which 
possess flatter tops and sharper drops on each side may be achieved in the 
double-tuned circuit. 

Let us consider only the input impedance offered at the terminais of the pri
mary circuit. The two mesh equations are 

E, = l 1 (R1 + sL1 ) - l2sM 
O = - l1sM + l2(R2 + sL2 + ZL) 

We may simplify by defining 

Z22 = R2 + sL2 + ZL 
and thus 

Es = l1Z11 - I2sM 
O = - l1sM + l2Z22 

( 1 6- 1 3) 
( 1 6- 1 4) 

( 1 6- 1 5) 
( 1 6- 1 6) 

Solving the second equation for 12 and inserting this in the first equation enables 
us to find the input impedance, 

Zin = E, = Zn - 5
2
M2 11 Z22 

( 1 6- 1 7) 

Before manipulating this expression any further, we can draw severa! exciting 
conclusions. . ln the first place, this result is independent of the location of the 
dots on either winding, for if either dot is moved to the other end of the coil , the 
result is a change in sign of each term involving M in Eqs. ( 1 6- 1 3 ) to ( 1 6- 1 6) .  
This sarne effect could be obtained by replacing M by ( - M ) , and such a 
change cannot affect the input impedance, as Eq. ( 1 6- 1 7 ) demonstrates. We also 
may note in Eq. ( 1 6- 1 7 ) that the input impedance is simply Z11  if the coupling is 
reduced to zero. As the coupling is increased from zero, the input impedance 
differs from Zn by an amount - s2M2/Z22 , termed the refiected impedance. This 
change can be inspected more closely by letting s = jw, 

w2M2 
Zin(jw) = Zu(jw) + R X 22 + ) 22 

and rationalizing the reflected impedance, 

z. _ z w2M2R22 -jw2M2X22 
m - 11  + 

R222+ X222 + R222 + X222 

Since w2M2R22/(R222 + X222) must be positive, it is evident that the presence 
of the secondary increases the lasses in the primary circuit. ln other words, the 
presence of the secondary might be accounted for in the primary circuit by in
creasing the value of Ri .  Moreover, the reactance which the secondary reflects 
into the primary circuit has a sign which is opposite to that of X22, the net re
actance around the secondary loop. This reactance X22 is the sum of wL2 and 
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XL; it is necessarily positive for inductive loads and either positive or negative 
for capacitive loads, depending on the magnitude of the load reactance. 

Let us consider the effects of this refiected reactance and resistance by con
sidering the special case in which both the primary and secondary are identical 
series-resonant circuits. Thus, R1 = R2 = R, L1 = Lz = L, and the load im
pedance ZL is produced by a capacitance e, identical to a capacitance in
serted in series in the primary circuit. The series-resonant frequency of either 
the primary or secondary alone is thus wo = 1 /  yrG. At this resonant fre
quency, the net secondary reactance is zero, the net primary reactance is zero, 
and no reactance is refiected into the primary by the secondary. The input im
pedance is therefore a pure resistance ; a resonant condition is present. At a 
slightly higher frequency, the net primary and secondary reactances are both 
inductive, and the refiected reactance is therefore capacitive. If the magnetic 
coupling is sufficiently large, the input impedance may once again be a pure re
sistance ; another resonant condition is achieved, but at a frequency slightly 
higher than Wo. A similar condition will also occur at a frequency slightly 
below wo. Each circuit alone is capacitive, the refiected reactance is inductive, 
and cancellation may occur. 

Although we are leaping at conclusions, it seems possible that these three 
adjacent resonances, each similar to a series resonance, may permit a relatively 
large primary current to fiow frôm the voltage source. The large primary cur
rent in tum provides a large induced voltage in the secondary circuit, and a 
large secondary current. The secondary current is present over a band of fre
quencies extending from slightly ·below to slightly above w0, and thus a max
imum response is achieved over a wider range of frequencies than is possible in 
a simple resonant circuit. Such a response curve is obviously desirable if the 
primary source is some intelligence signal containing energy distributed through
out a band of frequencies, rather than at a single frequency. Such signals are 
present in a-m and f-m radio, television, telemetry, radar, and ali other com
munication systems. 

It is often convenient to replace a transformer by an equivalent network in 
the form of a T or 7T. If we separa te the primary and secondary resistances from 
the transformer, only the pair of mutually coupled inductors remains, as shown 
in Fig. 1 6- 1 3 .  The differential equations describing this circuit are, once again, 

and 

L 
di1 M di2 

e1 = i - + -dt dt 

M di1 L 
di2 e2 = - +  2 -dt dt 

( 1 6- 1 8) 

( 1 6- 1 9) 

The form of these two equations is familiar and may be easily interpreted in terms 
of mesh analysis. Let us select a clockwise i1 and a counterclockwise i2 so that 
i1 and i2 are exactly identifiable with the currents in Fig. 1 6- 1 3 . The terms 
M diz/dt in Eq. ( 1 6- 1 8) and M dii/dt in Eq. ( 1 6- 1 9) indicate that the two meshes 
must then have a common self-inductance of M henrys. Since the total induct-
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Fig. 16-13 A given traniformer which is 
to be replaced by an equivalent network. 

i ,  

ance around the left mesh is Li ,  a self-inductance of Li - M must be inserted in 
the first mesh, but not in the second mesh. Similarly, a self-inductance of Lz - M 
is required in the second mesh, but not in the first mesh. The resultant equiv
alent network is shown in Fig. 1 6- 1 4 . The equivalence is guaranteed by the 
identical pairs of equations relating ei ,  ii , e2 , and iz for the two networks. 

If either of the dots on the windings of the given transformer is placed on the 
opposite end of its coil, the sign of the mutual terms in Eqs. ( 1 6- 1 8) and ( 1 6- 1 9) 
will be negative. This is analogous to replacing M by - M, and such a 
replacement in the network of Fig. 1 6- 1 4  leads to the correct equivalent for this 
case . 

The inductances in the T equivalent are ali self-inductances ; no mutual in
ductance is present. It is possible that negative values of inductance may be 
obtained for the equivalent circuit, but this is immaterial if our only desire is a 
mathematical analysis ; the actual construction of the equivalent network is of 
course impossible in any form involving a negative inductance. 

The equivalent 7r network is not obtained as easily. We shall solve Eqs. 
( 1 6- 1 8) and ( 1 6- 1 9) for ii and iz by first solving Eq. ( 1 6- 1 9) for di2/dt and sub
stituting the result into Eq. ( 1 6- 1 8) ,  

or 

or 

dii M M2 dii 
ei = Li - + - e2 - - -

dt Lz Lz dt 

dii Lz M 
- = ei - e2 
dt LiL2 - M2 LiL2 - M2 

where f (gamma) is a symbol designating reciprocai inductance. Thus, f = 1 /  L, 

Fig. 16-14 The T equivalent of the 
traniformer shown in Fig. 16-13. 
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and r has the dimension of reciprocai henry (which is officially designated as 
theymeh) .  Here, 

M fi2 = ----LiL2 - M2 

If we now integrate from O to t, we obtain 

ii - ii(O)u( t) = r 11 lo' ei dt - r i2 lo' e2 dt ( 1 6-20) 

We now obtain a similar relationship for i2 by solving Eq. ( 1 6- 1 8) for dii /  dt, sub
stituting into Eq. ( 1 6- 1 9) ,  isolating di2/ dt on the left side of the equation, and in
tegrating from O to t: 

where 

i2 - i2(0)u(t) = - f i2 lo' ei dt + r 22 fo' e2 dt ( 1 6-2 1 )  

Li f22 = LiL2 - M2 

Equations ( 1 6-20) and ( 1 6-2 1 )  may be imerpreted as a pair of nodal equations. 
A step-current source must be installed at each node in order to provide the 
proper initial conditions. Reciprocai inductances obviously combine in parallel 
as do conductanc;es or capacitances, and thus the reciprocai inductance extend
ing between the two nodes is r i2 , that from the first node to the reference node 
is r 11 - r i2, and that from the second node to the reference node is r 22 -
fiz . Evaluating these quantities and expressing them once more as self
inductances, the equivalent 'TT network shown in Fig. 1 6- 1 5  is obtained. No 
magnetic coupling is present, and the initial currents in the three selj-inductances 
are zero. 

We may compensate for a reversai of either dot in the given transformer by 
merely changing the sign of M in the equivalent network. Also, just as we 
found in the equivalent T, negative self-inductances may appear in the equiv
alent network. 

Drill Problems 

16-8 ln the transformer shown in Fig. 1 6- 1 2 , Ri = R2 = l ohm, 
Li = L2 = l henry, k = 0. 1 , and w = 1 0. If we define the ratio ofthe 
magnitude of the input reactance to the input resistance as Q, find Q if ZL 
represents : (a) an open circuit ; (b) a short circuit; (e) a 0.0 1 -farad 
capacitor. 

Ans. 9 .8 ;  1 0 ;  5 

1 6-9 An air-core transformer consists of two mutually coupled in
ductors, each having negligible resistance . . The primary terminais are 
identified as A and B and the secondary terminais as C and D. 
Terminais B and C carry dots. With the secondary open-circuited, the 
impedance measured at the primary terminais is that of a 3-henry 
inductor ; with the secondary short-circuited, the impedance offered at 
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; , 

Fig. 16-15 The '1T network which is equivalent to the traniformer shown in 
Fig. 16-13. 

the primary terminais is that of a 2.9-henry inductor; and with the pri
mary open-circuited, the impedance seen at the secondary terminais is 
that of a 1 0-henry inductor. Find : (a) LAB; (b) Lcv;  (e) M. 

Ans. 1 0  henrys ; 1 henry ; 3 henrys 

16- 10  With reference to the coils described in Drill Prob. 1 6-9 : (a) 
find the inductance offered at terminais C-D if A is connected to B; (b) 
find LAD if B is connected to C; (e) find LAc if B is connected to D. 

Ans. 9.67 henrys ; 1 1  henrys ; 1 5  henrys 

1 6- 1 1  The T quivalent of an air-core transformer contains the three 
inductors, in order from left to right, of 6, l ,  and 7 henrys. Find : (a) 
Li ;  (b) L2 ; (e) M. 

Ans. 8 henrys ; l henry ; 7 henrys 

1 6- 1 2  The '1T equivalent of an air-core transformer contains the three 
inductors, in order from left to right, of 6, l ,  and 7 henrys. Find : (a) 
L i ;  (b) L2 ; (e) M. 

Ans. 3 henrys ; 3 .5 henrys ; 3 .43 henrys 

16-5 THE IDEAL TRANSFORMER 

An ideal transformer is a useful approximation of a very tightly coupled trans
former in which the coefficient of coupling is almost unity and both the primary 
and secondary inductive reactances are extremely large in comparison with the 
terminating impedances. These characteristics are closely approached by most 
well-designed iron-core transformers over a reasonable range of frequencies for 
a reasonable range of terminal impedances. The approximate analysis of a 
circuit containing an iron-core transformer may be achieved very simply by re
placing that transformer by an ideal transformer ; the ideal transformer may be 
thought of as a first-order model of an iron-core transformer. 
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One new concept arises with the ideal transformer, the turns ratio a. The 
self-inductance of either the primary or secondary coil is proportional to 
the square of the number of turns of wire forming the coil. This relationship is 
valid only if ali the flux established by the current flowing in the coil links ali 
the turns. ln order to develop this result logically, it is necessary to utilize 
magnetic-field concepts, a subject which is not included in our discussion of cir
cuit analysis. However, a qualitative argument may suffice. If a current l 
flows through a coil of N turns, then N times the magnetic flux of a single-turn 
coil will be produced. If we think of the N turns as being coincident, then ali 
the flux certainly links ali the turns. As the current and flux change with time, 
a voltage is then induced in each turn which is N times larger than that caused 
by a single-turn coil .  Finally, the voltage induced in the N-turn coil must be N2 
times the single-turn voltage. Thus, the proportionality between inductance 
and the square of the number of turns arises. It follows that 

where 

L2 = N22 = a2 
Li Ni2 

Figure 1 6- 1 6  shows an ideal transformer to which a secondary load and a 
primary source, including a source impedance, are connected. The ideal nature 
of the transformer is established by severa! conventions, the use of the vertical 
lines between the two coils to indicate the iron laminations present in many 
iron-core ·transformers, the unity value of the coupling coefficient, and the pres
ence of the symbol 1 : a, suggesting a turns ratio of N1 to N2. 

Let us analyze this transformer in the sinusoidal steady state in order that we 
may interpret our, assumptions in the simplest context. The two mesh equa
tions are 

E. = l1 (Zg + jwL1 ) - lúwM 
O = - li}wM + h(ZL + jwL2) 

( 1 6-22) 
( 1 6-23) 

Let us first find the input impedance of an ideal transformer. Although we 
shall let the self-inductance of each winding become infinite, the input im
pedance will remain finite. By solving Eq. ( 1 6-23) for 12 and substituting into 
Eq. ( 1 6-22) ,  we obtain 

and 

Since k = 1 ,  M 2 = L1L2, and 
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1: a 
,.-------� 

k = I 

Fig. 1 6- 1 6  A n  ideal 
transformer driven by a 
practical voltage source 
is connected to a general 
load impedance. 

We now must let both L1 and L2 tend to infinity. Their ratio, however, remains 
finite, as specified by the turns ratio. Thus, 

and 

L2 = a2Li 
w2a2L12 

Z;n = Z0 + jwL1 + -----
ZL + jwa2Li 

Now if we let Li become infinite, both of the last two terms in the above ex
pression become infinite, and the result is indeterminate. lt is necessary to first 
combine these two terms, 

or 

jwLiZL - w2a2Li2 + w2a2Li2 
Z;n = Z0 + . 

ZL + JWa2Li 

Z. _ 
z jwLiZL 

m - g + . 
ZL + JWa2Li 

Now as Li becomes infinite, it is apparent that Z;n becomes 

( 1 6-24) 

( 1 6-25) 

( 1 6-26) 

This result has some interesting implications, and at least one of them appears 
to contradict one of the characteristics of the air-core transformer. It should 
not, of course, since the air-core transformer represents the more general case. 
The input impedance of the ideal transformer is the series combination of the 
generator impedance and an impedance which is proportional to the load im
pedance , the proportionality constant being the reciprocai of the square of the 
turns ratio. ln other words, if the load impedance is a capacitive impedance, 
then the input impedance is the generator impedance plus a capacitive im
pedance. ln the air-core transformer, however, the reftected impedance 
suffered a sign change in its reactive part ; a capacitive load led to an inductive 
contribution to the input impedance . The explanation of this occurrence is 
achieved by first realizing that Zd a2 is not the reftected impedance, although it 
is often loosely called by that name. The true reftected impedance is infinite in 
the ideal transformer; otherwise it could not "cancel" the infinite impedance of 
the primary inductance. This cancellation occurs in the numerator of the frac
tion in Eq. ( 1 6-24) . The impedance Zda2 represents a small term which is the 
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amount by which an exact cancellation does not occur. The true reftected im
pedance in the ideal transformer does change sign in its reactive part ; as the pri
mary and secondary inductances become infinite, however, the effect of the 
infinite primary-coil reactance and the infinite, but negative, reftected reactance 
of the secondary coil is one of cancellation. 

The first important characteristic of the ideal transformer is therefore its capa
bility to change the magnitude of an impedance, or to change impedance levei. 
An ideal transformer having 1 00 primary turns and 1 0,000 secondary turns has a 
turns ratio of 1 0,000/ 1 00, or 1 00. Any impedance placed across the secondary 
then appears at the primary terminais reduced in magnitude by a factor of 1 002, 
or 1 0,000. A 20,000-ohm resistor looks like 2 ohms, a 200-mh inductor looks like 
20 µh, and a 1 00-pf capacitar looks like 1 µf. If the primary and secondary wind
ings are interchanged, then a = 0 .0 1 and the load impedance is apparently in
creased in magnitude. ln practice, this exact change in magnitude does not 
always occur, for we must remember that as we took the last step in our deriva
tion and allowed L1 to become infinite in Eq. ( 1 6-25) ,  it was necessary to neglect 
ZL in comparison with jwL2 . Since L2 can never be infinite, it is evident that 
the ideal transformer model will begin to fail for large load impedances. 

A practical example of the use of an iron-core transformer as an impedance
level changing <levice is in the output of an audio power amplifier which must 
be connected to a loudspeaker. ln arder to achieve maximum power transfer, 
we know that the resistance of the load should be equal to the internai resist
ance of the source ; the speaker usually has an impedance magnitude (often 
assumed to be a resistance) of only a few ohms, while the power amplifier pos
sesses an internai resistance of severa! thousand ohms. An ideal transfonner in 
which N2 < N1 is called for. For example, if the amplifier internai impedance 
is 4000 ohms and the loudspeaker impedance is 8 ohms, then we desire that 

Zg = 4000 = 
ZL = J!._ 
a2 a2 

1 or a = --
22.4 

and thus 

N1 
= 22.4 

N2 

There is also a simple relationship between the primary and secondary currents 
11 and 12 in an ideal transformer. From Eq. ( 1 6-23) ,  

we allow L2 to become infinite, 

/Li J �  
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12 
11 a 

or ( 1 6-27)  

The ratio of the primary and secondary currents i s  the turns ratio. If we have 
N2 > Ni ,  then a > 1 ,  and it is apparent that the larger current flows in the 
winding with the fewer number of turns. ln other words, 

N1l1 = N2l2 
lt should also be noted that the current ratio is the negative of the turns .ratio if 
either current is reversed or if either dot location is changed. ln the éxample 
above in which an ideal transformer was used to change the impedance levei to 
match a loudspeaker efficiently to a power amplifier, an rms current of 50 ma 
at 1 000 cps in the primary causes an rms current of 1 . 1 2  amp at 1 000 cps in the 
secondary. The power delivered to the loudspeaker is 1 . 1 22(8) ,  or 1 O watts, and 
the power delivered to the transformer by the power amplifier is (0.05 )24000, or 
1 O watts. The result is comforting, since the ideal transformer does not con
tain either an active device which can deliver power or any resistance to absorb 
power. 

Since the power delivered to the transformer is identical with that delivered 
to the load, whereas the primary and secondary currents are related by the 
turns ratio, it is obvious that the primary and secondary voltages must also be 
related to the turns ratio. If we define the secondary voltage, or load voltage, 

E2 = l2ZL 

and the primary voltage as the voltage across Li, then 

ZL E1 = 1 1 (Zin - Zu) = 11 2 

The ratio of the two voltages is 

or 

E2 2 12 - = a -E1 11 
E2 N2 - = a = -
E1 N1 

a 

( 1 6-28) 

The ratio of the secondary to primary voltage is equal to the turns ratio. This 
ratio may also be negative if either voltage is reversed or either dot location is 
changed. 

Combining the voltage and current ratios, Eqs. ( 1 6-27 )  and ( 1 6-28), 

E2l2 = Ell1 
and we see that the primary and secondary volt-amperes are equal . This 
product is usually specified as a maximum allowable value on power trans
formers. If the load has a phase angle 8, 

zL = 1 zL 1 m 
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then E2 leads 12 by an angle O. Moreover, the input impedance at the terminais of 
Li is Zd a2, and thus Ei also lead li by the sarne angle O. If we let the voltage 
and current represent rms values, then multiplication of each si de of Eq. ( 1 6-27) 
by cos O indicates once more that ali the power delivered to the primary ter
minais reaches the load; none is absorbed by or delivered to the ideal transformer. 

The characteristics of the ideal transformer which we have obtained have ali 
been determined by frequency-domain analysis. They are certainly true in the 
sinusoidal stea dy state, but we have no reason to believe that they are correct 
for the complete response. Actually, they are applicable in general, and the 
demonstration that this statement is true is much simpler than the frequency
domain analysis we have just completed. Our analysis, however, has served 
to point out the exact nature of approximations which must be made on a more 
exact model of an actual transformer in order to obtain an ideal transformer. 
For example, we have seen that the reactance of the secondary winding must 
be much greater in magnitude than the impedance of any load which is con
nected to the secondary. Some feeling for those operating conditions under 
which a transformer ceases to behave as an ideal transformer is thus achieved. 

Returning to the circuit shown in Fig.  1 6- 1 3  and the two equations, ( 1 6- 1 8) 
and ( 1 6- 1 9) ,  describing it, we may solve the second equation for di2/dt and sub
stitute into the first 

.
equation, 

The relationship between primary and secondary voltage is thus found to apply 
to the complete time-domain response. 

An expression relating primary and secondary current is most quickly obtained 
by dividing Eq. ( 1 6- 1 8) throughout by Li, 

and then invoking one of the hypotheses underlying the ideal transformer : Li 

• , Fig. 16- 1 7  The net
works connected to the 
primary and secondary 
terminais of an ideal 
transformer are repre
sented by their Thévenin 
equivalents. 
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must be infinite. If we assume that e1 is not infinite, then 

di1 
dt 

Integrating, 

di2 - a dt 

z 1  = - ai2 + A 

where A is a constant of integration which does not vary with time. Thus, if we 
neglect any direct currents in the two windings and fix our attention only on 
the time-varying portion of the response, 

The minus sign arises, of course, from the placement of the dots and selection of 
the current directions in Fig. 1 6- 1 3 . 

The sarne current and voltage relationships are obtained in the time domain 
as were obtained previously in the frequency domain, provided that d-c com
ponents are ignored. The time-domain results are more general, but they have 
been obtained by a less informative process. 

The characteristics of the ideal transformer which we have established may 
be utilized to simplify circuits in which ideal transformers appear. Let us 
assume, for purposes of illustration, that everything to the left of the primary 
terminais has been replaced by its Thévenin equivalent, as has the network to 
the right of the secondary terminais. We thus consider the circuit shown in Fig. 
1 6- 1 7 . Excitation at any complex frequency s is assumed. 

Thévenin's or Norton's theorems may now be used to achieve an equivalent 
circuit which does not contain a transformer. For example, let us determine 
the Thevenin equivalent of the network to the left of the secondary terminais. 
Open-circuiting the secondary, 12 = O and therefore I 1 = O (remember Li is 
infinite ) .  No voltage appears across Zgi, and thus Ei = E81 and E2oc = aE81 . 
The Thevenin impedance is obtained by killing E81 and utilizing the square of 
the turns ratio, being careful to use the reciprocai turns ratio since we are look
ing in at the secondary terminais. Thus, Z1h2 = Zg1a2 . As a check on our 
equivalent, let us also determine the short-circuit secondary current I2sc· With 
the secondary short-circuited, the primary generator faces an impedance of Zu1 
and, therefore, 1 1 = E,i /Zgl · Thus, l2sc = - E.i/ aZgl ·  The ratio of the open
circuit voltage to the short-circuit current is - a2Zg1 , as it should be. The 
Thévenin and Norton equivalents of the transformer and the primary circuit 
are shown in the circuits of Fig. 1 6- 1 8a and b. 

Each primary voltage may therefore be multiplied by the turns ratio, each 
primary current divided by the turns ratio, and each primary impedance multi
plied by the square of the turns rat1o, these modified voltages, currents, and im
pedances replacing the given voltages, currents, and impedances plus the trans
former. If either dot is interchanged, the equivalent may be obtained by using 
the negative of the turns ratio . 

A similar analysis of the transformer and the secondary network shows that 
everything to the right of the primary terminais may be replaced by an identi-
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(a) 

' 

(b) 

Fig. 16-18 (a) The Thévenin equivalent and ( b) the Norton equivalent ef 
the network to the left ef the secondary terminais in Fig. 16- 17  are used to 
simplify that circuit. 

cal network without the transformer, each voltage being divided by a, each cur
rent being multiplied by a, and each impedance being divided by a2 . A re
versai of either winding corresponds to the use of a turns ratio of - a. 

As a simple example of this application of equivalent circuits, consider the 
circuit given in Fig. 1 6- 1 9. Let a =  1 0. The input impedance is 1 0,000/ 100, 
or 1 00 ohms. Thus 11 = 0.25 amp, E1 = 25 volts, and the source delivers 1 2 .5 
watts, of which 6.25 watts is dissipated in the internai resistance of the source 
and 6.25 watts is delivered to the load. This is the condition for maximum 
power transfer to the load. If the secondary circuit and the ideal transformer 
are removed by the use of the Thévenin equivalent, the simplified circuit of Fig. 
1 6-20a is obtained. The primary current and voltage are now immediately 
evident. If, instead, the network to the left of the secondary terminais is re
placed by its Thévenin equivalent, the simpler circuit of Fig. 1 6-20b is obtained. 
The presence of the minus sign on the equivalent source should be verified. 
The corresponding Norton equivalents may also be obtained easily. 

Drill Problems 

16- 1 3  The primary voltage of an ideal power distribution transformer 
is 2300 volts (rms ), the turns ratio is 0. 1 ,  and a 1 0-kw 0.8 power factor 
lagging load is connected to the secondary. Find the rms magnitude of 
the : (a) secondary current; (b) primary current ; (e) primary current if 
the load draws the sarne power, but at a power factor of 0.2 lagging. 

Ans. 2 1 . 7  amp; 54.4 amp; 5 .44 amp 

Fig. 16-19 A simple cir
cuit in which a resistive 
load is matched to the 

10 H! source impedance !ry 
means of an ideal trans

former. 
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t , 100 f! 10 k!l ' ·  

I' -0.5 Vi "-' i" nns 

100 f! 10 k !l  

(a} (b) 

Fig. 16-20 The circuit of Fig 16-19 is simplified by replacing (a) the trans
former and secondary circuit by its Théven in equivalent and ( b) the trans
former and primary circuit by its Thévenin equivalent. 

25 n 

Fig. 16-21 See Drill Prob. 16-14. 

500 f! 

El 

1 L ,  
I l i  IE· 

L, 1 • 

Fig. 16-22 See Drill Prob. 16-15. 

1: 2 ' ·  

I l i  10 µ f  

60 íl 

L

3 I l i  • 

10 f! 

16- 14  ln the circuit shown in  Fig. 1 6-2 1 ,  find : (a) Ix ; (b) ly ;  (e) lz. 
Ans. 0 .283/45 º amp;  0.4L!t' amp ; 1 . 2LQ.: amp 

16- 1 5  The coils in the circuit shown in Fig. 1 6-22, identified as Li, L2, 
L3, and L4, have 1 0,000, 800, 1 500, and 500 turns, respectively. Find : 
(a) E1 ; (b) E2 ; (e) EL. 

Ans. 9 1 . 8LQ.': volts ; 7 . 35/180º volts ; 2 .45LQ.: volts 
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Problems 
The physical construction of two pairs of mutually coupled coils is shown 
in Fig. 1 6-23a and b. Show two different possible locations for the dots in 
each pair of coils. 

•2 ln the network shown in Fig. 1 6-24a, the switch is closed at 1 = O. Find 
and sketch i1 ( 1) and e2( 1 ) .  

3 Find ecv, eAD, and eAc for the network shown in Fig. 1 6-24b. 
•4 Write mesh equations in the frequency domain for the circuit shown in Fig. 

1 6-25. 
5 Show that the maximum voltage-gain magnitude of the circuit shown in 

Fig. 1 6-5 is 7 .20 and occurs at w = 4.59. 

(a) 

1 .  IOO vr � o 1 h 

(a} 

Fig. 16-24 (a) See Prob. 2. 

Fig. 16-25 See Prob. 4. 

E,I p L , L , 

Flux path 

(b} 

A 

100 h l' 
( b) See Prob. 3. 

M, 
� 

p L, 

Fig. 16-23 See Prob. 1 .  

2 h e 
• !� 

3 h 

• 

(b) D 

L, p R 
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6 Apply an ideal current source Is in parallel with the 400-ohm resistor in 
the circuit of Fig. 1 6-5, and also replace the l OLQ."_ volt ideal voltage source 
with a short circuit . Let the current in the short circuit be denoted as 11 . 
(a) Determine l1 (jw) if w = 1 0  and Is = l OLQ."_ amp. (b) Find the trans
fer function li/Is as a function of s and locate ali poles and zeros on the s 
plane. (e) Describe the magnitude of l i/Is as a function of w. 

7 By finding the ratio of the source voltage to the source current, determine 
the equivalent inductance seen by Es in the circuit shown in : (a) Fig. 
1 6-26a, two inducto'rs connected series aiding; •(b) Fig. 1 6-26a, with the 
dot on L2 shifted to the other end of the coil ,  two inductors connected 
series opposing; (e) Fig. 1 6-26b, two inductors connected parallel aiding; 
•( d) Fig. l 6-26b, with the dot on L2 shifted to the other end of the coil, two 
inductors connected parallel opposing; (e) Fig. 1 6-26c, the input inductance 
of a short-circuited transformer; (f ) Fig. 1 6-26c, with the dot on L2 shifted 
to the other end of the coil, the input inductance of a short-circuited 
transformer. 

8 Write a complete set of loop or mesh equations in the frequency domain for 
the circuit shown in Fig. 1 6-27a .  

•9 Find Z(s) for the network shown in Fig. 1 6-27b .  Make an accompanying 
pole-zero plot. 

L, 

(a) (b} 

Fig. 16-26 See Prob. 7. 

Fig. 16-27 (a) See Prob. 8. (b) See Prob. 9. 

0.1 f 

7 il Z (s) __. 

(a) 

2 h 

(e) 

1 h 
� 

(b} 

L, 

2 h 
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10 Obtain a set of time-domain equations which describe the response of the 
circuit shown in Fig. 1 6-28 . 

1 1  By extending the results of Prob. 7 ,  prepare a table which gives the equiv
alent inductance of two coils connected series aiding, series opposing, 
parallel aiding, and parallel opposing : (a) for a general value of k; (b) for 
very small values of k; (e) for values of k which are very nearly unity. 

12  Show how the mutual inductance and the coefficient of  coupling may be 
determined experimentally by measuring the equivalent series-aiding and 
series-opposing inductances. For what range of k would this method be 
useful? 

1 3  For the circuit shown i n  Fig. 1 6-29, which contains a simple equivalent cir
cuit for a vacuum tube utilizing a dependent voltage source, find and 
sketch i(t) and iL(t) for t < O and t > O. Specify ali asymptotic values and 
rime constants. 

14 Two coupled coils are inside a sealed box, and the ends are brought out to 
terminais A , B, C, and D. The following values of inductance are de
termined experimentally : 

LAB = 25 mh with e and D open 
LAc = 5 1  mh with B connected to D 
LAD = 1 9 mh with B connected to e 

No connection is made in any part below unless it is explicitly stated. 
Find : •(a) M; (b) Lcv;  (e) LBc with A connected to D; (d) k ; (e) the loca
tion of the second dot if A is dotted ;  (f ) Ecv if EAB = l OOLQ.: volts and 
w = 500 ; (g) EAB and Ecv if lin B = 2 .5LQ'.'. amp and w = 500; •(h) Ecv if 
B is connected to C, IinA = 4LQ'.'. amp, w = 500; (i) E8c if EvA = l OLQ'.'. volts, 
w = 500. 

.. (t) I 
e 

Fig. 16-28 See Prob. 10. 

Fig. 16-29 See Prob. 13. 

10 !1 10 !1 i(t) jL(t} 

5 h 1 .8  h 

r(·J 
20•gl 5 h  
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Fig 16-30 See Prob. 15. 

� f  

1 h l f  

(a) 

i, 

1 h 10 h 

Fig. 16-31 See Prob. 1 7. 

(b) 

Fig. 16-32 (a) See Prob. 18. (b) See Prob. 19. 

1 , 

l fl  

15  ln the circuit of Fig. 1 6-30, find and sketch i( t) and ex(t) on the sarne time axis 
if the switch is closed at t = O. 

16 Two coils are connected in parallel aiding. Find the equivalent inductance 
if: •(a) Li = 1 0  henrys, L2 = 1 2 . 1  henrys, k = 0.999; (b) Li = 1 0  henrys, 
L2 = 1 0  henrys, k = 0.999 ; (e) Li = 1 0  henrys, L2 = 1 0. 20 1  henrys, 
k = 0.999. 

1 7  The switch i n  the circuit o f  Fig. 1 6-3 1 i s  closed a t  t = O .  Find ix( t )  for"t > O. 
•18 A voltage source e,( t) = flt)u( t) is connected to the two input terminais of the 

network shown in Fig. 1 6-32a .  Find the natural portion of the response i( t). 
19 With reference to the circuit shown in Fig. 1 6-32b,  what value of k will cause 

1 h 1  to be a maximum, and what is this maximum value? 
•20 ln the air-core transformer circuit shown in Fig. 1 6-33a : (a) let k = O and 

determine the resonant frequency of the impedance presented to the source; 
(b) let k = 0 .3 1 6  = Vü.1 and determine at what frequency or frequencies 
the impedance presented to the source is series resonant. 

2 1  l n  the circuit shown in Fig. 1 6-33b ,  the power generated b y  the 1 1 0-volt 
source and the power delivered to the 1 000-ohm load are to be found. Ali 
three transformers are ideal. 

•22 ln the circuit of Fig. 1 6-34a, the power delivered to the 5-ohm resistor is 
known to be 20 watts. What power is delivered to Ri? 

23 Determine the value of the turns ratio a in the circuit of Fig. 1 6-34b which 
will result in a maximum power delivered to : (a) the 600-ohm secondary 
load ; (b) the 600-ohm resistor across the primary. 
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10 ampt -

nns ' I 

5000 !l 

10 µ !  

(a) 

(b) 

Fig. 16-33 (a) See Prob. 20. ( b) See Prob. 21. 

5 !l  

(a) 

Fig. 16-34 (a) See Prob. 22. (b)  See Prob. 23. 

6 !l  

8 !l 

I kíl  

600 !l 

(b) 

Fig. 16-35 See Prob. 24. 
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20 n 1 , 

L, = 2 h s n  

Flg. 16-36 See Prob. 26. 

•24 A 6-ohm loudspeaker and an 8-ohm loudspeaker are to be driven by the 
sarne source. ln order to provide maximum power transfer, the resistance 
presented to the source must be 5000 ohms. It is desired to furnish 6 watts 
to the 6-ohm speaker and 2 watts to the 8-ohm speaker. A suitable circuit 
is shown in Fig. 1 6-35. Find a1 , a2 , and E8 (rms) .  

25 The current rating of a power transformer is often given by stating th<: 
number of kilovolt-amperes it can handle. A 230/ 1 1 5 volt 1 0-kva trans
former supplies 8 kw to a 1 1 5-volt lighting load. How many kilowatts can 
be delivered to a 1 1 5-volt induction motor operating at O. 707 power factor 
(lagging) in parallel with the lighting load without overloading the 
transformer? 

•26 The transformer used in the circuit of Fig. 1 6-36 is not ideal. (a) Find 11 
and 12 . (b) ln order to determine the magnitude of the error which will 
result if the transformer is treated as if it were ideal, let L1 and L2 both 
become infinite while holding their ratio constant, and find 1 1 and 12 for 
this simplified circuit. (e) Compare the two sets of answers and explain 
the agreement or Jack of agreement obtained. 



Chapter 1 7  Two-port Networks 

1 7- 1  INTRODUCTION 

ln defining and using mutual inductance in the previous chapter, we were 
forced to consider a phenomenon associated with two pairs of terminais. A gen
eral network having two pairs of terminais, one perhaps labeled the "input 
terminais" and the other the "output terminais," is a very important building 
block in electronic systems, communication systems, automatic control systems, 
transmission and distribution systems, or other systems in which an electrical 
signal or electrical energy enters the input terminais, is acted upon by the net
work, and leaves via the output terminais. The output terminal pair may very 
well connect with the input terminal pair of another network. A pair of ter
minais at which a signal may enter or leave a network is called a por/, and a net
work having only one such pair of terminais is called a one-port network, or simply 
a oile port. When more than one pair of terminais is present, the network 
is known as a multiport rzetwork. A one-port network is shown in Fig. 1 7- l a, a�d 
the two-port network to which this chapter is principally devoted is shown in 
Fig. 1 7- 1 b. We shall assume that sources and loads are connected directly 
across the two terminais of a port ; for example, we should not expect any <levice 
to be connected between terminais a and e of the two-port network in Fig. 1 7- 1  b. 

a ----

b 

(a) 

516 

1-------- c 

,__ __ _.d  

(b) 

Fig. 1 7- 1  
network. 
network. 

(a)  A one-port 
( b) A two-port 
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If such a circuit must be analyzed, general mesh or nodal equations should usu
ally be written. 

The special methods of analysis which are developed for two-port networks, 
or simply two ports, emphasize the current and voltage relationships at the 
terminais of the networks and suppress the specific nature .of the currents and 
voltages within the networks. Our introductory study should serve to acquaint 
us with a number of important parameters and their use in simplifying and 
systematizing two-port network analysis. 

1 7-2 MINORS AND COFACTORS 

Some of the introductory study of two-port networks is accomplished more 
readily by using an abbreviated nomenclature for determinants. The symbol 
A has already been introduced for a determinant in Chap. 3, as well as the use 
of a subscript to identify the nature of the elements of the determinant. Thus, 
if we write a set of mesh equations, the coefficient of each current will be an 
impedance Z;i( s) , and the circuit determinant, or determinant of the coeffi-
cients, is 

Zu Z12 Z13 · zlN 
Z21  Z22 Z2a · z2N 

Az = Za1 Za2 Zaa · ZaN ( 1 7 - 1 )  

ZNI Zm ZN3 . · ZNN 

where N meshes have been assumed. A comparison of this determinant with 

those written in Chap. 3 shows that we are now allowing each mutual im

pedance to carry its own sign . Thus, if a 1 0-ohm resistor is the only element 

in common with meshes 1 and 2, then Z12 may be either + 10 or - 1 0, depend

ing on the selection of mesh currents. The sarne convention will apply to the 

mutual-admittance terms in Ay. 
Let us now review briefty the nomenclature introduced in Chap. 3 .  There 

are N columns in the determinant Az , and each column contains N elements in 

a vertical l ine; the columns are numbered from left to right. This determinant 

must also have N rows, each row also containing N elements,_ but in a horizontal 

l ine.  The rows are numbered from top to bottom. Thus, the element Z32 is 

located in the third row and the second column;  the order of the subscripts is 

invariably "row column. "  
A minar o f  a determinant, as defined earlier, i s  obtained by removing or 

striking out one row and one column ; the row and column removed are indi

cated by a double subscript, in the order row column. Thus 

Z21 Z2a Z24 · . z2N 
Za1 Zaa Za4 · ZaN 

A12 = Z41 Z4a Z44 · · Z4N 

ZNI ZN3 ZN4 . . .  ZNN 
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A subscript indicating the type of element of which the minor is composed is 
usually superfiuous, since the minor generally appears in conjunction with the 
determinant itself in the equations which interest us. 

The cofactor C ii of a determinant is defined very simply in terms of the cor
responding minor : 

Thus 

Cn = An 

but C12 = - A12 

( 1 7-2) 

The familiar expa:i.sion of a determinant along a row or column is now easily 
written in terms of cofactors. The expansion of Az along the first column is 
therefore 

while the expansion along the ith row would be expressed as 

Az = zil cil + Z;2C;2 + zi3cl3 + · · · + Zit;CiN 

As an example, let us consider this third-order determinant: 

We find 

and 

A = 1 - � - 1  - 2 1 6 - 3 - 2  - 3 1 0  
An = , _ ; - 3 1 1 0 = 5 1  1 - 1  

A12 = 
_ 2 

C n = 5 1  C12 = 1 6  
Drill Problems 

1 7- 1  Given the determinant 

A = 1 ) � - 2 
) 2  

3 - 2 1 ) 3 
5 

find : (a) Au ;  (b) C13 ; (e) C31 . 

- 3 1 1 0 = - 1 6 

Ans. 15 - ) 3 ; 6 + )2 ;  O 

1 7-2 For the circuit shown in Fig. 1 7-2, show that 

Ans. Proof 
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1 7-3 ONE-PORT NETWORKS 

Fig. 1 7-2 See Drill Prob. 
1 7-2. 

The use of minor notation enables the input or driving-point impedance at the 
terminais of a one-port network to be expressed very concisely. The result is also 
applicable to a two-port network if one of the two ports is terminated in a passive 
impedance. 

Let us suppose that the one-port network shown in Fig. 1 7 -3a is composed 
entirely of passive elements ; linearity is also assumed. An ideal voltage source 
E1 is connected to the port, and the source current is identified as the current in 
mesh 1 .  By the familiar procedure, then, 

El Z12 Z13 · zlN 
o Z22 Z23 · Z2N 
o Z32 Z33 · Z3N 

. . . . . . . . .  

11 = 
o ZN2 ZN3 . · ZNN 

Z1 1  Z12  Z13 · . Z1N 
Z21  Z22 Z23 · Z2N 
Z31 Z32 Z33 · · Z3N 

Zm Zm ZN3 . · ZNN 

or, more concisely, 

11 = 
ElAn 

Áz 

Thus, 

El 
Z;n = -

11 

and 
Áz Z;n = --

Á11 
( 1 7-3) 
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Ef 

Special Topics 

1 íl 

Passive 

0 linear 0 network 

(a) 

I íl  

0 3 íl I íl  

2 íl 0 
(b) 

4 íl 

Fig. 1 7-3 (a) An  ideal voltage source Ei is connected to the single port ef 
a one-port network in arder to ji.nd the input impedance Zin· ( b) A one port 
used as an example. 

For the one-port resistive network shown in Fig. 1 7 -3b, 

and 

Thus, 

4z 
= 1 - � - 3  

411 = 1 7 
- 1  

z. - 109 
m - 34 

- 2  
7 

- 1  

- 3 1 - � = 1 09 

- 1  1 - 34 5 -

Drill Problems 

1 7-3 If the terminal pair at the left of the network of Fig. 1 7-3b 
is short-circuited, find the impedance presented to a voltage source in
serted in series with : (a) the 4-ohm resistor ; (b) the topmost 1 -ohm re
sistor ; (e) the 2-ohm resistor. 

Ans. 2 .87 ohms; 5 . 1 9  ohms; 3 .76 ohms 

5 íl 

6 íl 4 íl 4 íl 

Fig. 17-4 See Drill Prob. 17-4. 
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Linear 
network 

1 ,  

Fig. 1 7-5 A general two port with terminal voltages and currents specified. 
The two port is composed ef linear elements and may contain no independent 
sources; dependent sources are permissible. 

1 7-4 The input impedance of a one port may also be expressed as the 
reciprocai of the input admittance. ln Prob. 2 it is indicated that 
Yin = tl..y/ ti.. 1 1 , where tl..y is the admittance determinant of the circuit. 
Find the input impedance of the one port shown in Fig. 1 7 -4 by : (a) 
combining elements in series and parallel as necessary ; (b) using tl..z/ ti..1 1 ; 
(e) using ti.. 1 1/tl..y. 

Ans. 7 ohms ; 7 ohms ; 7 ohms 

1 7-4 ADMITTANCE PARAMETERS 

Let us now turn our attention to two-port networks. We shall assume in ali 
that follows that the network is composed of linear elements and contains no in
dependent sources ; dependent sources are permissible, as we shall see below. 
Further conditions will also be placed on the network in some special cases . 

We shall consider the two port as it is shown in Fig. l 7-5 ; the volt age and 
current at the input terminais are E1 and 1 1 , and E2 and 12 are specified at the 
output port . The directions of 1 1 and 12 are both customarily selected as into 
the network at the upper conductors (and out at the lower conductors) .  Since 
the network is l inear and contains no independent sources within it, 11 may be 
considered to be the superposition of two components, one caused by E1 and the 
other by E2 . When the sarne argument is applied to 12 , we may begin with the 
set of equations 

11 = y1 1E1 + Y12E2 
12 = y21E1 + y22E2 

( l 7-4) 

( l 7-5) 

where the y's are no more than proportionality constants, or unknown coeffi
cients, for the present. They are called the y parameters and they are defined by 
Eqs. ( 1 7 -4) and ( 1 7 -5) .  

The most useful and informative way to attach a physical meaning to the 
y parameters is through a direct inspection of Eqs. ( l 7 -4) and ( l 7 -5  ). Con
sider Eq. ( l 7-4 ), for example ; if we let E2 be zero, then we see that y1 1  must be 
given by the ratio of 1 1 to E1 . We therefore describe y1 1  as the admit
tance measured at the input terminais with the output terminais short-circuited 
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(E2 = O) .  Since there can be no question as to which terminais are short
circuited, y1 1  is best described as the short-circuit input admittance. Alternatively, 
we might describe y11 as the reciprocai of the input impedance measured with 
the output terminais short-circuited, but a description as an admittance is 
obviously more direct. It is not the name of the parameter that is important; 
rather it is the conditions which must be applied to Eq. ( 1 7-4) or ( 1 7 -5) ,  and 
hence to the network, that are most meaningful ;  when the conditions are 
determined, the parameter can be found directly from an analysis of the circuit 
( or by experiment on the physical circuit) .  Each of the y parameters may be 
described as a current-voltage ratio with either El = O (the input terminais 
short-circuited) or E2 = O (the output terminais short-circuited) :  

11 1 Y11 = -El E, : O  
( 1 7-6) 

11 1 Y1? = -E2 E1 = D  
( 1 7-7) 

12 1 Y21 = -El E, = O  
( 1 7 -8) 

12 1 Y22 = -E2 E, : O  
( 1 7-9) 

Because each parameter is an admittance which is obtained by short-circuiting 
either the output or input port , the y parameters are known as the short-circuit 
admittance parameters. The specific name of Y11 is the short-circuit input admittance, 
y22 is the short-circuit output admittance, and Y12 and Y21 are the short-circuit trans
fer admittances. 

Consider the resistive two port shown in Fig. 1 7-6a. The values of the 
parameters may be easily established by applying Eqs. ( 1 7-6) to ( 1 7-9) , which 
we obtained directly from the defining equations ( 1 7-4) and ( 1 7-5 ). To deter
mine yu, we short-circuit the output and find the ratio of 11 to E1 . This may 
be done by letting El = 1 volt, for then y11 = 11 . By inspection of Fig. 1 7 -6a, 
it is apparent that 1 volt applied at the input with the output short-circuited 
will cause an input current of ( \.!;  + 1/i o ) ,  or 0.3 amp. Hence, 

Y11 = 0.3 mho 

ln order to find Y12 , we short-circuit the input terminais and apply 1 volt at the 
output terminais. The input current flows through the short circuit and is 
- \!ío amp. Thus 

Y12 = - 0. 1  mho 

By similar methods, 

Y21 = - 0. 1  mho Y22 = 0. 1 5  mho 

The describing equations for this two port in terms of the admittance param
eters are, therefore, 
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1 ,  

15 amp1 

,- - - - - - - - - - - - - - - - - - - 1  
! 1 

lO f!  

5 !l 20 n 

' ' 1 1 
L - - - - - - - - - - - - - - - - - - - �  

(a) 

1 ,  

1 , 
r - - - - - - - - - - - - - - - - - - - -,  
: : 

10 n 

10 n s n  20 n  

1 1 
L - - - - - - - - - - - - - - - - - � 

(b) 

1 ,  

4 f! 

Fig. 1 7-6 (a)  A resistive two port. ( b) The resistive two port is termi
nated with specific networks at both ports. 

11 = 0 .3E1 - O. I E2 

12 = - O. I E1 + 0. 1 5E2 

( 1 7 - 1 0) 

( 1 7 - 1 1 )  

I n order t o  see what use might b e  made o f  such a system o f  equations, let us 
now terminate each port with some specific network. As a s imple example, 
shown in Fig. l 7-6b ,  let us connect a general current source to the input port 
and a resistive load to the output port. A relationship must now exist between 
El and 11 at the input port because a specific network is present. This relation
ship may be deterr:iined solely from this externa! circuit. If we apply Kirch
hoff's current law (or write a single nodal equation) at the input, 

For the output, Ohm's law yields 
12 = - 0.25E2 

Substituting these expressions for 1 1  and 12 into Eqs. ( 1 7 - 1  O) and ( 1 7 - 1 1  ) , we 
have 

1 5  = 0.4E1 - O. I E2 
O =  - O. l E1 + 0.4E2 

from which are obtained 
El = 1 0  volts E2 = 40 volts 
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The input and output currents are also easily found, and the complete terminal 
characteristics of this resistive two port are then known. 

The advantages of two-port analysis do not show up very strongly for such a 
simple example, but it should be apparent that once the y parameters are 
determined for a more complicated two port the performance of the two port 
for different terminal conditions is easily determined ; it is only necessary to 
relate E1 to 11 at the input and E2 to 12 at the output. 

ln the example just concluded, y12 and y21  were both found to be - 0. 1  mho. 
It  is not difficult to show that this equality is also obtained if three general im
pedances ZA, ZB, and Zc are contained in this 7T network. It is somewhat more 
difficult to determine the specific conditions which are necessary in order that 
y12 = y21, but the use of determinant notation is of some help. Let us see if the 
relationships ( 1 7 -6) to ( 1 7 -9) can be expressed in terms of the impedance 
determinant and its minors. 

Since our concern is with .the two port and not with the specific networks 
with which it is terminated, we shall let E1 and E2 be represented by two ideal 
voltage sources. Equation ( 1 7-6) is applied by letting E2 = O (thus short
circuiting the output) and finding the input admittance. The network now, 
however, is simply a one port, and the input impedance of a one port was 
found in the previous section. We select mesh 1 to include the input terminais 
and let 11 be that mesh -current ; we identify ( - 12) as the mesh current in mesh 
2 and assign the remaining mesh currents in any convenient manner. 1 Thus, 

and, therefore, 

411  
Yu = --

4z 

Similarly, 

422 
Y22 = � 

( 1 7- 1 2) 

( 1 7 - 1 3) 

ln order to find Y12 , we let E1 = O, and find 11 as a function of E2 . We find that 
11 is given by the ratio 

o Z12 · . Z1N 
- E2 Z22 · . z2N 

o Z32 · · Z3N 
. . . . . . . . . .  

11 = o ZN2 . · ZNN 
Zu Z12 · zlN 
Z21 Z22 · . z2N 

1 If the network is nonplanar and mesh analysis is inapplicable, loop currents may be selected, as dis

cussed in the following chapter. 
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Thus, 

and 

( - E2)A21 
Az 

A21 
Y12 = 

Az 
( 1 7 - 1 4) 

ln a similar manner, we may show that 
A12 

Y21 = 
Az 

( 1 7 - 1 5) 

The equality of Y12 and Y21 is thus contingent on the equality of the two minors 
of Az ,  A12 and A21 . These two minors are 

Z12 Z13 Z14 · Z1N 
Z32 Z33 Z34 · Z3N 

A21 = Z42 Z43 Z44 · Z4N A12 = 
. . . . . . . . . . . . . . . 
Zm ZN3 ZN4 . ZNN 

Z21 Z23 Z24 · . Z2N 
Z31 Z33 Z34 · · Z3N 
Z41 Z43 Z44 · · Z4N 
. . . . . . . . . . . . . . . . . . .  

ZN1 ZN3 ZN4 . · ZNN 

Their equality is shown by first interchanging the rows and columns of one 
minor, say A21 , an operation which any college algebra book proves is valid, 
and then letting every mutual impedance Z;; be replaced by Z;;. Thus, we set 

etc. 

This equality of Z;; and Z;i is certainly obvious for the three passive elements, 
the resistor, capacitar, and inductor, and it is also true for mutual inductance, 
as we proved in the preceding chapter. However, it is not true for every type 
�f <levice which we may wish to include inside a two-port network. Specifically, 
it is not true in general for a dependent source, and it is not true for a <levice 
which is found in some microwave circuits, the gyrator. This <levice, over a 
narrow range of radian frequencies, provides an additional phase shift of 1 80º 
for a signal passing from the output to the input over that for a signal in the for
ward direction, and thus y12 = - y21 . 

Any <levice for which Zi; = Z;i is called a bilateral element, and a circuit which 
contains only bilateral elements is called a bilateral circuit. We have therefore 
shown that an important property of a bilateral two port is 

YI2 = Y21 

and this property is glorified by stating it as the reciprocity theorem: 

ln any passive linear bilateral network, if the single voltage source Ex in branch 
x produces the current response Iy in branch y, then the remova/ of the voltage 
source from branch x and its insertion in branch y will produce the current 
response Iy in branch x. 

A simple way of stating the theorem is to say that the interchange of an ideal 
voltage source and an ideal ammeter in any passive linear bilateral circuit will 
not change the ammeter reading. 
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If we had been working with the admittance determinant of the circuit and 
had proved that the minors 421 and '112 of the admittance determinant '1y 
were equal, then we should have obtained the reciprocity theorem in its dual 
form : 

ln any passive linear bilateral network, ij the single current source lx between 
nodes x and x' produces the voltage response Ey between nodes y and y', then the 
remova! of the current source from nodes x and x' and its insertion between nodes 
y and y' will produce the voltage response Ey between nodes x and x'. 

ln other words, the interchange of an ideal current source and an ideal volt
meter in any passi.ve linear bilateral circuit will not change the voltmeter 
reading. 

Drill Problems 
1 7-5 By applying the interpretive expressions ( 1 7-6)  to ( 1 7-9) to the 
network shown in Fig. 1 7 -7a,  find : (a) y1 1 ;  (b) Y12 = y21 ;  (e) y22 . 

Ans. - 0.25 mho ; 1 .25 mhos ; 0.25 mho 

1 7-6 By applying the network determinant ratios ( 1 7- 1 2) to ( 1 7- 1 5) to 
the network óf Fig. 1 7 -7b ,  find : (a) y1 1 ;  (b) y12 = y21 ;  (e) Y22 . 

Ans. % mhos ; % mhos ; - 1/3 mho 

1 7-7 A two port has two sets of measurements made on it at a 
frequency of 1 000 cps. When E1 = E2 = l LQ'.'. volt, then 12 = 211 = 
2/90 º amp ; but when El = - E2 = l LQ'.'. volt, then 1 1 = 3/90 º amp 
and 12 = O. Find : (a) Y12 ;  (b) y2 1 ; (e) Y22 . 

Ans. j 1 mho; j 1 mho ; -j 1 mho 

1 7-5 SOME EQUIVALENT NETWORKS 

The two basic equations which determine the short-circuit admittance 
parameters, 

11 = y1 1E1 + y12E2 

12 = Y21E1 + y22E2 

( 1 7- 1 6) 

( 1 7 - 1  7) 

have the form of a pair of nodal equations written for a circuit containing two 
nonreference nodes. There is one important difference, however, in that the 
circuits we are accustomed to work with are bilateral circuits in which y12 = y21 . 
ln general these parameters cannot be assumed equal, and it is necessary to re
sort to a little trickery in order to obtain a pair of equations which will possess 
equal mutual coefficients. Let us add and subtract Y12E1 (the term we would 
like to see present in the second equation above) on the right side of Eq. ( 1 7 - 1 7) ,  

( 1 7- 1 8) 
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4 n 1 n 

1 n 

(a) (b) 

Fig. 1 7-7 (a ) See Drill Prob. 17-5. (b) See Drill Prob. 17-6. 

or ( 1 7 - 1 9) 

The right sides of Eqs. ( 1 7- 1 6) and ( 1 7- 1 9) now show the proper symmetry for 
a bilateral circuit ; the left side of Eq. ( 1 7 - 1 9) may be interpreted as the algebraic 
sum of two current sources, one an independent source 12 entering node 2, and 
the other a dependent source (y21  - Y12 )E1 leaving node 2. This latter source 
is dependent since its value depends on the input voltage El . It is still an ideal 
source in that its current output is independent of ali other characteristics of the 
network in which it is placed ; it is dependent only on E1 . 

Let us now "read" the equivalent network from Eqs. ( 1 7 - 1 6) anà ( 1 7 - 1 9) .  
We first establish the reference node, and then a node labeled El and one 
labeled E2. From Eq. ( 1 7 - 1 6) ,  we establish the current 11 flowing into node 1 ,  we 
supply a mutual admittance ( - y12) between nodes 1 and 2, and we supply an 
admittance between node 1 and the reference node of (y1 1  + y12 ) .  With node 
2 connected to the reference node, or E2 = O, the ratio of 1 1 to El is then y1 1 , 
as it should be. Now consider Eq. ( 1 7 - 1 9) ;  we cause the current 12 to flow into 
the second node, we cause the current (Y21 - y12 )E1 to leave the node, we note 
that the proper admittance ( - y12 ) exists between the nodes, and we complete 
the circuit by installing the admittance (y22 + y12 ) from node 2 to the reference 
node. The completed circuit is shown in Fig. 1 7 -Ba. 

Another form of equivalent network is obtained by subtracting and adding 
y21E2 in Eq. ( 1 7 - 1 6) ;  this equivalent circuit is shown in Fig. 1 7 -Bb. 

If  the two port is bilateral, then y12 = y2 1 , and either of the equivalents re
duces to a simple 1T network. The dependent source disappears. This equiv
alent of the bilateral two port is shown in Fig. 1 7 -Bc. 

There are severa! uses to which these equivalent circuits may be put. ln the 
first place, we have succeeded in showing that an equivalent of any complicated 
linear two port exists. It does not matter how many nodes or meshes are con
tained within the network; the equivalent is no more complex than the circuits 
of Fig. 1 7 -8 . One of these circuits may be much simpler to use than the given 
circuit if we are interested only in the terminal characteristics of the given net
work. We should also realize that transístor and vacuum-tube amplifiers must 
possess equivalent circuits in the form of Fig. l 7 -8a and b. The form shown in 
Fig. 1 7 -8a is particularly suitable for a vacuum-tube amplifier, as discussed in 
Probs. 24 and 25 at the end of this chapter. 
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Fig. 17-8 (a) and ( b) Two ports which are equivalent to any general linear 
two port. The dependent source in (a) depends on E1 , and that in ( b) de
pends on Ez. (e) An equivalentfor a bilateral network. 

As an example of the use of an equivalent circuit and a dependent generator, 
let us consider the two port shown in Fig. 1 7 -9. The circuit happens to be in 
the form of a low-frequency vacuum-tube amplifier with resistive coupling be
tween plate and grid, but the values of the circuit elements are not in the least 
typical. There are two ways we might think about this circuit. If we recognize 
it as being in the form of the equivalent circuit shown in Fig. 1 7 -Sa, then we 
may immediately determine the values of the y parameters. If recognition is 
not immediate, then the y parameters may be determined for the two port by 
applying the relationships ( 1 7-6)  to ( 1 7-9) .  We also might avoid any use of two
port analysis methods and write equations directly for the circuit as it stands. 
Let us compare the network with the equivalent circuit. Thus, we first obtain 

Y12 = - 1  mho 

and, hence, 

Yn = 4 - ( - l )  = 5 mhos 
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1 li 

4 li 0.5 li 

Then 

y22 = 0.5 - ( - 1 )  = 1 .5 mhos 
and y21 = 3 1  + ( - 1 )  = 30 mhos 
The following equations must then apply : 

1 1  = 5E1  - E2 

12 = 30E1  + 1 .5E2 

1 , 

Fig. 1 7-9 A two por/ con
taining a dependent  source 
used as an example. 

( 1 7-20) 

( 1 7 -2 1 )  
Now let us make use of these two equations by analyzing the performance of 
this two port when a current source 1 LQ..: amp is provided at the input and a 
1 . 5-mho load is connected to the output. The terminating networks thus give 
us the following specific information relating 1 1  to Ei and 12 to E2 : 

1 1 = 1 
which is independent of E1 , and 

12 = - 1 .5E2 
Substituting into Eqs. ( 1 7  -20) and ( 1 7-2 1 ), we may obtain two equations relat
ing El and E2 : 

Thus 
Ei = Vis volt 
1 1 = 1 amp 

E2 = - 1'3  volt 
12 = 1 amp 

From these data, it is easy to calculate the voltage gain 
E2 Gv = - = - 1 0 
El 

the current gain 
12 G1 = - = 1 1  

and, i f  sinusoidal excitation i s  assumed, the power gain 
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The <levice might be termed either a voltage amplifier or a power amplifier, 
since both the voltage gain and the power gain are greater than unity. Much 
greater gains are possible in practical transistor and vacuum-tube amplifiers. 

The input and output impedances of the amplifier are often desired in order 
that maximum power transfer may be achieved to or from an adjacent two 
port. The input impedance is the ratio of input voltage to current : 

E1 Zin = - = Vi s  ohm 
11 

This is the impedance offered to the current source when the 1 .5 -mho load is 
connected to the output. With the output short-circuited, the input impedance 
is necessarily l /y1 1 , or 1A, ohm. It should be noted that the input impedance 
cannot be determined by replacing every source by its internai impedance and 
then combining resistances or conductances. ln the circuit given, this procedure 
would yield a value of 3/Í s ohm. The error of course comes from treating the 
dependent source as an independent source. If we think of the input imped
ance as being numerically equal to the input voltage produced by an input 
current of 1 amp, the application of the 1 -amp source produces some input volt
age Ei,  and the strength of the dependent source ( 3 1 E1 ) cannot be zero. For 
future reference, we should note that when we obtain the Thevenin equivalent 
impedance of a circuit containing a dependent source along with one or more 
independent sources, we must replace the independent sources by short circuits 
or open circuits, but a dependent source must not be killed. Of course, if the 
voltage or current on which the dependent source depends is zero, the dependent 
source will itself be inactive ; occasionally a circuit may be simplified by recogniz
ing such an occurrence. 

The output impedance is just another term for the Thévenin impedance ap
pearing in the Thévenin equivalent circuit of that portion of the network faced 
by the load. ln our circuit, which we have assumed driven by a li!r amp cur
rent source, we therefore replace this source by an open circuit, leave the 
dependent source alone, and seek the input impedance seen looking to the left 

Fig. 1 7-10 (a) The Norton equivaient of the network (Fig. 1 7-9) to the 
iefl of the output terminais, with 11 = l LQ:  amp. (b)  The Thévenin 
equivaient of the portion of the network to the right of the input terminais, if 
12 = - 1 .5E2. 

1 ,  • , 

(a) (b) 
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from the output terminais. This impedance may be found by severa! methods 
(none of which consists of combining ali the elements in series or in parallel) ;  
let us apply 1 amp a t  the output terminais and determine E2 . We place these 
requirements on Eqs. ( 1 7-20) and ( 1 7 -2 1 )  and obtain 

Solving, 

1 E2 = ---7 .5 volt 

and thus 

Zout = o/i s ohm 

An alternative procedure might be to find the open-circuit output voltage and 
the short-circuit output current ; the ratio is the Thévenin impedance or Zout· With 
an input current 11 = 1 and with the load short-circuited (E2 = O), we find 

11 = 1 = 5E1 - O 
and thus 

l2sc = 6 

12 = 30E1 + O  

Again, with 11 = 1 and with the output open-circuited (12 = O), we have 

and E2oc = - 0.8 volt 

The assumed directions of E2 and 12 therefore result in a Thévenin or output 
impedance 

E2 - O  8 Zout = - � = - --·- = o/i 5 ohm 
l2sc 6 

as before. 
We now have enough information to enable us to draw the Thévenin or Norton 

equivalent of the two port of Fig. 1 7-9 ( driven by a 1 LQ". amp current source and 
terminated in a 1 .5-mho load, although this termination is of no consequence in 
the equivalent circuits) as offered to the 1 .5-mho load. The Thévenin and 
Norton equivalents offered to the current source are also readily drawn. Thus, 
the N:lrton equivalent presented to the load must contain a current source equal 
to the short-circuit current lsc2 in parallel with the output impedance ; this 
equivalent is shown in Fig. 1 7 - l Oa .  The Thévenin equivalent offered to 
the lL.Q". amp input source must consist solely of the input impedance, as drawn 
in Fig. 1 7- l Ob. 

Drill Problems 
1 7-8 A two port is described by the following parameters : y1 1  = 0 . 1  
mho ; Y12 = - 0.2  mho ; y2 1 = 5 mhos ; Y22 = 1 mho. Find E2 if: (a) 
E1 = I OL.Q". volts and the network is terminated in Y L = 0.2 mho; 
(b) 11 = I OL.Q". amp and the network is terminated in YL = 0.2 mho; 
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(e) a source l OLQ.'.'. volts in series with a 5-ohm resistor is connected to 
the input port and a 5-ohm resistor is connected to the output port. 

Ans. - 7 .35 volts ; - 44.6 volts ; - 4 1 . 7 volts 

1 7-9 For the circuit shown in Fig. 1 7 - 1 1 ,  find : (a) y12 ; (b) y21 ;  (e) Y22. 
Ans. - 0.5  mho ; 0 .75 mho ; 2 mhos 

1 7- 10 Without finding the y parameters for the two port shown in Fig. 
1 7 - 1 1 ,  write mesh or nodal equations directly and determine : (a) the 
input impedance with the output open-circuited ; (b) the output im
pedance if an ideal current source is connected to the input ; (e) the out
put impedance if an ideal voltage source is connected to the input. 

Ans. 1 . 333 ohms ; 0.545 ohm;  0.364 ohm 

1 7 - 1 1 The two port whose parameters are specified in Drill Prob. 1 7 -8 
is driven by an ideal sinusoidal voltage source Es in series with a 2-ohm 
resistor and terminated in a resistor RL. Find the value of RL which 
will result in a maximum magnitude of: (a) the voltage gain E2/E8; 
(b) the current gain 12/11 ;  (e) the power gain ( - 1/2E2H)/ ( 1/2E1li ) .  
(NOTE : Maximum power gain and maximum power output are not 
synonymous. )  

1 7-6 IMPEDANCE PARAMETERS 

Ans. O ohms ; oo ;  0.302 ohm 

The concept of two-port parameters has been introduced in terms of the short
circuit admittance parameters. There are other sets of parameters, however, 
and each set is associated with a particular class of networks for which its use 
provides the simplest analysis. We shall consider only two other types of 
parameters, the open-circuit impedance parameters which are the subject of this 
section and the hybrid parametcrs which are discussed in the following section . . 

We begin again with the general linear two port which does not contain any 
independent sources ; the currents and voltages are assigned as before (Fig. 1 7 -5 ) .  
Now let us consider the voltage E1 as the response produced by two cur
rent sources 11 and 12 . We thus write for E1 

El = z11l1 + z12l2 
and for E2 

E2 = z21l1 + z22l2 

( 1 7-22) 

( 1 7-23) 

Of course, in using this pair of equations it is not necessary that 11 and 12 be cur
rent sources ; nor is it necessary that E1 and E2 be voltage sources. ln general, 
we may have any networks terminating the two port at either end. As the equa
tions are written,  we probably think of E1 and E2 as given quantities, or in-
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H !  

Fig. 1 7- 1 1  See Drzll Probs. 1 7-9, 
1 7-10, and 1 7- 12. 

dependent variables, and 1 1 and 12 as unknowns, or dependent variables. The 
various ways in which two equations may be written to relate these four quanti
ties define the different systcms of parameters. 

The most informative description of the z parameters, defined in Eqs. ( 1 7 -22)  
and ( 1 7 - 23 ) , i s  obtained by setting each of the curren ts equal to zero. Thus 

( 1 7 -24) 

( 1 7 -25)  

( 1 7-26) 

Ez l z22 = -12 1, = l i  
( 1 7 -27 )  

Since zero current results from an open-circuit termination, the  z parameters are 
known as the open-circuit impedance parameters. They are easily related to the short
circuit admittance parameters by solving Eqs. ( 1 7 -22)  and ( 1 7 -23 ) for 1 1 and 12 : 

I
E1 z 1 2 1 E2 z22 11 = -'---�--'-

1 :�� :�: 1 

or 11 = (z1 1z22 �2 z1 2z2�) Ei + (- z 1 1z22 z�2 z12z2)Ez 
Using determinant notation, and being careful that the subscript is a lowercase z, 
we have 

Y1 1 Y1 2  = 

and from solving for 12 , 

ln a s imilar manner, the z parameters may be expressed i n  terms of the 
admittance parameters. Transformations of this nature are possible between 
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Fig. 1 7- 12 The Thévenin equivalent ef 
a general two port, as viewedfrom lhe out- •11

·: z,, E, j 
put terminais, expressed in terms of the 
open-circuit impedance parameters. 

• • z12z21 
22 - ---J----4--

•11 + z,, 

any of the various parameter systems, and quite a collection of occasionally use
ful formulas may be obtained. We shall not specifically consider any other 
transformations. 2 

If the two port is a bilateral network, reciprocity is present ; it is easy to show 
that this results in the equality of z12 and'z21 -

Equivalent circuits may again be obtained from an inspection of Eqs. ( 1 7-22) 
and ( 1 7 -23 ) ;  their construction is facilitated by adding and subtracting either 
z12l1 to Eq. ( 1 7-23) or z21l2 to Eq. ( 1 7-22) .  Each of these equivalent circuits con
tains a dependent voltage source. 

Let us leave the derivation of these equivalents to the problems and first con
sider an example of a rather general nature. Can we construct a general 
Thévenin equivalent of the two port, as viewed from the output terminais? 

Let us leave the derivation of these equivalents to the problems and first con
sider an example of a rather general nature. Can we construct a general 
Thévenin equivalent of the two port, as viewed from the output terminais? It 
is necessary first to assume a specific input circuit configuration, and we shall 
select an independent voltage source E, in series with a generator impedance 
Zu. Thus 

E, =  E1 + l1Zu 
Combining this result with Eqs. ( 1 7 -22) and ( 1 7-23) ,  we may elimina te E1 and 
11 , and obtain 

E2 = z21 E, + ( Z22 - z12z21 ) 12 
zu + Zu zu + Zu 

The Thévenin equivalent circuit may be drawn directly from this equation ; it 
is shown in Fig. 1 7- 1 2 . The output impedance, expressed in terms of the z 
parameters, is 

Zout = z22 - z12z21 
zu + Zu 

If the generator impedance is zero, the simpler expression 

Zout = Z11Z22 - z12Z21 = � = _1_ 
zu '122 Y22 

(Zu = O) 

is obtained. For this special case, the output admittance is identical to y22, as 
indicated by the basic relationship of Eq. ( 1 7-9). 

2 Except in the problems. 



535 ·Two-port Networks 

As a numerical example, let us use a set of impedance parameters which are 
representative of a transistor operating in what is known as the grounded-emitter 
configuration. We assume 

zu = 1 03 ohms 
z21  = - 1 06 ohms 

z12 = 1 0  ohms 
z22 = 1 04 ohms 

and we shall consider the two port as driven by an ideal sinusoidal voltage 
source E1 and terminated in a 1 0,000-ohm resistor. The two describing equa
tions are 

Ei = 1 0311 + 1 012 

E2 = - 1 0611 + 1 0412 

and the characterizing equation of the output network is 

E2 = - 10412 

Substituting Eq. ( 1 7 -30) into Eq. ( 1 7-29) ,  we have 

O = - 1 0611 + 20,00012 

( 1 7-28) 

( 1 7-29) 

( 1 7-30) 

( 1 7 -3 1 )  

Using Eqs. ( 1 7 -3 1 )  and ( 1 7-28) ,  we may find 11 and 12 i n  terms of E1 . Thus 

1 - -1 - E  1 -
1 500 

1 

E2 = - 333E1 

From this information, it is easy to determine the voltage gain 

Gv = - 333 

the current gain 

the power gain 

Gv = 1 6,700 

and the input impedance 

Z;n = 1 500 ohms 

The output impedance cannot be determined from these data, for it is not a 
function of the 1 0,000-ohm load resistor ( and ali the above responses are) .  The 
Thévenin equivalent obtained previously, Fig. 1 7 - 1 2 , however, shows that 

Zout = 20,000 ohms 

Drill Problems 
1 7 - 1 2  For the circuit shown m Fig. 1 7 - 1 1 ,  find : (a) z12 ; (b) z21 ; 
(e) z22 . 

Ans. 'Yi. 1 ohm; t b  ohm; - 1 o/i. 1 ohms 
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1 7- 1 3  A two port i s  described i n  terms o f  the two equations E1 = 
9E2 - 712 and 1 1 = 5E2 - 412 . Find : (a) zu ;  (b) z12 ; (e) z21 . 

Ans. 0.2 ohm ; 0.2 ohm; 1 .8 ohms 

1 7- 14  The z parameters for the equivalent circuit shown in Fig. 1 7 - 1 3  
are z 1 1  = 3 ohms ; z 1 2 = 2 ohms ; z2 1 = 1 ohm; z22 = 5 ohms. Find : 
(a) R1 ; (b) R2 ; (e) R3. 

Ans. 1 ohm; 2 ohms ; 3 ohms 

1 7-7 HYBRID PARAMETERS 

The use of the hybrid parameters is well suited to transistor circuits because 
these parameters are among the most convenient to measure experimentally for 
a transistor. The difficulty in measuring, say, the open-circuit impedance 
parameters arises when a parameter such as z21 must be measured. A known 
sinusoidal current is easily supplied at the input terminais, but because of the 
exceedingly high output impedance of the transistor circuit, it is difficult to 
open-circuit the output terminais and yet supply the necessary d-c biasing volt
ages and measure the sinusoidal output voltage. A short-circuit current measure
ment at the output terminais is much simpler to instrument. 

The hybrid parameters are defined by writing the pair of equations relating 
E1 , l i , E2, and 12 as if E1 and 12 were the independent variables : 

E1 = h1 1I1 + h12E2 

12 = h21I1 + h22E2 

The nature of the parameters is made clear by first setting E2 = O, 

h11 = Ei 1 = short-circuit input impedance 
11 E, = 0  

and h21 = � 1 = short-circuit current gain 
11 E, = 0  

and then letting 11 = O, 

h12 = Ei 1 = open-circuit reverse voltage gain 
E2 1, = o 

and h22 = � 1 = open-circuit output admittance 
E2 1, = o 

( 1 7-32) 

( 1 7 -33) 

ln view of the fact that the parameters represent an impedance, an admittance, 
a voltage gain, and a current gain, it is understandable that they are called the 
"hybrid" parameters. 

ln order to illustrate the ease with which these parameters may be evaluated, 
consider the bilateral resistive circuit drawn in Fig. 1 7 - l 4a .  With the output 
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Fig. 1 7- 13 See Drzll Prob. 1 7-14 .  

1 ,  

11 , 

short-circuited (E2 = O) ,  the application of a 1 -amp source at the input 
( 1 1  = 1 amp)  produces an input  voltage of 3 . 4  volts ( E 1  = 3 . 4  volts ) ;  hence, 
h 1 1  = 3.4 ohms. U nder these sarne conditions, the output current is easily 
obtained by current division, 1 2  = - 0.4 amp ; thus, h21 = - 0.4 .  The remain
ing two parameters are obtained with the input open-circuited ( 1 1  = O). Let 
us apply a voltage at the output terminais of l volt (E2 = 1 volt ) .  The response 
at the input terminais is 0 .4  volt (E1  = 0 .4  volt ) ,  and thus h 1 2  = 0.4 .  The cur
rent del ivered by this source at the output terminais is 0 . 1 amp (12 = 0. 1 amp ), 
and therefore h22 = 0 . 1 mho.  I t  is a consequence of the recipro-: i ty theorem 
that h 1 2  = - h21  for a bilateral network.  

Now let us spice up this network sl ightly by including a dependent voltage 
source 1 00 1 1  volts, as shown in Fig .  1 7 - 1 4b .  Short-circuit ing the output  ter
minais and applying 11 = 1 amp, we find that we have a simple circuit ,  but one 
which is difficult to solve "by i nspection . "  The dependent voltage source has 
an amplitude of 1 00 volts, and superposition enables us to find 1 2 ,  

- 4  1 00 12 = -- + -- = 9 .6 amp 
4 + 6  4 + 6  

Thus, h 2 1  = 9 .6 .  Knowing 1 1  and  1 2 ,  the  voltage across the  4 -ohm resistor is 
calculated as 4 2 . 4  volts, and thus E1 = 43 .4  volts ; hu = 4 3 . 4  ohms. We next 
open-circuit the input terminais ( 1 1  = O), thus ki l l ing the dependent source. 
Hence, h 1 2  and hz2 are unchanged : h12 = 0 .4 ,  h22 = 0 . 1 mho. 

If  we now install  an input network which consists of a 0 . 1 -volt sinusoidal 

1 ,  

' •! 
Fig. 1 1- 14  (a )  A bilateral network for which the h parameters are found; 
h12  = - h21 .  ( b )  A dependent voltage source is added to the sarne two port; 
the network is no longer bilateral. 

1 Q 6 Q 1 , 1 , 
... ' ·I <E--- r '" ' 100 1 , 

4 Q  

1 

4 !J  

(a) (b) 
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20 o 

5 o 100 0 

Fig. 1 7-15 See Drill Prob. 17-15. 

source in series with a 2-ohm resistor and an output network which is simply a 
1 0-ohm resistor, we may ask for the value of E2. The two-port equations are 

El = 43.411 + 0.4E2 

12 = 9.611 + O. l E2 

and the terminating networks are described by the two relationships 

El = 0. 1 - 211 

E2 = - lOh 

Eliminating E1 between Eqs. ( 1 7 -34) and ( 1 7-36), 

0. 1 = 45.411 + 0.4E2 

and eliminating 12 between Eqs. ( 1 7-35) and ( 1 7 -37) ,  

O = 9.611 + 0.2E2 

we may readily solve for E2 : 

E2 = - 0. 1 832 volt 

( 1 7-34) 

( 1 7-35) 

( 1 7-36) 

( 1 7-37 )  

For those who desire additional practice in the manipulation of these equations, 
it may be pointed out that the ratio of the power absorbed in the 1 0-ohm load 
to the power delivered by the 0. 1 -volt source is 8. 79. 

Drill Problems 

1 7- 1 5  For the resistive network shown in Fig. 1 7- 1 5 ,  find : (a) h1 1 ; (b) 
h12 = - h21 ; (e) h22. 

Ans. 0.05 mho; 4 ohms; 0.2 

1 7- 16 For the grounded-emitter transistor data given in Sec. 1 7-6, find: 
(a) hu ; (b) h21 ; (e) h22. 

Ans. 1 00 ;  2000 ohms; 1 0-4 mho 

1 7 - 1 7  The hybrid parameters applicable to a certain two port are 
hu = 1 0  ohms, h12 = 0. 1 ,  h21 = 5 ,  h22 = 0 .2  mho. A l Oflr ma cur
rent source in parallel with a 25-ohm re�istor is connected to the input, 
and a load resistor RL is connected to the output port. (a) What value 
of RL will draw a maximum power from the network? (b) With this 
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value of RL connected, what is the input impedance (excluding the 
parallel 25-ohm resistor)? (e) What is this input impedance if RL = O? 

Ans. 5 .38 ohms; 8 .70  ohms ; 1 0.0 ohms 

Problems 
• 1 The impedance determinant of a certain three-mesh network is 

1 0  
4z = - 2  

- 7  

- 2  
1 0  

- 3  

- 7 1 - 3  
1 5  

(a) A 1 O-volt d-c source is inserted i n  mesh 1 ,  but not i n  any other mesh. How 
much power does it detiver to the network? (b) Repeat for meshes 2 and 3.  
(e) The 1 0-volt source is now inserted in mesh 1 (only) again. What 
current ftows in mesh 2? (d) The source is inserted in mesh 2 (only). 
What current ftows in mesh 1 ?  

2 Given a general one-port network, let the upper input terminal be node 1 
and the lower input terminal be the reference node. The remaining in
ternai nodes may be numbered in any convenient manner. Write a gen
eral set of nodal equations and show that the input admittance is equal to 
the ratio 4y/ 411 .  

•3 The reciprocity theorem also holds for the complt;te response, forced plus 
natural, if there is no initial energy storage. This restriction is necessary 
because the network must be passive and have only the one source. Dem
onstrate the truth of this extension of the reciprocity theorem by : (a) finding 
iL in the circuit shown in Fig. 1 7 - 1 6  for t < O  and t > O; (b) interchanging 
the step-voltage source and the (instantaneous) ammeter and finding the 
ammeter response for t < O and t > O. 

4 ln a two-port composed entirely of linear resistors, it is found that if 
E1 = 1 00 volts and E2 = O, then 1 1 = 1 0  amp and 12 = 2 amp. If the 
short circuit across the output port is replaced by a 20-ohm resistor, then 12 
drops to 1 amp. The 20-ohm resistor is now removed, the input port is 
short-circuited, and E2 = 300 volts. Find 11 and 12 . 

•5 The network shown in Fig. 1 7 - 1 7a contains à dependent voltage source. 
After writing mesh equations and obtaining the impedance determinant, 
show that Z12 is not equal to Z21 by finding both. 

IOOu(t) v j 20 h 

Fig. 1 7-16 See Prob. 3. 



540 Special Topics 

(a) 

Fig. 1 7- 1 7  ( a )  See Prob. 5. ( b )  See Prob. 6. 

2 fl 

1 fl 

2 fl 

(b) 

6 (a) Find the y parameters for the network shown in Fig. 1 7 - l  7b ,  and from 
them derive the equivalent 'TT network. (b) After noting the symmetry ex
hibited by this network, draw a symmetrical T network, and determine its 
element values by equating the corresponding y parameters for the given 
network and the T network. 

•7 (a) Find the y parameters for the network shown in Fig. 1 7 - I Ba. (b) If the 
output port is terminated in a 1 0-ohm resistor and k = 1 1 , find the ratio of 
the power absorbed by the 1 0-ohm load to that delivered by an input 
sinusoidal current source 11 . 

8 Determine the voltage gains Ez/E1 and Ez/Es for the circuit shown in Fig. 
1 7 - 1  Bb in terms of the y parameters of the two port. 

•9 The circuit shown in Fig. 1 7 - 1 9  is a common equivalent circuit for a 
transistor operating in the grounded-emitter configuration .  The numerical 
valucs are realistic. Determine the y parameters . 

10 The 'TT network of Fig. 1 7 -20a and the T network of Fig. 1 7-20b are equiv
alent if the following relationships are satisfied by the impedances of each : 

Zi = 
ZaZb 

Za + Zb + Zc 

z2 = ZbZc 
Za + Zb + Zc 

Z3 = ZcZa 
Za + Zb + Zc 

Za = 
Z1Z2 + Z2Z3 + Z3Z1 

Z2 

zb = 
Z1Z2 + Z2Z3 + Z3Z1 

Z3 

Zc = 
Z1Z2 + Z2Z3 + Z3Z1 

Z1 

The two sets of equations enable the 'TT-T transformation (also called the 
Y-ll. transformation) to be made in either direction ;  they are often useful in 
simplifying networks . Use the y parameters to show that the two networks 
are equivalent. 

1 1  Use the 'TT-T transformation outlined i n  Prob. 1 0  to transform the tive net
works shown in Fig. 1 7 -2 1 .  

1 2  Is a 'TT-T transformation made at one frequency valid at every frequency? 
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•13 Use the 7T-T transformation to simplify the circuit shown in Fig. l 7-22a and 
find the power supplied by the source. 

14 A certain two port has the following z parameters : 
z 1 1  = 20 ohms z 1 2  = 10 ohms z21 = 1 00 ohms z22 = 1 1 0 ohms 

If a 1 O LQ.'.'.. volt ideal source is connected to the input terminais and a 
25-ohm load resistor is connected across the output terminais, find the volt
age across the load. 

•15  Find the h parameters for  the network shown in  Fig. 1 7 -22b. 

• 

---7 
k l ,  

3 U  

(a) 

Fig. 1 7-18 (a) See Prob. 7. 

Fig. 17-19. See Probs. 9, 
16, and 28. 

Fig. 1 7-20 See Prob. 1 O. 

(a) 

1 ,  
Y,  

"I ·1 
(b) 

(b)  See Prob. 8. 

3 X 106 1 1 
• ,  

---7 

23 n 

z ,  z,  

z,  

(b) 
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1 0.05 f 
1o n 

w = 1 

(e) 

Fig. 17-21 

100 cos wt v T "' 

Fig. 17-22 

(a) 

5 h 
See Prob. 11 .  

5 n 

I Q  

6 Q  

1 n  5 n 

(a) 

(a) See Prob. 13. 

Fig. 1 7-23 See Prob. 18. 

-

1 
-

(b) 

l 0.05 f 
10 n 5 h 

W = 4  w = 2 
(d} (e} 

3 Q  5 n 

3 Q  

3 Q  
10 n 

(b) 

(b) See Prob. 15. 

-h r 
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16 Determine the  h parameters for the  transistor equivalent circuit shown in 
Fig. 1 7 - 1 9 .  

17 Given the four h parameters for an electrical two port, determine an 
equivalent 'IT network in terms of these parameters. Select the equivalent 'IT 
having one dependent current source across the output port. 

•18 The h parameters for the two port sketched in Fig .  1 7 -23 are 

hn = 2 ohms h12 = 0.5 h21 = 3 h22 = 0.4 mho 

A signal generator (Eoc = O. l LQ.".  volts, Zth = l LQ.".  ohm) is to be connecced 
at the input and a load resistor RL at the output. (a) If the generator is con
nected but RL is not, find Ei and Ez. (b) If the generator and a 2 .5-ohm 
load resistor are both connected, find E1 and Ez. (e) With the load and 
generator disconnected, find the output impedance. (d) Determine the out
put impedance with the generator connected. 

1 9  Find z12 , h12 , and y12 for the resistive two port shown in Fig. l 7 -24a. 
•20 For the transformer shown in Fig. l 7 -24b, assume steady-state operation at 

a complex frequency s.  Find : (a) the four y parameters ; (b) the four 
z parameters ; (e) the four h parameters . 

2 1 The g parameters for a two port are defined by the two equations 

(a) Find the four g parameters for the network shown in Fig. 1 7 -25a. (b) 
Find the four g parameters for the network shown in Fig. 1 7 -25b .  

•22 A 1 -volt source having an internai resistance of 2 ohms is connected to the 
input terminais of the two-port network shown in Fig. 1 7 - 26 .  A 1 -ohm 
load is connected to the output terminais. Find the load voltage Ez. 

I r!  2 n 

4 n 

(a) 

2 n 

3 r!  

(a) 

�r 

t 
(b} 

2 n 

6E ,I 

(b) 

Fig. 1 7-24 (a )  See Prob. 
19. ( b )  See Prob. 20. 

Fig. 1 7-25 See Prob. 21. 
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23 Find the Thévenin equivalents of the one-port networks shown in Fig. 
l 7-27a and b. 

•24 The operation of many triode, tetrode, and pentode vacuum-tube circuits 
may be analyzed by considering the two port which is equivalent to the 
tube itself. The equivalence is possible only when the signals throughout 
the circuit are relatively small so that linear operation may be assumed. 
The grid G, plate or anode P, and cathode K are identified in Fig. l 7 -28a. 
A common-cathode connection is assumed. The low-frequency equivalent 
circuit, which neglects interelectrode capacitance and lead inductance, is 
shown in Fig. l 7 -28b . The plate resistance rp and transconductance gm are 

1 ,  

G 
• 

"r 

2 12 

Fig. 1 7-26 See Prob. 22. 

2 n 

6 n 

2 n 

� 

í 5 1 , "I 
(a) (b) 

Fig. 1 7-28 See Prob. 24. 

1 ,  p 

_L 

.. • 

1 , 

r 
1 

.. • .. 

' ·I 
K 

(a) 

1 n 

í 
5 E 1 

Fig. 1 7-27 See Prob. 23. 

1 ,  

r • 

t_g E 'P 1 .. 1 

(b) 
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_L Í • , - - - - - -

_] · I . ,  

1 
n ,  n" 1 1 � , 

n ,  
1 

-

(a} (b ) 
Fig. 17-29 See Prob. 25. 

parameters of thc tube anel depenei on t he d -c biasi n g  vol tages which need 
not appear in the  equ ivaleiH c i rcu i t .  For th i s  equivalent  circu i t ,  finei :  

(a) )'2 1 ;  (b) z2 2 ;  (e ) h22 . 
25 (a) Replace thc  vacu um tube in the c i rcu i t  of Fig. l 7 - 29a with i t s  equiva

lent  c ircui t  ( Prob. 24 ) ,  anel determ i ne the voltage gain EdE 1 .  (b) Repeat 
for the cathode-fol lower circui t  of Fig. 1 7 - 29b .  Note that E 1 is no longer the 
grid - to-cathode voltage, as speci fied i n  Fig .  1 7 - 28b .  

26  I f  t:l.k  = k 1 1 k22 - k 1 2 k2 1 , show t h at the fol lowin g  relat ionsh ips between the 
severa! sets of parameters are corrcc t :  

(a) y to z parameters : 

)'22 - )' 12  - )'21  )' 1 1  
Z 1 1 = - Z 1 2 = Z2 1 z22  = -

ti.�· ti.�. il.y il.y 

(b) y to h parameters : 

1 
h 1 1 = -

h 1 2 = 
- )' 1 2  h2 1 )'2 1 il.y h22 = -Y 1 1  Y 1 1  Y1 1 )'1 1 

(e) h to y parameters : 

1 h1 2 h2 1 il.h 
Y 1 1  = -- )' 1 2 = h 1 1 

)'2 1 
h u 

)'22 = --
h 1 1 h1 1  

(d) z to h parameters : 

il.z h1 2 = 
z 1 2 z2 1 1 

h 1 1 = -
h2 1 = h22 = -Z22 z2 2 z22 z22 

(e) h to z parameters : 

Z 1 1 =
� h1 2 h2 1  

z1 2  = -- Z2 1  = Z??  = --h22 h22 h22 - - h22  
2 7  (a) Show that  the  two port of F ig .  1 7 - 30a is a possible equivalent network 

of a general two port. (b) Repeat for the two port of Fig. l 7 -30b.  
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• ,  •• 
zu - z11. zll - z11 

.. r ( z11 - z11) 1 1  !" •u 

(a) 

• , Ô. A - h., l - h ll • • 

h,, h ,, 

"I r·· h ., 
h,, 

(b) 
Fig. 1 7-30 See Prob. 27. 

•28 The transístor whose equivalent circuit is shown in Fig. 1 7 - 1 9  is placed be
tween a 1 0-3� amp sinusoidal current source, having an output resist
ance of 1 00 ohms and a 50,000-ohm load resistor. Determine : (a) the input 
impedance ; (b) the output impedance ; (e) the output current ; (d) the out
put voltage ; (e) the power gain. 



Chaptel 8 Network TopoWgy 

18- 1  INTRODUCTION 

We have been so busy learning different methods of circuit analysis and study
ing these tc.chniques by applying them to relatively simple circuits that we have 
only rarely been able to consider a fairly complicated network. Such a net
work, containing a large number of branches and nodes, may be subdued by 
mesh analysis if it is planar and by nodal analysis under any conditions. Nodal 
analysis, however, is more directly applicable to a circuit containing only 
current sources . Suppose that we are given a nonplanar network containing a 
number of voltage sources. Must we convert each source to a current source 
and then use nodal analysis, or may we somehow extend the technique of mesh 
analysis to include such a case? We shall see that the use of loop equations does 
represent such an extension. 

At the sarne time we shall see that loop currents and loop equations present a 
new problem ; it will be 'much too easy to write a set of equations which 
are either dependent or incomplete and, hence, cannot be solved. ln order to 
produce a set of equations which are both independent and sufficient, we must 
consider those properties of every network which are a function only of the 
m>tnner by which its severa) parts are interconnected and which are not a func
tion of the particular types of elements used. These properties are the concern 
of a branch of geometry called topology. 

ln a similar way we shall extend the use of nodal analysis and rely on 
topology again to help us obtain an independent, sufficient set of equations. 

Finally, we shall need to determine whether a given network should be 
attacked by loop analysis or by nodal analysis ; topology will also help us make 
this choice. 

ln order to convince ourselves that it is quite easy to obtain an incorrect set 
of equations, it is helpful to begin by considering a simple circuit as an example. 
We shall first analyze the resistive bridge circuit of Fig. 1 8- l a  correctly by 

547 
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selecting mesh currents , . as shown on the circuit diagram. The mesh equations 
are 

411 - 312 - l3 = 9 
- 311 + 512 - l3 = o 
- 11  - 12 + 313 = o 

We thus find 1,, by the difference : 

1 - � - 3  
5 

- 1  - 1  � 1 - 1 - � o - 1  Ir = l3 - 12 = 1 - � - 3  

-
l 

1 5 - 1 
- 1  - 1  3 

9 - 1 1 o - 1  
o 3 7 2  - 90 - 1  56 - 30 - 8 

Of course ,  we might wish to avoid the evaluation of three determinants by re
drawin g  the circuit in such a way that 1,, may be identified directly as one of 
the mesh currents. This is clone correctly in Fig. 1 8- l b , and it is evident that 

511 - 312 - l3 = o 

- 31 1  + 4{z = - 9  
1 1 + 2.13 = 9 1 - � 

1,, = 1 5 
- 3 
- 1  

- 3 
4 
o 

- 3  
4 
o 

- � 1 - 54 + 36 
40 - 18 - 4 

- 1  amp 

Now let us again consider this circuit in  the form in  which it was first drawn, 
repeated in  Fig. 1 8-2a .  I nstead of selecting mesh currents, a process which we 
have grown to trust (and rightly so ) ,  lct us now choose three loop currents. We 
have only our intuition to guide us at present,  but three currents are correctly 
selected on the circuit diagram, Fig. 1 8-2a .  We first note that I,. = 13 . We now 
must be careful because two loop currents may flow in the same direction through 
an element which is common to the two loops, such as the lower right 1 -ohm 
resistor through which both 12  and l3 flow in the sarne direction. 

The three Kirchhoff voltage equations are then 

411 - 412 - l3 = 9 
- 41 1 + 612 + 213 = o 

- 11 + 212 + 313 = o 

J - ! - 4 � I  6 

and 1. � 1, � 1 =: 2 - 1 8 
- 1 

- 4 -� 1 56 - 40 + 2 
6 

- 1 2 
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9 

vi / 

· l-. 

=:)íl 
� 

3 íl r:. \ 1 íl 3 íl l íl 
1 , • ., .... /.------ -

1 , ( 1 ,  

.... -.--
1 , 

1 Q ,. /  1 íl 1 íl 
9 

vi 1 íl 

{a) (b) 

Fig. 1 8 - 1  ( a )  A given unbalanced bridge wi th  three mesh currents indi
cated. ( b) The sarne circuit redrawn so that lx may be identijied as a mesh 
curren t. 

Some of the terms in these equations, or elements in the determinants, which we 
have been accustomed to see carrying a minus sign are now positive ; this 
is characteristic of loop analysis. The method and result are both correct. 

Now let us go one step further. Our intuition might lead us astray by telling 
us that a smaller number of loop currents could be selected as long as every 
branch is traversed . Such a set of two loop currents is indicated in Fig.  1 8-2b. 
Then 

1 
5 

- 3
6+ 1 1  - 3 

+ 
1 

2 7  
1 3  

(wrong) 

and a wrong answer is obtained. There is no warning either ; no zeros , no in
finities,  no indeterminate forms -j ust a wrong number.  Perhaps we feel  that 
since three mesh currents are needed, then three loop currents should be chosen. 
This is true but we cannot rely on such a guide where nonplanar networks are 
concerned because mesh analysis and mesh currents are not applicable. 

The necessary n umber of loop currents and the permissible ways in  which 
they may be selected are easi ly found with a little knowledge of network 
topology. 

Before leaving the example of Fig .  1 8-2b  and the incorrect solution obtained 
for that circuit ,  it may be pointed out that  the fallacy lies in the fact that the 
current 11 is the only current ftowing in the source and it is also the only current 
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(a} 

1 ,  

(b) 

Fig. 18-2 (a) Three loop currents are selected for the circuit first shown in 
Fig. 18-1 a. ( b) Two loop currents are selected such that every branch is in 
one ef the loops. This leads to a wrong answer. 

flowing in the detector arm of the bridge. Our knowledge of bridge circuits 
should have indicated to us that these two currents are not in general the sarne. 

Drill Problem 
18-1  Analyze the circuit of Fig. 1 8- 1  for lz by using the loop currents 
shown on the sketches of Fig. l 8-3a , b, and e. 

Ans. - 1 amp ; - 1 amp ; - 1 amp 

18-2 SOME TOPOLOGICAL DEFINITIONS 

ln order to develop several helpful topological facts about networks, we must 
first define topology itself and then define several terms which will enable us to 
describe a network topologically. Many of these terms are already familiar ones. 
Topology itself is a branch of geometry which is concerned with those properties 
of a geometrical figure which are unchanged when the figure is twisted, bent, 
folded, stretched, squeezed, or tied in knots, with the provision that no parts of 
the figure are to be cut apart or to be joined together. A sphere and a 
tetrahedron are topologically identical, as are a square and a circle. ln terms 
of electric circuits, then, we are not now concerned with the particular types of 
elements appearing in the circuit, but only with the way in which branches and 
nodes are arranged. As a matter of fact, we usually suppress the nature of the 
elements and simplify the drawing of the circuit by showing the elements as 
straight lines. The resultant drawing is called a linear graph, or simply a graph. 
A circuit and its graph are shown in Fig. 1 8-4. Note that ali nodes are identi
fied by heavy dots in the graph. 

Since the topological properties of the circuit or its graph are unchanged 
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(a) 

(e) 

(b) 

Fig. 18-3 See Drill Prob. 
18-1 .  

Fig. 18-4 (a) A given electrical circuit. ( b) The linear graph of this circuit. 

(a) (b) 
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(a) (b) (e) 

Fig. 18-5 The three graphs shown are topologically identical to each other 
and to lhe graph of Fig. 18-4b, and each is a graph of the circuit shown in 
Fig. 18-4a. 

when it is distorted, the three graphs shown in Fig. 1 8-5 are ali topologically 
identical with the circuit and graph of Fig. 1 8-4. 

Topological terms which we already know and have been using correctly are : 

node: a point at which two or more elements have a common connection. 
branch : a single path, containing one simple element, which connects 
one node to any other node. 
loop : a set of branches forming a closed path which passes through no 
node more than once. 

Since a mesh may exist or disappear as a network is drawn in planar or non
planar form, it is evident that it cannot be topological property. 

The graphs of Fig. 1 8-5 each contain 1 2  branches and 7 nodes. 
Two new properties of a linear graph must now be defined, a tree and a link. 

We may define a tree as any set of branches which does not contain any loops 
but which connects every node to every other node, not necessarily directly. 
There are usually a number of different trees which may be drawn for a net
work, and the number increases rapidly as the complexity of the network in
creases. The simple graph shown in Fig. 1 8-6a has eight possible trees, four of 
which are shown by heavy lines in Fig. 1 8-6b, e, d, and e. 

ln Fig. 1 8-7a a more complex graph is shown. Figure 1 8-7b  shows one pos
sible tree, and Fig. 1 8-7 e and d show sets of branches which are not trees because 
neither set satisfies the definition above. 

(a) 

Fig. 18-6 (a)  The linear graph of a three-node network. ( b ) ,  ( e) ,  (d ) ,  
and  ( e )  Four of the eight dijferent trees which may be  drawn for this graph 
are shown by lhe heavy tines. 

(b) (e) (d) (e} 
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(a) (b) (e) (d) 
Fzg. 18-7 (a )  A Llnear graph. ( b) A pornble lree for thzs graph. (e) and 
( d) These seis of branches do no! satisfy lhe definition of a tree. 

Once we understand the constru ction of a tree, the concept of the l ink is very 
s im pie, for a lznk is any branch in a l inear graph which is not a branch of the 
tree. lt is evident that any particular branch may or may not be a l ink ,  depend
ing on the particular tree which is selected . 

The number of l inks in a graph may be related to the number of branches 
and nodes very simply. If the graph has N nodes, then exactly N - 1 branches 
are required to construct a tree because the first branch chosen connects two 
nodes and each additional branch includes one more node . Thus, given B 
branches, the number of l inks L must be 

or 

L = B - (N - 1 )  

L = B - N + l  ( 1 8- 1 )  

l n  any of the graphs shown i n  Fig .  1 8-6 ,  we note that 3 = 5 - 3 + 1 ,  and in 
the graph of Fig. 1 8-7b ,  6 = 1 0  - 5 + 1 .  When we considered mutual induct
ance and magnetic coupl ing in Chap. 1 6 , we saw that a network may be 
in severa! disconnected parts. Equation ( 1 8- 1 )  may be made more general by 
replacing + 1 with + S, where S is the number of separa te parts. However, it 
is also possible to connect two separate parts by a single conductor, thus causing 
two nodes to form one node ; no current can flow through this single conductor. 
This process may be used to jo in  any number of separa te parts,  and thus we 
shal l  not suffer any loss of generality if we restrict our attention to circuits for 
which S = 1 .  

Drill Problems 

1 8-2 Determine the number of branches, nades, and l inks in the 
graphs of the circuits shown in Fig. 1 8-8a, b ,  and e. Check the answers 
by constructing a tree for each circuit .  

Ans. 1 6 , 7 ,  1 0 ; 1 2 ,  8 ,  5 ; 2 1 ,  1 3 , 9 

1 8-3 A nade is defined as the junction of two or more branches, and a 
branch is defined as being equivalent to a single element.  Suppose that 
a node is defined as the junction of three or more branches, and a branch 
is defined as the s ingle path contain ing one or  more simple elements in series 
which connects one nade to another nade. Using these different 
definitions, determine the number of branches, nades, and l inks in the 
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(b) 

(a) 

(e) 

Fig. 18-8 See Prob. 4 and Drill Probs. 18-2 and 18-3. 

graphs of the circuits shown in Fig. 1 8-8a, b, and e, and show that the 
equation L = B - N + 1 is still satisfied. 

Ans. 1 5 ,  6, 1 0 ;  8, 4, 5; 20, 1 2 ,  9 

1 8-3 WRITING INDEPENDENT LOOP EQUATIONS 

We are now ready to discuss a method whereby a set of loop equations may be 
written for a network that are independent and sufficient .  The method will 
enable us to obtain many different sets of equations for the sarne network, and 
ali the sets will be valid. However, the method does not provide us with every 
possible set of equations. Let us first describe the procedure, illustrate it by an 
example, and then point out the reason that the equations are independent and 
sufficient. 

Given a network, we first draw its graph and then construct a tree. Any tree 
will do, and we shall see shortly how to choose that tree which is most 
convenient for our purposes. We next focus our attention on any a�bitrary link. 
If that link is added to the tree, a closed loop must be formed; to this loop we 
assign our first loop current. It  flows through certain branches in the tree and 
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through this particular link. Now let us temporarily ignore that first link and 
the first loop current . We select another link, imagine its addition to the tree, 
note that once again a loop is formed, and assign our second loop current to this 
loop. The process is repeated for each link and, since there are B - N + 1 
links, we end up with B - N + 1 loop currents ; no link has more than one loop 
current flowing in it. The procedure is now familiar ; Kirchhoff 's voltage law is 
applied to each loop, as defined by its loop current, and the resultant equations 
may be solved by determinants, substitution, inspection, or digital computer. 

Let us consider the familiar circuit redrawn in Fig. 1 8-9a. We are asked for 
lx once more. Since no link carries more than one loop current, we therefore 
construct a tree so that the branch in which lx appears is a link. Severa! trees 
are possible, and the one arbitrari ly selected is indicated in Fig. l 8-9b. We now 
select a link, such as that defining lx, and assign a loop current which flows 
through that link but no other link. This current is shown on Fig. 1 8-9b as 11 , 
the clockwise direction being assumed only out of habit. The next link might 
be the source link, and this establishes the loop current {z . Finally, l3 is selected 
in the remaining link. It should be noted that, once the tree is drawn, the loops 
are then fixed. Only the direction of the loop current is a free choice, and this is 
of course immaterial . The loop equations are 

511 + 12 + 413 = o 
1 1 + 21z + 213 = 9 

411 + 212 + 613 = o 

and thus 11 is 

9 '1' 

I �  1 � I  2 
11 2 - 9( - 2) 

= I !  5(8) - 1 ( - 2 ) + 4( - 6) 1 � I  2 
2 

Fig. 18-9 (a) The given circuit. ( b) A tree zs selected in which the Ix branch 
is a link. 

H !  1 !l 

• , 
1 !l 1 !l 

(a) (b} 
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This checks the result  we obtained for this sarne circuit earlier in this chapter. 
Now let us discuss the sufficiency of the assumed currents and the independ

ence of the loop equations. If  these loop currents are su.fficient, then every branch 
current may be obtained from a knowledge of the values of ali the loop currents. 
Once every branch current is known, i t  is apparent that every branch voltage 
or power can be readily obtained and thus the loop currents will be "sufficient" 
information to enable a complete solution to be obtained if desired . 

How may we demonstrate sufficiency? Let us visualize a tree. It contains 
no loops and therefore contains at least two nades to each of which only one 
tree branch is connected. The current in each of these two branches is easily 
found from the known l ink currents by applying Kirchhoff 's current law. If 
there are other nades at which only one tree branch is connected, these tree
branch currents may also be immediately obtained. ln the tree shown in Fig. 
1 8 - 1  O ,  we thus have found the curren ts in  branches a ,  b, e,  and d. Now 
we move along the branches of the tree, finding the currents in the tree branches 
e and /; the process may be continued unti l  ali the branch currents are deter
mined. The link currents are therefore sufficient to determine ali branch 
currents .  It is helpful  to look at the s ituation where an incorrect " tree " has 
been drawn which contains a loop. Even if al i  the l ink currents were zero,  a 
current might st i l l  circulate about this " tree loop . "  Hence, the l ink currents 
could not determine this current ,  and they would not represent a sufficient set. 
Such a "tree" is by definition impossible. 

l n  arder to demonstrate that the B - N + 1 loop equations are independent, 
it is only necessary to point out that each represents the application of Kirch
hoff's voltage law around a loop which contains one l ink not appearing in any 
other equation. We might visualize a different impedance Z1 ,  Z2, . . .  , ZB-N+l 
in each of these l inks ,  and it is then apparent that one equation can never be 
obtained from the others since it contains one coefficient not appearing in any 
other equation. 

Hence, the link currents are sufficient to enable a complete solution to be 
obtained, and the set of loop equations which we use to find the link currents is 
a set of independent equations. 

Fig. 18-10 A tree which 
is used as an example to 
illustrate lhe su.fficiency ef 
the link currents. 
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-i l n 
1 0  fl 4 n 10 n 1 ,  2 l1 l f!  

1 50 ,, 1 2LÍ!: v1 � 
nns r 

L ----<o-----� 

l f!  

(a) (h) 
Fig. 18- 1 1  ( a )  See Drlll Prob. 18-4. ( b )  See Drzll Prub. 18-5. 

Drill Problems 

1 8-4 Draw a tree for the circuit shown in  Fig. 1 8 - 1 1 " so that  1 1 , 1 2 , 
and l3 are l ink currents. Find them by writing loop equations.  

Ans. 3 .  7i amp ; 2 . 2 1  amp ;  4 . 66 amp 

1 8-5 Find the power dissipatcd in each 1 -ohm resistor of the network 
shown in Fig .  1 8- 1 1 b .  

Ans .  8 .09 watts ; 42 . 1 watts ; 2 1 .0 watts 

1 8-4 WRITING INDEPENDENT NODAL EQUATIONS 

Now we shal l  consider the use of a tree to obtain a suitable set of nodal equa
t ions. ln some respects this is the dual of the method of writing loop equations. 
Again it should be pointed out that, a l though we are able to guarantee that any 
set of equations we write will be both sufficient and independent ,  we should not 
expect that the method will lead directly to every possible set of equations. 

We begin by constructing any convenient tree for the given network and then 
focus our attention on the branches in the tree. Each tree branch is assigned a 
voltage, extending from the node at one end of the tree branch to the other. 
Thus, there are N - 1 voltages chosen since the tree contains N - 1 branches. 
Kirchhoff 's current law is then applied to any N - 1 nodes, and the remaining 
node may be ignored. This corresponds to the presence of the reference node 
in our previous attack on nodal analysis. The equation written at the Nth node 
is not independent ;  it may be obtained from the other N - 1 equations. 

The procedure may be i l lustrated by considering the example shown in Fig. 
1 8- 1 2a .  We first draw a tree containing the lx branch, such as that shown in 
Fig. 1 8- 1 2 /J ,  and then select vo l tages across the three tree branches as E 1 , Ez , 
and E3. The three voltages may be sensed in any direction. At the upper node, 

or 

3 E 1 + l ( E 1 + Ez) = 9 

4E 1 + Ez = 9 
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3 li 

I li  

(a} (b) 

Fig. 18-12 (a)  The given network. (b )  A tree is chosen in which the 1., 
branch is one of the tree branches. 

at the left node, 

- 3E1 + 1 E2 + l (E2 + E3) = O 

or - 3E1 + 2E2 + E3 = O 

and at the right node, 

- l (E1 + Ez) - 1 E2 + l E3 = O 

or 

Therefore, 

1 - � - 1  
E, � 1 4 

- 3 
- 1  

9 
o 
o 
1 
2 

- 2  

I I  - 9( - 3 + 1 )  

r 1 - 4(4) + 3( 1 )  _ 1 ( 1 )  
= 

The above equations and the denominator determinant both exhibit a star
tling difference from past performance. The symmetry about the main diagünal 
has vanished . This symmetry was present when ali nodal voltages were taken 
with respect to a single reference node, and it was present in ali the loop equa
tions discussed in the previous section .  lt is a useful guard against careless mis
takes, and we shall miss it. Symmetry exists in the loop equations because an 
element Z;i present in loops i and j has loop currents I; and li flowing through 
it and thus has voltages ±l;Z;i and ± liZii produced across it. ln the general 
nodal analysis, however, we cannot in general associate a particular branch volt
age with a particular node ; a common reference node no longer exists. 

With a little ingenuity, however, we may construct a tree for any network 
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such that the tree possesses a common reference node ; that is, one node is com
mon to every branch in the tree. Consider the simple circuit shown in Fig. 
l 8- 1 3a. Although we should certainly analyze this network by writing a single 
loop or mesh equation, let us consider nodal analysis . Four nodes are present, 
and apparently any tree we draw will contain three branches in series and thus 
not possess a common reference node. If we add a zero-conductance branch 
between, say, nodes 2 and 4, then the tree shown in Fig. 1 8- 1 3b possesses a pos
sible reference node, node 4. We should write the equations 

Ei = 60 
- 1AE1 + ( \k,  + V1 0 + O)E2 - \tí oE3 = O  

- \tí oE2 + ( \tí o  + \tí s )E3 = O  

and obtain the obviously correct solutions E2 = 50 volts, E3 = 30 volts. 
The tree-branch voltages are su.fficient to allow the link voltages to be de

termined. This is apparent because each link extends between two nodes which 
are also connected by a sequence of tree branches, or known voltages. The 
node equations also form an independent set of equations. If we imagine an 
admittance Y1 , Y2 , . . .  , YN-1 connected from each node to that node at 
which Kirchhoff's current law is not applied, then it is obvious that none of the 
equations can be obtained from any of the others . 

Drill Problems· 
1 8-6 ln the circuit shown in Fig. 1 8- l  4a, choose a tree so that nodal 
equations may be written in terms of the three source voltages. De
termine the power delivered by each source. 

Ans. 3 .56 watts ; 1 3 .44 watts ; 0.9 1 2  watt 

18-7 Find E1, Ez,  and E3 in the circuit shown in Fig. 1 8- 1 4b. 
Ans. - 5 .68 volts ; - 1 .44 volts ; 4 .24 volts 

Fig. 18-13 (a)  A given networkfor which no tree can be drawn which con
tains a common reference node. ( b) The addition of a ::.e�o-admittance branch 
between nodes 2 and 4 permits a tree to be drawn in which node 4 is a com
mon reference node. 

60 vJ 
5 íl 10 íl 

4 
(a) 

15 íl 

4 ( rei . )  

(b) 
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10 ampt _ 
rms · 1  

5 ll 

3 amp 
• ..!!!!!.._ 

(a) 

2 ll 

2 ll 

(b) 

Fig. 18-14 (a) See Drill Prob. 18-6. (b) See Drill Prob. 18-7. 

4 ll 

18-5 THE CHOICE BETWEEN LOOP AND NODAL METHODS 

Which of the two methods loop analysis or nodal analysis is preferable? The 
answer depends mostly on the form of the circuit in question. It is evident that 
N - 1 nodal equations are required and B - N + 1 loop equations are needed. 
Other things being equal, we should certainly choose that method "which re
quires the smaller number of equations. 

There is a strong tendency among students, professional engineers, and the 
authors to use mesh or loop ana:lysis more often than they should. This is 
partly due to the fact that circuit diagrams usually carry resistance values rather 
than conductance values and the extra step of finding conductances can be 
avoided by using loop analysis. This is not a very good alibi when capacitance 
and inductance are also present. Another reason for the emphasis on loop 
analysis is probably the tendency in ali of us to learn well one method that we 
can always apply, even if it occasionally means extra work. Nodal analysis is 
very convenient in many electronic circuits in which loop analysis is almost 
prohibitively involved. 

We must also consider the problem of sources once more. Nodal analysis 
applies naturally to circuits containing current sources and loop or mesh analysis 
to circuits containing voltage sources. Of course, these sources may be trans
formed into each other very simply in most cases. 

Let us consider an example in which the sources cannot be transformed by 
the simple methods. To lighten the algebraic load, we consider a purely re
sistive circuit, shown in Fig. l 8- l 5a. We should note that neither source can be 
transformed (only because each one 1s assumed ideal) ,  and we should also see 
that superposition would lead to the most rapid solution. Let us avoid this 
simple method and worry about applying mesh or nodal analysis. Neither is 
obviously preferable, so we shall write nodal equations first. Since the voltage 
across the ideal voltage source is given, we shall select this branch as a tree 
branch. The tree chosen is sketched in Fig. 1 8- 1 5b, and the three branch 
voltages are indicated. The three equations are 
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Hence, 

e1 = 1 0  
l (e2 - e1 ) + 1/ie2 = 1 0  
1/3(e3 - e1 ) + l e3 = - 1 0 

1 .5e2 - 1 0  = 1 0  
e2 = 1 3 . 33  

and 1 . 333e3 - 3 .333 = - 1 0  
e3 = - 5  

l n  a more complicated circuit, the set of equations might be solved by 
determinants. 

If we now try loop analysis, we should select the ideal current source as a link 
since its current is already known. The tree of Fig. 1 8- 1 5b is again satisfactory, 
and the loop currents are indicated on it. The three loop equations are 

11 = 1 0  
2i1 + 3i2 = 1 0  

- i1 + 4i3 = 1 0  

Hence, 
- 1 0 + 4i3 = 1 0  

and 
Thus, 

20 + 312 = 1 0  

and i2 = - 3.333 

Again, determinants may be used if necessary. 

J0 V i 

Fig. 18-15 (a) A circuit is shown containing two ideal sources which can
not be simply traniformed. ( b) A tree is selected for nodal analyszs. 

i, 

2 !l 1 !l 

(a) (b) 
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Fig. 18-16 See Drill Probs. 18-8 and 18-9 
and Probs. 17 and 18. 

With somewhat more work, problems such as these may also be analyzed by 
placing a resistor in series with each ideal voltage source or in parallel with 
each current source, transforming the sources, analyzing the resultant circuits by 
standard loop or nodal methods, and then letting the parallel resistors become 
infinite or the series resistors approach zero. 

Drill Problems 
18-8 Analyze the circuit of Fig. 1 8- 1 6  by writing nodal equations. 
Determine the value of El , E2, and E3 . 

Ans. 6 volts ; 1 2  volts ; O volts 

18-9 Write mesh equations for the circuit of Fig. 1 8- 1 6  and again 
determine El , E2, and E3 . 

Ans. 6 volts ; 1 2  volts; O volts 

Probkms 
•l For the circuit shown in Fig. 1 8- l  7a find 1,,  by : (a) using mesh currents 11, 

12 , and Ia shown ; (b) redrawing the network so that each source is in only 
one mesh and then reassigning mesh currents ; (e) leaving the configuration 
as shown, drawing a tree which does not include either source branch, and 
assigning suitable loop currents. 

2 Show that L = B - N + 1 for the circuits of Fig. 1 8- l 7a and b. 
3 How many different trees can be drawn for the circuits of Fig. • 1 8- 1 8a and 

1 8- 1 8b? 
4 (a) For the circuit of Fig. 1 8-8b,  draw any tree, number the link currents 

from 11 to IB-N+1 , assume 11 = 1 ,  12 = 2, /3 = 3, etc . ,  using whichever 
sense you desire, and show that ali the branch currents are determined by 
finding their values, including direction. (b) How many mesh currents 
must be defined in this circuit? Does this equal the above number of link 
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currents? (e) Show that no tree can be constructed so that the link 
currents will be mesh currents. 

•5 A resistor is located along each edgc of a cube, and a voltage source, in
cluding a series resistor, is connected between two diametrically opposite 
corners. How many loop equations are required? 

6 Draw any tree for the parallel-T notch filter shown in Fig. l 8 - 1 9a .  Find 
the number of: (a) nodes ; (b) branches :  (e) tree branches ; (d) links; 
(e) loop equations necessary for a solution. 

7 By drawing a tree for the circuit of Fig. 1 8- l  9b ,  show that Ei ,  E2 , and E3 
are a sufficient set of node voltages . Write three nodal equations and 
determine these voltages. 

•8 ln the circuit shown in Fig. 1 8- 20a : (a) How many nodal equations must 
be written? (b) May EA, EB, and Ec be used as a suitable set of node volt
ages? (e) Show that EA, EE, and Ec are a sui table set and use them to find 

1 n  

2 n  1 n 3 !2  

(b} 

Fig. 18-17  ( a )  See Prob. 1 and Prob. 2 .  (b) See Prob. 2. 

Fig. 18-18 See Prob. 3. 

(a} (b) 
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the current in the 2-mho conductance. (d) Repeat part e for the set of 
voltages Ev, EE, and EF. 

9 Sl and S2 may be considered either as general voltage or general current 
sources in Fig. 1 8-20b, and A , B, C, D, and E either as impedances or 
admittances. (a) How many loop equations are required? (b) How many 
nodal equations are required? (e) Draw a tree so that the voltages across 
B, across C, and across E are nodal voltages. (d) Draw a tree so that both 

(a) 

(b) 

Fig. 18-19 (a) See Prob. 6. (b) See Prob. 7. 

Fig. 18-20 (a) See Prob. 8. ( b) See Prob. 9. 

E,( 

-10 amp 
...__ 

3 u 

� 2 u 6 u 

1 1.l  

(a) 

3 1.l 

i-2 amp . 

(b) 
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source currents and the current through C are equal to loop currents . (e) ' 
Draw a tree so that both source currents and the current through both C 
and D are equal to loop currents. 

•liJ For the network shown in Fig. 1 8-2 l a :  (a) How many loop equations must 
be written? (b) How many nodal equations must be written if the general 
,·oltage-source branch is changed to a general current source? (e) For the 
i rcuit as shown, which of the " trees" shown in Fig. 1 8-2 1 b , e, d, e,f, and g 

, re correct trees? 

Fig. 18-21 See Prob. 10. 

(a} 

(e) (d) 
(b) 

� // / 
(e) (f) (g) 
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1 1  Assume that each source in the circuit shown in Fig. 1 8-22 is an ideal volt
age source in series with an impedance. How many mesh or loop equa
tions are required? If each source is assumed to be an ideal current 
source in parallel with an admittance, how many nodal equations are 
required? 

•12  Find the current in every branch in the circuit shown in Fig. 1 8-23.  

Fig. 18-22 See Prob. 1 1 .  

Fig. 18-23 See Prob. 12. 

H l  

H l  

Fig. 18-24 (a) See Prob. 13. (b) See Prob. 14. 

10 amp ....--

3 0  3 0  

""
1
3 V 1 0  

(a) 

63 amp 
----.... 

2 0  3 o 

• . 

(b) 

4 0  
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(a) 

JO !? 

Fig. 18-25 (a) See Prob. 15. ( b) See Prob. 16. 

1 3  Find lx i n  the circuit shown i n  Fig. 1 8-24a. 

25 V (Ó--

(b) 

15 n 

l -35 V 

•14 ln the circuit of Fig. 1 8-24b select a tree which will allow the simplest set 
of loop equations to be written which involve lx and ly .  Write the neces
sary loop equations and determine both lx and ly . 

1 5  The circuit o f  Fig: 1 8-25a includes a dependent voltage source. Determine 
the ratio of E0/E; for this equivalent circuit of a cathode follower. 

16 Find lx in the circuit of F ig .  1 8-25b by writing only two loop equations. 
Why is this possible? 

•17  lnterchange the 1 O-volt source and the  upper-right 2-ohm resistor i n  the 
circuit of Fig. 1 8- 1 6  and find E1 by writing loop equations. The 1 O-volt 
source sense arrow is to be directed down and to the right. 

18 Rework Prob. 1 7  by writing nodal equations. Difficulties should be ex
pected, but ingenuity always triumphs. 



Polyphase Circuits 

19- 1  INTRODUCTION 

One of the reasons for studying the sinusoidal steady state is that most house
hold and industrial electric power is utilized as alternating current. The 
sinusoidal waveform may characterize a special mathematical function, but it 
represents a very common and very useful forcing function. A polyphase source 
is even more specialized, but we again consider it because almost the entire out
put of the electric power industry in this country is generated and distributed as 
polyphase power at a 60-cps frequency. Before defining our terms carefully, let 
us look briefly at the most common polyphase system, a qalanced three-phase 
system. The source has perhaps three terminais, and voltmeter measurements 
will show that sinusoidal voltages of equal magnitude are present between any 
two terminais. However, these voltages are not in phase ; it will be easily shown 
la ter that each of the three voltages is 1 20 º out of phase with each of the other 
two, the sign of the phase angle depending on the sense of the voltages. A bal
anced load dra ws power equally from the three phases, but when one of the 
voltages is instantaneously zero, the phase relationship shows that the other two 
must each be at half amplitude. At no instant does the instantaneous power 
drawn by the total load reach zero ; as a matter of fact, this total instantaneous 
power is constant. This is an advantage in rotating machinery, for it keeps the 
torque much more constant than it would be if a single-phase source were used. 
There is less vibration. 

There are also advantages in using rotating machinery to generate three
phase power rather than single-phase power, and there are economical advan
tages in favor of the transmission of power in a three-phase system. We shall 
consider this last point in a problem later. 

A larger number of phases will produce less vibration, but the reduction is 
usually not worth the added complexity. The use of a higher number of phases, 

568 
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r 
b ... ____ T_J 

(a) 

a 

b 

(b) 

Fig. 19-1 (a )  The de.fi
n ition of the voltage Eab· 
( b )  A network used to il
lustrate the application of 
the double-subscript nota
tion for voltages. 

such as in 6- and 1 2-phase systems, is limited almost entirely to the supply of 
power to large rectifiers . Here, the rectifiers convert the alternating current to 
direct current, which is required for certain processes such as electrolysis. The 
rectifier output is a pulsating direct current, and the amplitude of the undesir
able pulsations, or ripple, decreases as the number of phases increases. 

Two-phase systems have many applications in the field of automatic contrai. 
One of the phases of a two-phase motor may be automatically controlled in 
amplitude and fJvlarity in order to provide a torque in either direction, as well 
as zero torque. 

Almost without exception, polyphase systems in practice will contain sources 
which may be closely approximated by ideal voltage sources or by ideal voltage 
sources in series with small internai impedances. The methods which we shall 
study will therefore be based upon voltage sources and mesh or loop analysis ;  
three-phase current sources are extremely rare. 

It is convenient to describe polyphase voltages and currents using a double
subscript notation. With this notation, a voltage or currept, such as Eab or IaA, 
has more meaning than if it were indicated simply as Ea or lx. By definition, 
let the voltage of point a with respect to point b be Eab· Thus, the arrowhead is 
located at a, as indicated in Fig. 1 9 - 1  a.  With reference to Fig. 1 9 - 1  b, it is now 
obvious that Ead = Eab + Ecd · The power of the double-subscript notation lies 
in the fact that Kirchhoff 's voltage law requires the voltage between two points 
to be the sarne, regardless of the path chosen between the points, and thus 
Ead = Eab + Ebd = Eac + Ecd = Eab + Ebc + Ecd, etc. 1t is apparent that 
Kirchhoff 's voltage law may be satisfied without reference to the circuit diagram; 
correct equations may be written even though a point, or subscript letter, is in
cluded which is not marked on the diagram. For example, we might also have 
written, above, Ead = Eax + Exd· 

One possible representation of a three-phase system of voltages1 will be found 
to be that of Fig. 1 9-2 .  Let us assume that the voltages Ean, Ebn, and Ecn are 
known, 

Ean = l OOLQ'.'.. volts rms 
Ebn = 1 00/ - 1 20 º  
Ecn = 1 00/ - 240 º 

1 Rms values of currents and voltages will be used throughout this chapter. 
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�00/-240° V 

,-J 

n ----; 
_____,. 100� V 

o 

100/-1 20° .!j. "l 
Fig. 19-2 A network used as a numerical 
example ef double-subscript voltage notation. 

b 

and thus the voltage Eab may be found, with an eye on the subscripts, 

Eab = Ean + Enb = Ean - Ebn 
= l OOL.Q:. - 1 00/ - l 20º 

= 1 00 - ( - 50 - j 86.6) 
= 1 73 .2fl.9..:'.. 

The three given voltages and the construction of the phasor Eab are shown on the 
phasor diagram of Fig. 1 9-3 .  

A double-subscript notation may also be applied to currents. We define the 
current Iab as the current ftowing from a to b by the direct path. ln every com
plete circuit we consider, there must of course be at least two possible paths 
between the points a arid b, and we agree that we shall not use double-subscript 
notation unless it is obvious that one path is much shorter, or much more direct. 
Usually this path is through a single element. Thus, the current Iab is correctly 
indicated in Fig. 1 9-4, but the mere identification of a current as Icd would 
cause confusion. 

Before considering polyphase systems, we shall make use of double-subscript 
notation to help with the analysis of a special single-phase system. 

E = E  + E  ab  0 11  nb 

Fig. 19-3 A phasor dia
gram illustrating the graph
ical  use of the double-sub
script voltage convention to 
o btain Eab for the network 
ef Fig. 19-2. 
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Fig. 19-4 A n  il(ustration of the use and 
misuse of the double-subscript convention 

for current notation. 

Drill Problems 

b 
1 ab 

d a 

19-1  If  Eab = 1 00� , Ebc = 50/90 º ,  and Edc = 1 00/45 º ,  find (a) 
Ebd ; (b) Eac ;  (e) Ead· 

Ans. 1 1 1 .8/26.6º volts ; 35.9/ - 35 .2 º  volts ; 73 . 7/ - 1 63 .7 º volts 

1 9-2 If E.ry is 200� volts in the circuit shown in Fig. 1 9-5 ,  find : (a) 
Iad ;  (b) Iza ;  (e) 1.rz· 

Ans. 3 .29/80.6 º  amp; 3 .29/80.6º  amp;  7 .35L!ll_"_ amp 

19-2 SINGLE-PHASE THREE-WIRE SYSTEMS 

A single-phase three-wire source is defined as a source having three output ter
minais, such as a, n, and b in Fig. l 9-6a, at which the phasor voltages Ean and 
Enb are equal. The source may therefore be represented by the combination of 
two identical voltage sources; in Fig. 1 9-6b, Ean = Enb = E1 .  lt is apparent that 
Eab = 2Ean = 2Enb, and we therefore have a source to which loads operating at 
either of two voltages may be connected. The normal household system is single
phase three-wire, permitting the operation of both 1 1 5-volt and 230-volt 
appliances. The higher-voltage appliances are normally those drawing a larger 
power, and thus they cause a current in the lines which is only half that which 
operation at the sarne power and half the voltage would produce. Smaller
diameter wire may consequently be used safely in the appliance, the household 
distribution system, and the distribution system of the utility company. 

Fig. 19-5 See Drill Prob. 19-2. 

10 n 

20 n 

�---------� d 
b 

-;4o n 
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Fig. 19-6 (a) A single-phase three-wire 
source. ( b) The representation of a single
phase three-wire source by two identical 
voltage sources. 

Single-phase 
three-wire 

source 

a 

b 

(a) (b) 

The name single phase arises because the voltages Ean and Enb, being equal, 
must have the sarne phase angle. From another viewpoint ,  however, the volt
ages between the ou ter wires and the central wire, which is usually referred .to 
as the neutral, are exactly 1 80 º  out of phase. That is, Ean = - Ebn and Ean + 
Ebn = O. ln a following section we shall see that balanced polyphase systems are 
characterized by possessing a set of voltages of equal magnitude whose (phasor) 
sum is zero. From this viewpoint, then, the single-phase three-wire system is 
really a balanced two-phase system. "Two phase," however, is a term that 
is traditionally reserved for something quite different, as we shall see in the 
following section. 

Let us now consider a single-phase three-wire system which contains identical 
loads Zp between each outer wire and the neutral (Fig 1 9- 7 ) .  We shall first 
assume that the wires connecting the source to the load are perfect conductors. 
Since 

then, 

and, therefore, 

Thus there is no current in the neutral wire, and it could be removed without 
changing any current or voltage in the system. This result is achieved through 
the equality of the two loads and of the two sources. 

We next consider the effect of a finite impedance in each of the wires. If lines 
aA and bB each have the sarne impedance, this impedance may be added 
to Zp, resulting in two equal loads once more and zero neutral current. Now let 

Fig. 19-7 A simple single-phase 
three-wire system. The two loads are 
identical and the neutral current is 
zero. 
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us allow the neutral wire to possess some impedance Zn. Without carrying out 
any detailed analysis, superposition should show us that the symmetry of 
the circuit will still cause zero neutral current. Moreover, the addition of any 
impedance connected directly from one of the outer lines to the other outer line 
also yields a symmetrical circuit and zero neutral current. Thus, zero neutral 
current is a consequence of a balanced, or symmetrical, load ; any impedance 
in the neutral wire does not destroy the symmetry. 

The most general single-phase three-wire system will contain unequal loads 
between each outside line and the neutral and another load directly between 
the two ou ter lines ; the impedances of the two outer lines may be expected to 
be approximately equal, but the neutral impedance may be slightly larger. An 
example of such a system is shown in Fig. 1 9-8. The analysis of the circuit 
is most easily achieved by assigning mesh currents and writing the appropriate 
equations. The results of this labor are 

11 = 1 1 .2/- 1 9.8 º  
12 = 9.38/ - 24.5 º 
l3 = 1 0 .4/ - 2 1 .8 º  

The currents i n  the outer lines are thus 

laA = 11 = 1 1 .2/- 1 9.8 º  
lbB = - 13 = 1 0.4/1 58. 2 º  

and the smaller neutral current is 
lnN = l3 - 11 = 0.95/ - 1 7 7 .9 º  

The power drawn by  each load may be  determined, 

P50 = 1 �l - 12 l 2 (50) = 207 watts 

which could represent two 1 00-watt lamps in parallel, 

P100 = 1 l3 - 12 1 2 ( 1 00) = 1 1 7 watts 
which might represent one 1 00-watt lamp, 

P20 + ;10 = 1 12 1 2 (20) = 1 763 watts 

1 f! A 

0 50 !'! 20 f! 

3 f! íJ e� 100 !'! ;10 n 

1 f! 

b B 

Fig. 19-8 A typical sin-
gle-phase three-wire system. 
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which we may think of as a 2-hp induction motor. The total load power is 2087 
watts. The loss in each of the wires is next found : 

PaA = 1 11 1 2 ( 1 )  = 1 26 watts 
PbB = 1 13 1 2 ( 1 )  = 1 08 watts 
PnN = 1 lnN I 2 (3) = 2. 7 watts 

or a total line loss of 237  watts. The wires are evidently quite long; otherwise, 
the relatively high power loss in the two outer lines would cause a dangerous 
temperature rise. The total generated power must therefore be 2324 watts, and 
this may be checked by finding the power delivered by each voltage source : 

Pan = 1 1 5 ( 1 1 .2) cos 1 9. 8 º  = 1 2 1 8  watts 
Pbn = 1 1 5 ( 1 0.4) cos 2 1 .8 º  = 1 1 08 watts 

or a total of 2326 watts. The transmission efficiency for this system is 

Eff. = 2087 = 89.8% . 2087 + 237 

This value would be unbelievable for a steam engine or an internal-combustion 
engine, but it is too low for a well-designed distribution system. Larger-diameter 
wires should be used if the source and the load cannot be placed closer to each 
other. 

A phasor diagram showing the two source voltages, the currents in the outer 
lines, and the current in the neutral is constructed in Fig. 1 9-9. The fact that 
IaA + IbB + InN = O is indicated on the diagram. 

Drill Problem 

19-3 ln the circuit of Fig. 1 9-8, replace the 20 + j 1 0  ohm load by a 
pure resistance of 40 ohms. (a) Find the power drawn by the 40-ohm 
load. (b) Assume that the 50-ohm load is a light bulb which burns out. 
What power is now taken by the 40-ohm load? (e) The 50-ohm (200-
watt) bulb is replaced by a good bulb, and then the 1 00-ohm load burns 
out. Now what power is delivered to the 40-ohm load? 

Ans. 1 1 79 watts ; 1 1 89 watts ; 1 1 66 watts 

19-3 TWO-PHASE THREE-WIRE SYSTEMS 

Two-phase systems do not have nearly the practical importance of either single
phase or three-phase systems, and we shall content ourselves with a definition 
and an inspection of the relative magnitudes and phases of the voltages and cur
rents in a balanced system. 

Let us define a two-phase three-wire source as a source having terminais a n 

and b, at which Ebn = ± j  Ean· The source may therefore be represented by ag�i� 
connecting two ideal voltage sources, as shown in Fig. 1 9- 1  Oa. To this source we 
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1 b• 

- - -

1 b• 
- -- -- - -

1 a A 

Fig. 19-9 The source voltages and three of the currents in the circuit of Fig. 
19-8 are shown on a phasor diagram. 

shall connect a balanced load, consisting of equal impedances Zv from each out
side line to the neutral . Let us assume arbitrarily that Ebn leads Ean by 90º .  
Thus, 

Ebn = } Ean 

and the voltage between the outside lines is 

Eab = Ean + Enb 
= Ean - )Ean 
= yi2Ean/ - 45 ° 

The ou ter line currents are equal in magnitude and 90º out of phase, 

IaA = 
Eab 
Zv 

Ebn . 1 IbB = z = ) aA 
r> 

(a) 

1 
1 
1 
1 
1 

Enb-JL_ _ _ _ _ _  _ 

(b) 

• .. 

Fig. 19-10 (a )  A two
phase three-wire system. 
( b) The phasor diagram 

for this two-phase system. 



576 Special Topica 

Fig. 19-11  See Drill Prob. 19-4. 

and the neutral current is larger than either, 
InN = - laA - lbB 

- ( 1  + jl )ldA 
- y12 I� 

• , 

1 µ. !  

1 µ. f  

•, 

A phasor diagram for this two-phase system is shown in Fig. 1 9- l Ob ; a load with 
a lagging power factor is assumed. 

The greatest use of two-phase systems is in the contrai of small motors. ln this 
application, the two voltages are unequal. Two-phase four-wire systems, in 
which there is no electrical connection between the two phases, are also seen in 
practice. 

Drill Problem 

19-4 Find the ratios 1 Ii/12 I and 1 l i/ln 1 for : (a) the balanced 
two-phase circuit of Fig. 1 9- 1 1 ; (b) this circuit if each of the two ou ter 
lines has a resistance of 5 ohms ; (e) this circuit if each of the three wires 
has a resistance of 5 ohms. 

Ans. 1, 0 .707 ; 1 . 6 1 2, 1 . 1 40 ; 1, 0.707 

19-4 THREE-PHASE Y-Y CONNECTION 

Three-phase sources have three terminais, called the tine terminais, and they 
may or may not have a fourth terminal, the neutral connection. We shall begin 
by discussing a three-phase source which does have a neutral connection. lt 
may be represented by three ideal voltage sources connected in a Y, as shown in 
Fig. 1 9- 1 2 ;  terminais a, b, e,  and n are available. We shall consider only 
balanced three-phase sources which may be defined as having 

and Ean + Ebn + Ecn = O 
These three voltages, each existing between one line· and the neutral, are called 
phase voltages. If we arbitrarily choose Ean as the reference, 

Ean = E,,/.Sr:_ 
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a b 

Fig. 19-12 A Y-connected three-
phase source. 

where we shall consistently use Ep to represent the magnitude of any of the phase 
voltages, then the definition of the three-phase source indicates that either 

or 
Ebn = Ep/ - 1 20º 

Ebn = Ep/1 20º 
Ecn = Ep/ - 240 º 
Ecn = Ep/240 º 

The former is called positive phase sequence, or abc phase sequence , and is shown 
in Fig. 1 9- 1 3a ;  the latter is termed negative phase sequence, or cba phase sequence, 
and is indicated by the phasor diagram of Fig. 1 9- 1 3b .  It is apparent that the 
phase sequence of a physical three-phase source depends on the arbitrary choice 
of the three terminais to be lettered a, b, and e. They may always be chosen to 

· provide positive phase sequence, and we shall assume that this has been done in 
most of the systems we consider. 

Let us next find the line-to-line voltages (or simply "l ine" voltages) which are 
present when the phase voltages are those of Fig. 1 9- 1 3a .  It is easiest to do this 
with the help of a phasor diagram, since the angles are ali multi pies of 30º . The 

Fig. 19-13 (a) Positive, or abc, phase sequence. ( b) Negative, or cba, phase 
sequence. 

E c n  = EP /-240° 

( +) sequence {-) sequence 

(a) (b) 
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Fig. 19-14 A phasor diagram which is 
used to determine thi line voltages from 
the given phase voltages. 

necessary construction is shown in Fig. 1 9- 1 4 ; the results are 

Kirchhoff's voltage law requires the sum of these three voltages to be zero, and 
it is zero. 

Denoting the magnitude of any of the line voltages by EL, then one of the 
important characteristics of the Y-connected three-phase source may be ex
pressed as 

EL = y'3 E,, 

Note that, with positive phase sequence, Ean leads Ebn and Ebn leads Ecn, in 
each case by 1 20 º ,  and also that Eab leads Ebc and Ebc leads Eca, again by 1 20 º .  
The statement i s  true fo r  negative sequence i f  "lags" i s  substituted fo r  "leads ." 

Now let us conne.ct a balanced Y-connected three-phase load to our source, 
using three lines and a neutral ,  as drawn in Fig. 1 9- 1 5 . The load is represented 
by an impedance z,, between each line and the neutral .  The three line cur
rents are found very easily, since we really have three single-phase circuits which 
possess one common lead : 

IaA = Ean 
z,, 

IbB = Ebn = Eanl - 1 20º = IaAI _ 1 20º 
z,, z,, 

Ice = IaAI - 240º 

and thus 

INn = IaA + IbB + Ice = O 

Thus, the neutral carries no current if the source and load are both balanced 
and if the four wires have zero impedance. How will this change if an 
impedance ZL is inserted in series with each of the three lines and an impedance 
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Zn is inserted in the neutral? Evidently, the line impedances may be combined 
with the three load impedances ; this effective load is still balanced, and a per
fectly conducting neutral wire could be removed. Thus, if no change is pro
duced in the system with a short circuit or an open circuit between n and N, 
any impedance may be inserted in the neutral and the neutral current will re
mam zero. 

lt follows that, if we have balanced sources, balanced loads, and balanced 
line impedances, a neutral wire of any impedance may be replaced by any 
other impedance, including a short circuit and an open circuit. lt is often help
ful to visualize a short circuit between the two neutral points ; the problem is 
then reduced to three single-phase problems, ali identical . We say that we thus 
work the problem on a "per-phase" basis. 

Let us work severa! problems involving a balanced three-phase system hav
ing a Y-Y connection. A straightforward problem is suggested by the circuit 
of Fig. 1 9- 1 6 ; we are asked to find the severa! currents and voltages throughout 
the circuit and to find the total power. 

Since one of the source phase voltages is given, and since positive phase 
sequence is assurned, the three phase voltages are 

Ean = 200LQ.'.'. Ebn = 200/ - 1 20 º  Ecn = 200/ - 240º 

The line voltage is 200 y'3, or 346 volts ; the phase angle of each line voltage can be 
determined by constructing a phasor diagram, as before . As a matter of fact, 
the phasor diagram of Fig. 1 9- 1 4  is applicable, and Eab is 346/30 º volts. 

Let us work with phase A . The line current is 

1 = Ean = 200� = 2/- 60 º  
aA Zv 1 00/60º 

and the power absorbed by this phase is ,  therefore, 
PAN = 200 (2) cos (Oº + 60 º )  = 200 watts 

Thus, the total power drawn by the three-phase load is 600 watts. The prob
lem is completed by drawing a phasor diagram and reading from it the 
appropriate phase angles which apply to the other line voltages and currents. 
The completed diagram is shown in Fig. 1 9- 1 7 . 

a 

Fig. 19-15 A balanced 
three-phase system, con
nected Y- Y, and includ
ing a neutral. 
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a 

nns 
n 

A B 

Balanced (+) sequence 

Fig. 19-16 A balanced three-phase three-wire Y- Y connected system used 
as a numerical example. 

We may also use per-phase methods to work problems in what might be 
.called the backward direction. Suppose that we have a balanced three-phase 
system with an rms line voltage of 300 volts, and we know that it is supplying a 
balanced Y-connected load with 1 200 watts at a leading power factor of 0.8. 
What is the tine current and the per-phase load impedance? It is evident that 
the phase voltage is 300/ yl3 volts and the per-phase power is 400 watts. Thus 
the line current may be found from the power relationship 

400 = 300 (h)(0 .8) 
V3 

and the line current is therefore 2.89 amp. The phase impedance is given by 

1 Z 1 _ 
Ep _ 300/ vf:3 _ 60 h P - - - o ms h 2 .89 

Since the power factor is 0 .8 ,  leading, the impedance phase angle is - 36.8 º ,  
and Zp = 60/ - 36.8 º .  

More complicated loads can b e  easily handled, since the problems reduce to 
simpler single-phase problems. Suppose that a balanced 600-watt lighting 
load is added to the system above. A suitable per-phase circuit is first sketched, 
as shown in Fig. 1 9- 1 8. 

The magnitude of the lighting current is determined by 

200 = �1 11 1 cos O º 

and 1 1 1 1 = 1 . 1 55  
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Fig. 19- 1 7  The phasor diagram which is 
applicable to the circuit of Fig. 19-16. 

ln a similar way, the magnitude of the capacitive load current is found to be 
unchanged from its previous value, 

1 12 1  = 2 .89 

If we assume that the phase with which we are working has a phase voltage 
with an angle of O º ,  then 

11 = 1 . l 55LQ.'.' 12 = 2 .89/ - 36 .8º  
and the line cunent is 

h = 11 + 12 = 3 .87/ - 26.6º amp 

The power generated by this phase of the source is, therefore, 

Pp = � 3 .87 cos ( - 26.6 º )  = 600 watts 

which checks with the original hypothesis. 
If an unbalanced Y-connected load is present in an otherwise balanced three

phase system, the circuit may still be analyzed on a per-phase basis if the 
neutral wire is present and if it has zero impedance. If either of these condi
tions is not met, other methods must be used. An engineer who spends most of 
his time with unbalanced three-phase systems will find the use of symmetrical com
ponents a great timesaver. We shall not discuss this method here . 

Fig. 19-18 The per-phase circuit which 
is used to solve a balanced three-phase 
example. 

• ,  

2 00  w 
}400 w 

0.8 PF 
leading 
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Drill Problems 

1 9-5 Assume a balanced three-phase three-wire system with a 
Y-connected load. If Ean = 1 0/20 º  volts, the impedance i n  each phase is 
5/ - 25 º  ohms, and positive phase sequence is assumed, find : (a) Ebn; 
(b) Eab ;  (e) Ecb· 

Ans. 1 7 .32L!!Q". volts ; 1 7 .32/50º volts ; 1 0/ - 100º volts 

1 9-6 For the circuit described in Drill Prob. 1 9-5, find : (a) IaA; 
(b) lbB; (e) Ice-

Ans. 2/45 º amp; 2/- 1 5 º  amp; 2/ - 75 º  amp 

1 9-7 A 440-volt (l ine-voltage) three-phase three-wire system feeds two 
balanced Y-connected loads. For one load, Zv1 = 1 0  - j 5  ohms, and 
for the other, Zp2 = 20 + j 5 ohms. Find the magnitude of the current: 
(a) in any Zp1 ; (b) in any Zp2 ; (e) in any line. 

Ans. 22 . 7  amp; 33.0 amp; 1 2 .3 amp 

1 9-8 A three-wire three-phase system has a line voltage of 346.4 volts. 
It supplies a 3-kw lighting load. (a) Find the line current (magnitude). 
(b) An additional load of 4 kw at 0 .8 power factor lagging is connected. 
Find the new line current. (e) A synchronous machine is also added to 
the above system .  It is operated in such a way that it draws no real 
power, but acts as a pure reactance. If it is adjusted to draw a total 
reactive power of - 3 kvar, find the line current. 

Ans. 1 2 . 7  amp ; 5 .00 amp; 1 1 .67 amp 

1 9-5 THE DELTA (�) CONNECTION 

A three-phase load is more apt to be found �-connected than Y-connected. 
One reason for this, at least for the case of an unbalanced load, is the ftexibility 
with which loads may be added or removed on a single phase. This is difficult 
(or impossible) to do with a Y-connected three-wire load. 

Let us consider a balanced �-connected load which consists of an impedance 
Zv inserted between each pair of lines. We shall assume a three-wire system for 
obvious reasons. With reference to Fig. 1 9- 1 9, let us assume known line voltages 

or known phase voltages 
Ep = 1 Ean 1 = 1 Ebn 1 = 1 Ecn 1 

and 
and so forth, as before. Since the voltage across each branch of the � is known, 
the phase currents are found, 
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a 

e 

Fig. 19-19 A balanced 11-connected load is present on a three-wire three
phase system. The source happens to be Y-connected. 

1 _ 
Eab 

AB - Zv 

and their differences provide us with the line currents, such as 
IaA = IAB - lcA 

The three phase currents are of equal magnitude, 

The line currents are also equal in magnitude. This is due to having 
phase currents which are equal in magnitude and necessarily 1 20º  out of phase. 
The symmetry is apparent from the phasor diagram of Fig. 1 9-20. We thus have 

h = 1 laA 1 = 1 lbs 1 = 1 Ice 1 
and h = y'3 /p 

Fig. 19-20 A phasor diagram which 
might apply to lhe czrcuit of Fig. 19- 19. 

·b• 
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Let us disregard the source for the moment and consider only the balanced ; uad. 
If  the load is IÍ-connected, then the phase vol tage and the line voltage are indis
tinguishable, but the line current is larger than the phase current by a factor of 
y'3; with a Y-connected load, however, the phase current and the line current 
refer to the sarne current, and the line voltage is greater than the phase voltage 
by a factor of y'3. 

The solution of three-phase problems will be speedily accomplished if the 
y'3 's are used properly. Let us consider a typical numerical example. We are 
to determine the magnitude of the line current in a 300-volt 3-phase system 
which supplies 1 200 watts to a ii-connected load at a lagging power factor of 
0 .8 .  Let us again consider a single phase. I t  draws 400 watts, 0.8 lagging 
power factor, at a 300-volt line voltage. Thus, 

400 = 300 (/p)(0.8) 
and lp = 1 . 667 amp rms 
and the relationship between phase currents and line currents yields 

h = y'3 ( 1 .667) = 2 .89 amp rms 

Furthermore, the impedance in each phase must be 

Zp = 3oo
7 /coçl 0.8 = 1 80/36.8 º  ohms 1 .66 

Now let us change the statement of the problem :  the load is Y-connected in
stead of ii-connected. On a per-phase basis, we now have a phase voltage of 
300/ y'3 volts, a power of 400 watts, and a lagging power factor of 0 .8 .  Thus, 

and 

400 = 300 (/p)(0.8) 
y'3 

lp = 2 .89 amp or h = 2 .89 amp 

The impedance in each phase of the Y is 

Zp = 3o��f31 cos- 1 0.8 = 60/36.8 º  

and it should be  noted that the  Y and li impedances are correctly related ac
cording to the Y-ii transformation. 

The y'3 factor not only relates phase and line quantities but also appears 
in a useful expression for the total power drawn by any balanced three-phase 
load. If we assume a Y-connected load with a power-factor angle 8, then the 
power taken by any phase is 

Pp = Eplp cos 8 
= Eph cos 8 

EL = y'3h cos 8 
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and the total power is 
P = 3Pp 

= yÍ3 EJL cos 8 
ln a similar way, the power delivered to each phase of a 6-connected load is 

PP = Eplp cos 8 
= EJp cos O 

h = EL 0 cos 8 

or a total power 

P = 3Pp 
or P = yÍ3 EJL cos 8 ( 1 9- 1 )  

Thus Eq. ( 1 9- 1 )  enables us to calcula te the total power delivered to a balanced 
load from a knowledge of the magnitude of the line voltage, of the line current, 
and of the phase angle of the load impedance (or admittance) .  The numerical 
example above can be worked in one line : 

1 200 = 0 (300)(h)(0.8) 

Therefore 
5 h = y'3 = 2 .89 amp rms 

The source may also be connected in 6. This is not typical ,  however, for 
a slight unbalance in the source phases can lead to large currents circulating 
around the 6 loop. As an example, let us call the three single-phase sources 
Eab, Ebc, and Ecd· Before closing the 6 by connecting d to a, let us determine 
the unbalance by measuring the sum Ea� + Ebc + Ecd · Suppose that the mag
nitude of the resultant is only 1 per cent of the l ine voltage. The circulating 
current is thus approximately 1/3 per cent of the line voltage divided by the in
ternai impedance of any source. How large is this impedance apt to be? It 
must depend on the current that the source is expected to deliver with a 
negligible drop in terminal voltage. If we assume that this maximum current 
causes a 1 per cent drop in the terminal voltage, then it is seen that the circulat
ing current is one-third of the maximum current. This reduces the useful 
current capacity of the source and also increases the losses in the system. 

Drill Problems 

19-9 Assume a balanced three-phase three-wire system with a 6-con
nected load. If Ean = 1 0/20º  volts, the impedance in  each phase is 
5 / - 25 º ohms, and positive phase sequence is assumed, find : (a) IAB; 
(b) laA; (e) Ice· 

Ans. 6/165 º amp; 6/45 º amp ; 3 .46/75 º  amp 
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A 

b 

e 

Fig. 19-21 See Drill Prob. 19-10. 

B 

F 

1 9- 10  For the three-phase three-wire system shown in Fig. 1 9-2 1 ,  
Eab = 200LQ: volts. Assume positive phase sequence again, and find: 
(a) IDE; (b) IAD; (e) laA. 

Ans. 34.6/23 . 1 º amp; 20/53 . 1 º amp; 35.9/- 15 . 2 º  amp 

1 9-6 POWER MEASUREMENT IN THREE-PHASE SYSTEMS 

At first glance, the measurement of the power drawn by a three-phase load seems 
to be a simple problem. We need place only one wattmeter in each of the three 
phases and add the results. For example, the proper connections for a Y-con
nected load are shown in Fig. 1 9-22a.  Each wattmeter has its current coil in
serted in one phase of the load and its potential coil connected between the line 
side of that load and the neutral. ln a similar way, three wattmeters may be 
connected as shown in Fig. l 9-22b to measure the total power taken by a 
.:l-connected load. The methods are theoretically correct, but they may be use
less in practice because the neutral of the Y is usually not accessible and the 
phases of the .:l are not available. A three-phase rotating machine, for example, 
has only three accessible terminais, those we have been calling A ,  B, and C. 

It is obvious that we need a method for measuring the total power drawn by 
a three-phase load having only three accessible terminais ; measurements may 
be made on the "line" side of these terminais, but not on the "load" side. Such 
a method is available, and it is capable of measuring the power taken by an un
balanced load from an unbalanced source. Let us connect three wattmeters in 
such a way that each has its current coil in one line and its voltage coil between 
that line and some common point x, as shown in Fig. 1 9-23.  Although a system 
with a Y-connected load is illustrated, the arguments presented below are 
equally valid for a .:l-connected load. The point x may be some unspecified 
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(b) 

Fig. 19-22 Three wattmeters are connected in such a way that each reads 
the power taken by one phase of a three-phase load, and the sum of the read
ings is the total power. (a) A Y-connected load. ( b) A D.-connected load. 
Neither the loads nor the source need be balanced. 
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a A B 

N 

e 

Fig. 19-23 A method of connecting three wattmeters to measure the total 
power taken by a three-phase load. Only the three terminais of the load need 
be available. 

point in the three-phase system, or it may be merely a point in space at which 
the three potential coils have a common node. The average power indicated 
by wattmeter A must be 

P 1 f,T . A = - CA.xlaA dt T o 
where T is the period of ali the source voltages. The readings of the other two 
wattmeters are given by similar expressions, and the total average power drawn 
by the load is therefore 

P = PA + PB + Pc = _.!_ (T(eA.xiaA + eB.xibB + ecxicc) dt rJo 
Each of the three voltages in the above expression may be written in terms of a 
phase voltage and the voltage between point x and the neutral, 

CA.x = CAN + CN.x 
eB.x ::;:: CBN + CN.x 
ec.x = ecN + CN.x 
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and, therefore, 

p ! (T( . . . ! (T ( 
. . . = TÍo eANlaA + eBNlbB + eeNZce) dt + TÍo tNx ZaA + lbB + Zce) dt 

However, the entire three-phase load may be considered to be a supernode, and 
Kirchhoff 's current law requires 

iaA + ibB + ice = O 
Thus 

Reference to the circuit diagram shows that this sum is indeed the sum of the 
average powers taken by each phase of the load, and the sum of the readings of 
the three wattmeters therefore represents the total average power drawn by the 
enÚre load. 

Let us illustrate this procedure by a numerical example before we discover 
that one of these three wattmeters is really superfluous. We shall assume a 
balanced source, 

or 

Eab = 1 00 LQ'.'._ volts rms 
Ebc = I 00/ - 1 20 º 
Eca = 1 00/- 240 º 

Ean = l OO /- 30º 0 

E = I 00 /- 1 50º bn 0_ 

E = l OO /- 270º cn 0 _ 

and an unbalanced load, 
ZA = -j l O  
ZB = j lO 
Zc = 1 0  

Let us assume ideal wattmeters, connected as illustrated i n  Fig. 1 9-23 , with 
point x located on the neutral of the source n. The three line currents may be 
obtained by general mesh analysis, 

1 l OOLQ'.'._ -j 1 O 1 
1 00/- 1 20º 1 0 + j 1 0 
1 o -j 1 0 1 
-j lO l O + j l O 

1 9. 3� 

and by similar methods, 
IbB = 19 .3/ 165 º  Ice = I 0/ - 90 º  
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The voltage between the neutrais is 

EnN = Enb + EBN = Enb + lbB(J 1 0) = 1 5 7 .8/- 90º 
Thus, the average power indicated by each wattmeter may be calculated, 

PA = EplaA cos (ang Ean - ang laA) 

= l OO 1 9.3  cos ( 1 5 º  + 30º ) = 788 watts 
y'3 

P8 = l OO J.9 .3 cos ( 1 65 º  + 1 50 º ) = 788 watts 
y'3 

Pc = l OO 1 0  cos ( - 90 º  + 270 º )  = - 57 7  watts 
y'3 

or a total power of 999 watts . Since an. rms current of 1 0  amp ftows through 
the resistive load, the total power drawn by the load is 

p = 1 Q2( 1 Q) = 1 000 watts 
and the three-wattmeter method checks within slide-rule accuracy. 

It is interesting to note that the reading of one of the wattmeters is negative. 
The discussion of the use of the wattmeter in Chap. 1 2  indicates that an upscale 
reading on that meter can be obtained only after either the potential coil or the 
current coil is reversed. 

VVe have proved that point x, the common connection of the three potential 
coils, may be located any place we wish without affecting the algebraic sum of 
the three wattmeter readings. Let us now consider the effect of placing point 
x ,  this common connection of the three wattmeters, directly on one of the lines. 
I f, for example, one end of each potential coil is returned to B, then there is no 
voltage across the potential coil of wattmeter B and this meter must read zero. 
It may therefore be removed, and the algebraic sum of the remaining two watt
meter readings is still the total power drawn by the load. When the location of 
x is selected in this way, we describe the method of power measurement as the 
two-wattmeter method. The sum of the readings indicates the total power, 
regardlcss of ( 1 )  load unbalance, ( 2 )  source unbalance, (3)  differences in the two 
wattmeters, and ( 4) the waveform of the periodic source. The only assumption 
we have made is that wattmeter corrections are sufficiently small so that we can 
ignore them. ln Fig. 1 9-23 ,  for example, the current coil of each meter 
has passing through it the line current drawn by the load plus the current taken 
by the potential coil. Since the latter current is usually quite small , its effect may 
be estimated from a knowledge of the resistance of the potential coil and the volt
age across it. These two quantities enable a dose estimate to be made of the 
power dissipated in the potential coil. 

ln the numerical example described above, let us now assume that two watt
meters are used, one with current coil in line A and potential coil between lines 
A and B, the other with current coil in line C and potential coil between C and 
B. The first meter reads 
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P1 = EAB/aA cos (ang EAB - ang laA) 
= 1 00( 1 9 .3 )  cos ( 1 5 º  - O º )  
= 1 866 watts 

and the second 

P2 = EcBfcc cos (ang EcB - ang Ice) 
= 1 00( 10 )  cos ( - 90º - 60º )  
= - 866 watts 

and, therefore, 

P = P1 + P2 = 1 866 - 866 = 1 000 watts 
This we know is the correct answer. 

ln the case of a balanced load, the two-wattmeter method enables the power
factor angle to be determined, as well as the total power drawn by the load. 
Let us assume a load impedance with a phase angle 8 ; either a Y or li connec
tion may be used and we shall assume the li connection shown in Fig. 1 9-24. 
The construction of a standard phasor diagram, such as that of Fig. 1 9-20, 
enables us to determine the proper phase angle between the severa! line voltages 
and line currents. We therefore determine the readings 

P1 = 1 EAB 1 1 laA 1  cos ( ang EAB - ang laA) 
= EJL cos (30º + 8) 

and P2 = I EcB I  l lcc l cos (ang EcB - ang lcc) 
= EJL cos (30 º - 8) 

The ratio of the two readings is 
P1 cos (30º + 8) 
P2 cos (30º - 8) 

( 1 9-2) 

lf we expand the cosine terms, this equation may be solved easily for tan 8, 

( 1 9-3) 

Thus, equal wattmeter readings indicate a unity power-factor load, equal and 
opposite readings indicate a purely reactive load, a reading of P2 which is 
(algebraically) greater than P1 indicates an inductive impedance, and a reading 
of P2 which is less than P1 signifies a capacitive load. How can we tell which 
wattmeter reads P1 and which reads P2? It is true that P1 is in line A ,  and P2 
is in line C, and our positive phase-sequence system forces Ean to lag Ecn· This 
is enough information to differentiate between the two wattmeters, but it is con
fusing to apply in practice. Even if we were unable to distinguish the two, we 
know the magnitude of the phase angle, but not its sign. This is often sufficient 
information ; if the load is an induction motor, the angle must be positive and 
we do not need to make any tests to determine which reading is which. If no 
previous knowledge of the load is assumed, then there are severa! methods of 
resolving the ambiguity. Perhaps the simplest method is that which involves 
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Fig. 19-24 Two wattmeters connected to read the total power drawn by a 
balanced three-phase load. 

adding a high-impedance reactive load, say a three-phase capacitor, across the 
unknown load. The load must become more capacitive. Thus, if the magni
tude of tan (} ( or the magnitude of O) decreases, then the load was inductive, 
whereas an increase in the magnitude of tan O signifies an original capacitive 
impedance. 

Let us suppose that one meter indicates 30 watts while the other reads 1 00  
watts. Since we are assuming a passive load, the sign o f  the larger reading must 
be positive , but we must determine the sign of the smaller reading by a careful 
inspection of the location of the coil terminais marked ( + ) . Let us assume that 
we know that it actually represents a negative power. Thus, P1 is either - 30 
or 100, and P2 is either 1 00 or - 30. The value of tan O is therefore either 3 .22  or 
- 3.22, and the power-factor angle is either 72 . 7 º  or - 72 . 7 º . We then place 
three capacitors across the load in a balanced arrangement and find that the 
reading which was - 30 watts is now - 2 7  watts, while the 1 00-watt reading 
has increased to 104 watts .  Since neither reading has changed appreciably, we 
decide that the capacitors have an impedance which is sufficiently high to pro
duce only an incremental change, and we may calculate the new phase angle; 
it is either + 7 1 .3 º or - 7 1 .3 º .  The load must now be more capacitive than it 
was previously, and the only conclusion that can be drawn is that the phase 
angle was originally 72. 7 ° ,  whereas now it is 7 1 . 3  º .  
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Drill Problems 
19- 1 1  Three wattmeters are connected as shown i n  Fig. 1 9-23.  If 
Eab = l OOLQ'.'. volts, ZA = Zs = Zc = 50 + jO ohms, point x is located 
on point A , and positive phase sequence is assumed, find : (a) PA ; (b) 
Ps; (e) Pc. 

Ans. 1 00 watts ; O watts ; 1 00 watts 

19- 1 2  A certain balanced three-phase system is known to have Eab = 
60LQ'.'. volts and IaA = 5/ - 90 º  amp. Positive phase sequence should 
be assumed. Find the meter reading, including sign, when the meter is 
inserted into the three-phase system as shown by the sketches of Fig. 
1 9-25a, b, and e. 

Ans. O watts ; - 260 watts ; 260 watts 

19- 1 3  Two wattmeters are used to measure the power taken by a 
balanced three-phase load. Find the ratio of the smaller reading to the 
larger reading, including sign, if the power-factor angle of tJ-ie load is : 
(a) O º ; (b) 60 º ;  (e) 90 º .  

Ans. - 1 ; O ;  1 

Problems 
•1 If Eab = I OOLQ'.'., I Ebc l  = 1 50, I Eca l = 200, and Eab lags Ebc, find Ebc 

and Eca· 

a 

2 A 1 00/200 volt rms single-phase three-wire system furnishes two unity 
power-factor loads with 1 .5 kva each at 1 00 volts and one 4.5-kw load with 
a lagging power factor of 0 .9 at 200 volts. Find the magnitude of the line 
currents and the current in the neutral. 

Fig. 19-25 See Drill Prob. 19-12. 

A a A 

e e e e e 
(a) (b) (e) 
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(a) 

Fig. 19-26 (a) See Prob. 4. (b)  See Prob. 5. 

1 ,  

• ,  

• , • .. 

(b} 

•3 A single-phase balanced three-wire system is to be designed around an 
ideal voltage source which provides 1 20 and 240 volts. If the system may 
be called upon to deliver 1 kw each to two low-voltage resistive loads and 
5 kw to one high-voltage resistive load, what is the maximum wire resist
ance permissible in the two lines, if the load voltage is not to drop below 
1 1 5 volts? What maximum resistance would you recommend for the 
neutral wire? 

4 For the single-phase three-wire circuit shown in Fig. 1 9-26a ,  E1 = E2 = 
1 1 5LQ..". volts, Z1 = 1 + j O  ohms, and Zp = 1 8  + j 1 5  ohms. Find the 
power loss in each line resistance (Z1) and the power delivered to each load 
(Zp) ·  What is the circuit efficiency? 

5 ln the two-phase circuit shown in Fig. 1 9-26b, each resistor is 1 0  ohms and 
each capacitor is 200/ y'3 µf. Assume that E1 = l OOLQ..". volts, E2 = 
1 00/- 90º  volts, and w = 500. Find and show on a phasor diagram: 
(a) E1 ;  (b) E2 ;  (e) IR1 ;  (d) lc1 ; (e) 11 ; (f) IR2 ;  (g) IC2 ;  (h) 12 ;  (i) l3. 

•6 Solve Prob. 4 if E1 = 1 001º_'.'. volts and E2 = 1 00/ - 90 º  volts. Z1 and Zp 
are unchanged. 

7 Given a balanced three-phase three-wire system with a Y-connected load 
for which EL = 230 volts and Zp = 6 + j 8 ohms, find h and the power 
absorbed by each phase. 

•8 A 3-phase induction motor draws 5 kw at 0.8 power factor lagging. What 
line current will it draw from a 230-volt 3-phase system? The motor may 
be assumed to be Y-connected. 

9 Assume that the three lines connecting the 230-volt source of Prob. 7 to 
the load each have a resistance of 0.5 ohm. Calculate the circuit efficiency. 
Would the efficiency incre ase or decrease if Zp were changed to 1 O /80º 
ohms? 

•10 A three-phase 400-cps aircraft generator with a line voltage of 1 20 volts 
furnishes two Y-connected three-phase loads. The first load is 50 ft from 
the generator and has Zv1 = 8 + j 6 ohms ; the second load is 30 ft farther 
away and has Zp2 = 5 - j 4 ohms. The wire used has a resistance of 0.01 
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ohm/ft, and only 240 ft is used. How much power does the generator 
deli ver? 

1 1  A set of balanced three-phase line voltages is connected to a balanced 
�-connected load. Each branch of the � is 1 5  + j 20 ohms and Eab = 
l OOLQ_"_ volts. Assuni.e positive phase sequence and find Ebc, Eca, IAB, IBe, 
IeA, IaA , IbB, Ice, and the total power delivered to the load. 

•12  A �-connected three-phase 1 2-kw heater i s  t o  be  huilt and operated from a 
230-volt system. (a) What resistance is required in each phase? The 
heater is built and connected to the source with tines each having 1 ohm 
resistance. (b) What power is delivered to the heater? (e) What source 
voltage would produce the desired output? 

13  For the circuit shown in  Fig. 1 9-27 ,  find : (a) the line current a t  the source; 
(b) the total power delivered by the source ; and (e) the power factor of the 
combined load. 

•14 A three-phase 1 0-hp induction motor operates at a lagging power factor of 
0.866 with an efficiency of 75 per cent from a 230-volt system. (a) What 
power is delivered by the source? (b) What is the line current? 

15 A three-phase 1 00-volt system is connected to a load drawing 600 watts at 
O. 707 power factor lagging by three wires each having 1 ohm resistance. 
(a) Find the line current. (h) Find the total power loss in the lines. 

•16 A �-connected three-phase load has an  impedance of  8 .66 + j 5 ohms per 
phase . Assume Eab = 50LQ_"_ and positive phase sequence. Find : (a) Ebc ; 
(b) Eca ; (e) IAB; (d) IBe; (e) IeA ;  (f ) IaA ; (g) IbB; (h) Ice· 

1 7  Use severa) different methods t o  find the total power drawn by  the load in 
Prob. 1 6. 

•18 One wattmeter i s  inserted in the circuit of Prob. 16 in severa! different ways, 
as shown in Fig. 1 9-28a, b, and e. Determine the meter reading in each 
case and state whether or not any connections had to be changed to pro
duce an upscale deftection. 

19 Three wattmeters are used in the three-phase system of Prob. 1 6. Find the 
(algebraic) reading of each wattmeter if the scheme of connections is shown 
in Fig. 1 9-29. 

•20 A student in the laboratory using the two-wattmeter method of measuring 
power drawn by a 1 1 0-volt three-phase passive load, which is known to be 

b 

1' 80� v nns 1 ( balanced ) 

Fig. 19-27 See Prob. 13. 
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a 

b 

a 

b 

A a 

B b 

e e 
(a) 

Fig. 19-28 See Prob. 18. 

(b) 

A a 

B b 

e e 

A 

B 

e 

A 

B 

e 

(e) 

Fig. 19-29 See Prob. 19. 
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lOOÍQ: v nns 

( +) sequence 

a 

--�---------'"-4 8 
b 

A 

10 fl 

10 n 

lo n 

e 

Fig. 19-30 See Prob. 24. 

balanced, states that the meters read 1 kw and 5 kw, but he never checked 
to see whether either reading was negative . (a) What are the possible 
values of the total power taken by the load? (b) What are the possible 
values of the impedance phase angle? (e) If the load is assumed to be 
�-connected, find the four different values of phase impedance which the 
load might have. 

2 1  The three lines o f  a three-phase system are discovered in  an  underground 
conduit in enemy territory. Assume that only one wattmeter is available 
and that one terminal of each coil is marked with a ( + ) . Describe a 
method that might be used to indicate the direction in which the generat
ing station or substation lies. How could the current coil be inserted in a 
line without interrupting service? 

•22 Assume that there are three identical resistive loads which must each be 
furnished P watts at E volts. They are to be connected to a single-phase 
source by two conductors . (a) Assume that the loads are in parallel and 
that the conductors each have a resistance of Rv ohms. Find the total con
ductor losses. (b) Now let the loads be placed in series, use a conductor 
resistance of R, ohms,. and again calculate the total conductor losses. (e) 
One of the maxims of the power industry is that the losses are lower on 
higher-voltage systems. Is this borne out by the example above? (d) If the 
values of R, and Rp are chosen to provide equal losses, what is the ratio of 
the total conductor weight in one system to that in the other? How about 
the conductor costs? 

23 The three loads described in Prob. 22 are now to be operated from a three
phase system. (a) Assume a � connection, use lines each having a resist-
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ance of R,, ohms, and compute the total conductor losses. (b) Repeat part 
a for a Y connection with line resistances of Ry ohms. (e) Compare the 
total conductor weight and cost of the two three-phase systems described 
above if each has the sarne total conductor losses. ( d) Since the line losses 
are very dependent on line voltage, any comparison between single-phase 
and three-phase operation should be made for systems having identical 
line voltages. Compare the total conductor weight and cost of the three
phase system of part a above with the single-phase system described in 
Prob. 22a if the line losses in the two systems are equal . 

•24 Determine each of the wattmeter readings and also the total load power for 
the circuit shown in Fig. 1 9-30. 



Chapter 2 o FourieT Analysis 

20- 1 INTRODUCTION 

ln this chapter we shall conclude our introduction to circuit analysis by extend
ing the frequency-domain concept to include forcing functions and responses 
which are not in general sinusoids, exponentials, or damped sinusoids. Our goal 
is a generalization of the process of determining the forced response . 

The complete response of a l inear circuit to an arbitrary forcing function is 
composed of the sum of a forced response and a natural response. The natural 
response was initially considered in Chaps. 5 to 8, but with few exceptions, only 
simple series or parallel RL, RC, and RLC circuits were examined. However, 
the complex-frequency concept in Chap. 1 4  provided us with a general method 
of obtaining the natural response ; we discovered that we could write the form 
of the natural response after inspecting the pole-zero constellation of an ap
propriate immittance or transfer function of the network. Thus, a powerful 
general method for determining the natural response became available. 

Now let us consider our status with respect to the forced response . We are 
able to find the forced response in any purely resistive linear circuit, regardless 
of the nature of the forcing function, but this can hardly be classed as a scientific 
breakthrough. If the circuit includes energy-storage elements, then we can find 
the forced response only for those circuits and forcing functions to which we can 
apply the impedance concept ; that is, the forcing function must be direct cur
rent, exponential, sinusoidal, or damped sinusoidal. This is the barrier which 
we seek to remove in this chapter. 

We shall begin by considering forcing functions which are periodic and have 
functional natures which satisfy certain mathematical restrictions that are char
acteristic of any function which we can generate in the laboratory. Any such 
function may be represented as the sum of an infinite number of sine and cosine 
functions which are harmonically related. Therefore, since the forced response 
to each sinusoidal component may be determined easily by sinusoidal steady-
599 
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state analysis, the response of the linear network to the general periodic forcing 
function may be obtained by superposing the partia) responses. 

Some feeling for the validity of representing a general periodic function by an 
infinite sum of sine and cosine functions may be gained by considering a simple 
example. Let us first assume a cosine function of radian frequency wo, 

e1(t) = 2 cos wot 

where 

Wo = 2'TTfo 

and the period T is 

T = _!_ = 2'TT 
fo Wo 

-2 
(b) 

Fig. 20-1 Severa/ of the 
infinite number of differ
ent waveforms which may 
be obtained by combining 
a fundamental and a 
third harmonic. The fun
damental zs e1 = 2 
cos wot, and the third 
harmonic is: (a) e3a = 

cos 3wot; (b) e3b = 1 .5 
cos 3wot; (e) e3c = sin 
3wot. 
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The harmonics of this sinusoid have frequencies nwo, where w0 is the fundamental 
frequency and n = 1 ,  2, 3,  . : . . The frequency of the first harmonic is the 
fundamental frequency. Next let us select a third harmonic voltage 

eaa(t) = cos 3wol 

The fundamental e1 (t) ,  the third harmonic eaa(t), and the sum of these two waves 
are shown as functions of time in Fig. 20- l a .  It should be noted that the sum is 
periodic with period T = 2'1T/wo. 

The form of the resultant periodic function changes as the phase and ampli
tude of the third harmonic component change. Thus, Fig. 20- l b  shows the 
effect of combining e1 (t) and a third harmonic of slightly larger amplitude, 

eab( t) = 1 .5 cos 3wol 

By shifting the phase of the third harmonic, 
e3c( t) = sin 3wol 

the sum, shown in Fig. 20- l c, takes on a still different character. ln ali cases, 
the period of the resultant waveform is the sarne as the period of the fundamental 
waveform. The nature of the waveform depends on the amplitude and phase 
of every possible harmonic component, and we shall find it possible to generate 
waveforms which have an extremely nonsinusoidal character by an appropriate 
combination of sinusoidal functions. 

After we have become familiar with the use of an infinite sum of sine and 
cosine functions to represent a periodic waveform, we shall briefly consider the 
frequency-domain representation of a general nonperiodic waveform. 

20-2 TRIGONOMETRIC FORM OF THE FOURIER SERIES 

We first consider a periodic function f(t) defined in Sec. 1 2-3  by the functional 
relationship 

f(t) = f(t + T) 
where T is the period. We shall further assume that the functionf(t) satisfies 
the following properties : 

l :  f(t) is single-valued everywhere. 

2. The integralj'º + T lf(t) 1 dt exists (i .e .,' is not infinite) for any choice of to. lo 
3. f(t) has a finite number of discontinuities in any one period. 
4 .  f(t) has a finite number of maxima and mínima in any one period. 

We shall consider f(t) to represent a voltage or current waveform, and any volt
age or current waveform which we can actually produce must satisfy these con
ditions. Certain mathematical functions which we might hypothesize may not 
satisfy these conditions, but we shall assume that the four conditions listed above 
are always satisfied. 
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Given such a periodic functionf(t), the Fourier theorem1 states thatf(t) may 
be represented by the infinite series 

f(t) = ao + a1 cos wot + a2 cos 2wot + · · + bi sin wot + b2 sin 2wot + · · · 

= ao + f (an cos nwot + bn sin nwot) (20- 1 )  
n= l  

where the fundamental frequency wo i s  related to the period T by 

2'1T wo = T 

and where a0 and the an and bn are constants which depend upon n andf(t) . 
Equation (20- 1 )  is the trigonometric form of the Fourier series for f(t) , and the 
process of determining the values of the constants ao, an, and bn is called Fourier 
analysis. Our object is not the proof of this theorem, but only a simple develop
ment of the procedures of Fourier analysis and a feeling that the theorem 
is justifiable. 

Before we discuss the evaluation of the constants appearing in the Fourier series, 
let us collect a set of useful trigonometric integrais. We shall let both n and k 
represent any of the set of integers 1 ,  2, 3, . . . . ln the following integrais, we 
shall use O and T as the integration limits, but it is understood that any interval 
of one period is equally correct. Since the average value of a sinusoid over one 
period is zero, 

ÍoT sin nw0t dt = O (20-2) 

and ÍoT cos nwot dt = O (20-3) 

lt is also a simple matter to show that the following three definite integrais are 
zero : 

ÍoT sin kw0t cos nw0t dt = O (20-4) 

ÍoT sin kwot sin nwot dt = O k =/= n (20-5) 

ÍoT cos kwot cos nwot dt = O k =/= n (20-6) 

Those cases which are excepted in Eqs. (20-5) and (20-6) are also easily evaluated; 
we obtain 

lT T sin2 nwot dt = -o 2 

ÍcT T cos2 nwot dt = -o 2 

(20-7) 

(20-8) 

1Jcan-Baptiste J=ph Fouricr published this thcorem in 1 822.  Some rather unbelievable pronuncia

tions of this French name come from American students; it should rhyme with "poor today." 
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The evaluation of the unknown constants may now be accomplished readily. 
We first attack ao. If we integrate each side of the Fourier series (20- 1 )  over a 
full period, we obtain 

(T (T (T 00 

lo f ( t) dt =lo ao dt +lo L ( an cos nwot + bn sin nw0t) dt 
n= l  

But every term in the summation i s  of  the form of Eq.  (20-2) or Eq.  (20-3), and 
thus 

or 

rf(t) dt = aoT 
1 ÍcT ªº = - f(t) dt T o (20-9) 

':'his constant ao is simply the average value ofj(t) over a period, and we there
fore describe it as the d-c component ofj(t) .  

To evaluate one of the cosine coefficients, say ak, the coefficient of cos kwot, we 
first multiply each side of Eq. (20- 1 )  by cos kwot and then integrate both sides 
of the equation over a full period : 

lT ÍcT ÍcT 00 
f ( t) cos kwot dt = ao cos kwot dt + � an cos kwot cos nwot dt 

O O O n= l  ( T oo +lo � bn cos kwot sin nwot dt 
n = l  

From Eqs. (20-3), (20-4), and (20-6) we note that every term on  the right side 
of the equation with one exception is zero. That term is evaluated by Eq. (20-8), 
and we obtain 

2 ÍcT ak = - f(t) cos kwot dt T o  (20- 1 0) 

This result is twice the average value of the product f(t) cos kw0t over a period. 
ln a similar way, we obtain bk by multiplying by sin kwot, integrating over a 

period, noting that ali but one of the terms on the right side are zero, and per
forming that single integration by Eq. (20-7 ) .  The result is 

bk = f r f(t) sin kwot dt 

which is twice the average value of f(t) sin kwot over a period. 

(20- 1 1 ) 

Equations (20-9) t o  (20- 1 1 )  now enable u s  t o  determine values for  ao and ali 
the an and bn in the Fourier series (20- 1 ) .  

Let us consider a numerical example. The "half-sinusoidal" waveform shown 
in Fig. 20-2a represents the voltage response obtained at the output of a half
wave rectifier circuit, a nonlinear circuit whose function is to convert a sinusoidal 
input voltage to a (pulsating) d-c output voltage. ln order to represent this 
voltage as a Fourier series, we must first determine the period and then express 
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the graphical voltage as an analytical function of time. From the graph, the 
period is seen to be 

T = 0.4 sec 

and thus 

fo = 2 .5 cps 

and w0 = 5'1T radians/sec 

With these three quantities determined, we now seek an appropriate expression 
for f(t) or e(t) which is valid throughout the period. Obtaining this equation or 
set of equations proves to be the most difficult part of Fourier analysis for many 
students. The source of the difficulty is apparently either the inability to recog
nize the given curve, carelessness in determining multiplying constants within 
the functional expression, or negligence in not writing the complete expression. 
ln this example, the statement of the problem infers that the functional form is 
a sinusoid; the amplitude is Em, the radian frequency has already been de
termined as 5'1T, and only the positive portion of the cosine wave is present. 
The functional expression for the period t = O to t = 0.4 is therefore !.Em cos 5?rt 

e(t) = O 
Em cos 57rt 

o s  t s 0. 1 
0. 1 s t s 0.3 
0.3 s t s 0.4 

It is evident that the choice of the period extending from t = - 0. 1  to t = 0.3 will 
result in fewer equations and, hence, fewer integrais : 

( ) -
{
Em cos 57rt e t  - 0 

- 0. 1  s t s 0. 1 
0. 1 s t s 0.3 (20- 1 2) 

This form is preferable, although either description will yield the correct results. 
The zero-frequency component is easily obtained : 

and 

1 J º·ª ao = -
0 

e(t) dt .4 -0.1 
1 
[f 
0.1 (º·ª 

J 
= 

0.4 _0.1Em cos 57Tt dt + Jo. i (0) dt 

Em ao = 
'IT 

(20- 1 3) 

Notice that the integral must be broken up into a number of integrais, each 
over a portion of the period, where each integral corresponds to one of the func
tional forms used to express e( t) over the complete. period. 

The amplitude of a general cosine term is 

2 fo.1 E ak = 
O 4 

_ m COS 57Tt COS 57Tkt dt 
• 0.1 
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e(I) v 
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0.3 Em 
0.2 Em 
0.1 Em 
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f, 

(a) 

10 

(b) 

15 20 25 f (cps) 

Fig. 20-2 (a) The output of a half wave recti.fier to which a sinusoidal in
put is applied. ( b) The discrete line spectrum of the waveform of (a). 

Th� form of the function we obtain upon integrating is different when k is unity 
than it is for any other choice of k. If k = 1 ,  we have 

iO.l Em 
a1 = 5Em cos2 577t dt = -

-0. l 2 
whereas if k is not equal to unity, we find 

or 

( º l  ak = 5Em Í- o. i cos 577t cos 577kt dt 

= 5Em J_°�11 1/2(cos 577( 1 + k)t + cos 577( 1 - k)t] dt 

2Em cos ( 77k/2) ªk = -:;- 1 - k2 

(20- 1 4) 

(20-15) 

Some of the details of the integration have been left out for those who prefer to 
work out the small tedious steps for themselves. It should be pointed out, in
cidentally, that the expression for ak when k =I= 1 will yield the correct result for 
k = 1 if L'Hôpital's rule is applied. 

A similar integration shows that ali the bi. are zero, and tbe Fotirier series 
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thus contains no sine terms. The Fourier series is therefore obtained from 
Eqs. (20- 1 3) to (20- 1 5 ) :  

Em Em 2Em 2Em 2Em e( t) = - + - cos 57Tt + -- cos 1 07Tt - -- cos 207Tt + -- cos 307Tt -7T 2 37T 157T 357T 
(20- 16) 

ln Fig. 20-2a, e(t) is shown as a function of time ; in Eq. (20- 1 2) , e(t) is 
expressed as an analytical function of time. Either of these representations is a 
time-domain representation. Equation (20- 1 6) , the Fourier series representation 
of e(t) , is also a timé-domain expression, but it may be transformed easily into a 
frequency-domain representation. For example, we could locate the points in 
the s plane that represent the frequencies present in Eq. (20- 1 6 ) .  The result 
would be a mark at the origin and symmetrical marks on the positive and neg
ative jw axes. A more customary method of presenting this information, and 
one which shows the amplitude of each frequency component, is by a line spec
trum. A line spectrum for Eq. ( 20- 1 6) is shown in Fig. 20-2b ;  the amplitude of 
each frequency component is indicated by the length of the vertical line located 
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Fig. 20-3 See Drill 
Prob. 20-2. 
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at the corresponding frequency. We also speak of this spectrum as a discrete 
spectrum because any finite frequency interval contains only a finite number of 
frequency components. 

One note of caution must be injected. The example we have considered con
tains no sine terms, and the amplitude of the kth harmonic is therefore 1 ak 1 - If 
bk is not zero, then the amplitude of the component at a frequency kw0 must be 
yak2 + bk2 . This is the general quantity which we must show in a line spectrum. 
When we discuss the complex form of the Fourier series, we shall see that this 
quantity is obtained more directly. 

The Fourier series obtained for this example includes no sine terms and no 
odd harmonics (except the fundamental) among the cosine terms. lt is possible 
to anticipate the absence of certain terms in a Fourier series before any integra
tions are performed, by an inspection of the symmetry of the given time function. 
We shall investigate the use of symmetry in the following section. 

Drill Problems 
20- 1 Determine the amplitude of the 1 00-cps component of each of 
the following voltage waveforms : 
(a) e = 50 volts, O < t < 0 .025 sec ; e = O, 0 .025 < t < 0.05 sec; 

T = 0.05 sec 
(b) e = 50 volts, - O.O  1 < t < 0.025 sec ; e = O, 0 .025 < t < 0 .04 sec; 

T = 0.05 sec 
(e) e =  50 volts , - 0.0 1 25 < t < 0.0 1 25 sec ; e =  O, 0 .0 1 25 < t < 0.0375 

sec ; T = 0.05 sec 
Ans. 6 .37 volts ; 6 .37 volts ; 6 .37 volts 

20-2 Write the Fourier series for the three current waveforms shown in 
Fig. 20-3 .  

Ans. .'.!: ( s in 7Tl + 1h sin 37TI + \k, sin 57TI + · · · ) amp 
7T 

_± ( cos 7TI - 1h cos 37TI + \k, cos 57TI - · · ) amp 
7T 

--ª._( cos 7TI + 1AJ cos 37TI + �5 cos 57TI + · · · ) amp 
7T2 

20-3 THE USE OF SYMMETR Y 

The two types of symmetry which are most readily recognized are even-function 
symmetry and odd-function symmetry, or simply even symmetry and odd symmetry. We 
say that /(t) possesses the property of even symmetry if 

f(t) =f( - t) (20- 1 7) 

Such functions as 12 , cos 31, ln (cos t) , sin2 71 ,  and a constant ali possess even sym-
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metry; the replacement of t by ( - t) does not change the value of any of these 
functions. This type of symmetry may also be recognized graphically, for if 
f ( t) = f ( - t) then mirror symmetry exists about the f ( t) axis. The function 
shown in Fig. 20-4a possesses even symmetry ; if the figure were to be folded along 
the f ( t) axis, then the portions of the graph of the function for positive and neg
ative time would fit exactly, one on top of the other. 

Now let us investigate the effect;; that even symme�ry produces in a Fourier 
series. If we think of the expression which equates an even function f ( t) and an 
infinite sum of sine and cosine functions, then it is apparent that the infinite 
sum must also be an even function. A sine wave, however, is an odd function, and 
no sum of sine waves can produce any even function other than zero (which is 
both even and odd). It is thus plausible that the Fourier series of any even 
function is composed of only a constant and cosine functions. Let us now show 
carefully that bk = O. We have 

bk = - f(t) sm kwot dt 2 JT/2 . 
T - T/2 

= 3-[1º f(t) sin kwot dt +JT12 f(t) sin kw0t dt] T - T/2 o 
Now let us rcplace the variable t in the first integral by -T, or T = - t, and 
make use of the fact thatf(t) =f( - t) =f(T) : 

bk = -�J_ fº f(- T) sin ( - kwoT) dT +Jr12f(t) sin kw0t dt] T [ ÍT/2 o 
= f[-.Ç12j(T) sin kwo'T d'T + lT/2 f(t) sin kwot dt] 

But the symbol we use to identify the variable of integration cannot affect the 
value of the integral. Hence, 

(20- 1 8) 

Thus, no sine terms are present. A similar examination of the expression for ak 
leads to an integral over the half period extending from t = O to t = Y.! T: 

4 JT/2 ak = - f(t) cos kwot dt T o (20- 1 9) 

The fact that ak is obtained for an even function by taking "twice the integral 
over half the range" should seem logical. 

We define odd symmetry by stating that if odd symmetry is a property ofj(t), 
then 

f(t) = -f( - t) (20-20) 

ln other words, if t is replaced by ( - t), then the negative of the given function 
is obtained ; for example, t, sin t, t cos 70t, t y'f+t2, and the function sketched in 
Fig. 20-4b are ali odd functions and possess odd symmetry. The graphical 
characteristics of odd symmetry are apparent if the portion ofj(t) for t > O  is 
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f(t) 

f(t} 

(a) 

Fig. 20-4 (a )  A wave
form showing even .rym
metry. (b )  A waveform 
showing odd .rymmetry. 

(b) 

rotated about the positive t axis and the resultant figure is then rotated about 
the f(t) axis ; the two curves will fit exactly, one on top of the other. 

A function having odd symmetry can contain no constant term or cosine 
terms in its Fourier expansion. Let us prove the second part of this statement. 
We have 

ak = - f(t) cos kwot dt 2 f
T/2 

T - TI? 

= - f(t) cos kwot dt + f(t) cos kwot dt 
2 [lº JT/2 

J T - T/2 o 

and we now let t = - T  in the first integral, 

ak = - - f( - T) cos ( - kwoT) dT + f(t) cos kwot dt 2 t Jº JT/2 ] T T/2 o 

= t[J0
T12 f( - T) cos kwoT dT + foT/2 f(t) cos kwot dt J 

But f( - T) = -j(T),  and therefore 
ak = O 

A similar, but simpler, proof shows that 
ªº = o 

(20-2 1 )  
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f(t) 

(a) 

f(t) 

(b) 

T 

Fig. 20-5 (a )  A wave
form somewhat similar to 
the one shown in Fig. 
20-4a, but possessing half
wave symmetry. ( b) A 
waveform somewhat simi
lar to the one shown in 
Fig. 20-4b, but possessing 
half-wave symmetry. 

Furthermore, the values for bk may again be obtained by integrating over half the 
range : 

4 •fT/2 . bk = - f(t) sm kwot dt T o (20-22) 

Examples of even and odd symmetry are afforded by Drill Prob. 20-2, follow
ing the previous section. ln both parts a and b, a square wave of the sarne ampli
tude and period is the given function. The time origin, however, is selected to 
provide odd symmetry in (a) and even symmetry in (b), and the resultant series 
contain, respectively, only sine terrns and cosine terms. It is also worthwhile 
pointing out that the point at which t = O could be selected to provide neither 
even nor odd symrnetry ; the determination of the coefficients of the terms in 
the Fourier series then takes twice as long. 

The Fourier series for either of these square waves also have one other 
interesting characteristic ; neither contains any even harmonics.2 That is, the 
only frequency components present in the series have frequencies which are 
odd multiples of the fundamental frequency ; ak and bk are zero for k even. 

2 Constant vigilance is required to avoid c.onfusion between an even function and an even harmonic, 

or an odd function and an odd harmonic. Thus, b10 is the coefficient of an even harrnonic, and it is 
zero ifj(t) is an even function. 
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This result is caused by another type of symmetry, called half-wave symmetry. 
We shall say thatf(t) possesses half-wave .rymmetry if 

f(t) = -f(t- Y.! T) 
Except for a change of sign, each half cycle is like the adjacent half cycles. Half
wave symmetry, unlike even and odd symmetry, is not a function of the choice 
of the point t = O. Thus, we can state that the square wave (Fig. 20-3a or b) 
shows half-wave symmetry. Neither waveform shown in Fig. 20-4 has half
wave symmetry, but the two somewhat similar functions plotted in Fig. 20-5 do 
possess half-wave symmetry. 

It may be shown that the Fourier series of any function which has half-wave 
symmetry contains only odd harmonics. Let us consider the coefficients ªk· We 
have again 

2 iT/2 ak = - f(t) cos kwot dt T - T/2 
= - f(t) cos kwot dt + f( t) cos kwot dt 2 

[iº 
f,T/2 

J T - T/2 o 
which we may represent as 

Now we substitute the new variable 7' = t + 1/2T into integral /1 : 

(T/2 
/1 = Í o j(T - Y.! T) cos kwo(T - 1/2 T) dT 

{T/2 
( 

kwo T . . kwo T) = }0 -j(T) cos kw0T cos-2- + sm kw0T sm-2- dT 

But woT is 2'1T radians, and thus 

Hence 

. kwoT . k 0 sm-- = sm ?T =  2 

f.T/2 
/1 = - cos k?T o j(T) cos kwoT dT 

After noting the form of /2 , we therefore may write 
2 f.T/2 ak = - ( 1 - cos k?T) f(t) cos kwot dt T o 

The factor ( 1 - cos k?T) indicates that ak is zero if k is even. When k is odd, we 
have 

ak = - f(t) cos kwot dt 4 f.T/2 
T o k odd (20-23) 
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A similar investigation shows that bk is also zero for ali even k, and when k is odd 

4 fT/Z . bk = - f(I) sm kwol dl T o  k odd (20-24) 

It should be noted that half-wave symmetry may be present in a waveform 
which also shows odd symmetry or even symmetry. The waveform sketched in 
Fig. 20-5a, for example, possesses both even symmetry and half-wave symmetry. 
I ts Fourier series therefore contains only odd-harmonic cosine functions ; the 
values of ak may be determined from Eq. (20-23) [once the functional form for 
f(I) is known] .  It is always worthwhile spending a few moments investigating 
the symmetry of a function for which a Fourier series is to be determined. 

Drill Problems 

20-3 Sketch each of the functions described below and determine 
whether or not even symmetry, odd symmetry, and half-wave symmetry 
are present : 
(a) e = 21, O � 1 � 5 ;  e = 20 - 21, 5 � 1 � 10 ;  repeats 
(b) e = 21 - 5, O � 1 � 5 ;  e ==  15 - 21, 5 � t � 1 0 ; repeats 
(e) e = 4, 0 < 1 < 2 ;  e = 6, 2 < 1 < 5 ; e =  - 4, 5 < 1 < 7 ; e =  - 6, 

7 < 1 < 1 0 ; repeats 
Ans. Yes, no, no ; no, no, yes ; yes, no, yes 

20-4 Which of the constants ao, a1 , a2 , a3, b1 , b2 , and b3 in the Fourier 
series for f(I) must be zero if f(I) possesses the following symmetry: 
(a) half-wave? (b) odd and half-wave? (e) even and half-wave? 

20-5 Determine the Fourier series for each of the functions described 
in Drill Prob. 20-3 . 

Ans. 40 � l mrl - - L.. - cos - volts ; 
7T2 n = l n2 5 

40 � l n7TI 5 - - L.. - cos - volts · 7T2 
n = l n2 5 ' 

odd odd 

4 � l [ . 27Tn n7TI ( 27Tn
J 

. mr� - L.. - - sm - cos- + 5 + cos - sm - volts 7T n = I  n 5 5 5 5 
odd 

20-4 COMPLETE RESPONSE TO PERIODIC FORCING FUNCTIONS 

Through the use of the Fourier series, we may now express an arbitrary periodic 
forcing function as an infinite sum of sinusoidal forcing functions ; the forced re
sponse to each of these functions may be determined by conventional steady
state analysis ; the form of the natural response may be determined from the pole
zero constellation of the appropriate network function ; the initial conditions 
existing throughout the network, including the initial value of the forced 
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response, enable the amplitude of the natural response to be selected ; and, 
finally, the complete response is obtained as the sum of the forced and natural 
responses. Let us illustrate this general procedure by a specific example. 

We shall apply the square wave of Fig. 20-6a, which includes a d-c com
ponent, to the series RL circuit, as shown in Fig. 20-6b. The forcing function is 
applied at t = O, and the current is the desired response. lts initial value is 
zero. The forcing function has a fundamental frequency wo = 2, and its 
Fourier series may be written down by comparison with the solution of Drill 
Prob. 20-2a :  

e( t )  = 5 + 20 f sin 2nt 
'1T n = l  n 

odd 
We shall find the forced response by working in the frequency domain of the kth 
harmonic. Thus, 

and 

ek( t) = 20 sin 2kt 'TTk 

Ek = 20 ( -j 1 )  'TTk 
The impedance offered by the RL circuit at this frequency is 

zk = 4 + j(2k)2 = 4 + j 4k 
and thus the component of the forced response at this frequency is 

-

Ik = Ek = -j 5 
Zk 'TTk( I + jk) 

• 
e(t) V 

10 

o ,,. T 
(a} 

(b) 

311" T 

4 f! 

� 

t ( sec ) 

Fig. 20-6 (a) A square
wave voltage forcing func
tion. ( b) The forcing 

function of (a)  is applied 
to this series RL circuit at 
t = O ;  the complete re
sponse i( t) is desired. 
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Transforming to the time domain, we have 

ik(t) = 5 � cos (2kt - 90º - tan-1 k) 
7Tk l + k2 

= 5 {sin 2kt _ cos 2kt) 7r( l  + k2)\ k 

Since the response to the d-c component is obviously 1 . 25 amp, the forced re
sponse may be expressed as the summation 

if( _t) = 1 .25 + � � [ sin 2E_ _ cos 2kt] 
7T k = 1 k( 1 + k2) l + k2 

odd 

The familiar natural response of this sim pie circuit is the single exponential term 
( characterizing the single zero of the input impedance) 

in(t) = Ac21 

The complete response is therefore the sum 

i( t) = if(J) + in( t) 

and, since i(O) = O, it is necessary to select A so that 

A =  - it(O) 

Letting t = O, we find that i,(O) is given by 

5 oc 1 it(O) = 1 . 25 - - 2: --2 
7T k =  1 1 + k 

odd 

Although we could express A in terms of this summation, it is more convenient 
to use the numerical value of the summation. The sum of the first 5 terms of 
� 1 / (  1 + k2 ) is 0 .67 1 ,  the sum of the first 1 O terms is 0 .695, the sum of the first 
20 terms is O. 708, and the exact sum is O. 720 to three significant figures. Thus 

5 A =  - 1 .25 + -0.720 = - 0. 1 04 
7T 

and i(t) = - 0. 1 04c2t + 1 . 25 + � � [ sin 2kt _ cos 2kt 

J 7T k = I  k( l + k2 ) 1 + k2 
odd 

ln obtaining this solution, we have had to use many of the most general con
cepts introduced in this and the preceding 1 9  chapters. Some we did not have 
to use because of the simple nature of this particular circuit ,  but their places in 
the general analysis were indicated above. ln this sense, we may look upon this 
problem as the culmination of our introductory study of circuit analysis. ln 
spite of this glorious feeling of accomplishment, however, it must be pointed out 
that the complete response, as obtained above in analytical form, is not of much 
value as it stands ; it furnishes no clear picture of the nature of the response. 
What we really need is a sketch of i(t) as a function of time. This may 
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i(t) ( amp ) 

t (sec) 

Fig. 20-7 The initial portion ef the complete response ef the circuit of Fig. 
20-6b to the forcing function ef Fig. 20-6a. 

be obtained by a laborious calculation at a sufficient number of instants of time; 
an available digital computer can be of great assistance here . It may be ap
proximated by the graphical addition of the natural response, the d-c term, and 
the first few harmonics ; this is an unrewarding task. When ali is said and clone, 
the most informative solution of this problem is probably obtained by making a 
repeated transient analysis. That is, the form of the response can certainly be 
calculated in the interval from t = O to t = Tr /2 sec ; it is an exponential rising 
toward 2 .5 amp. After determining the value at the end of this first interval, 
we have an initial condition for the next 1/2Tr-sec interval. The process is re
peated until the response assumes a generally periodic nature. The method is 
eminently suitable to this example, for there is negligible change in the current 
waveform in the successive periods Tr /2 < t < 3Tr /2 and 3Tr /2 < t < 5Tr /2. The 
complete current response is sketched in Fig. 20- 7 .  

20-5 COMPLEX FORM OF THE FOURIER SERIES 

ln obtaining a frequency spectrum, we have seen that the amplitude of each 
frequency component depends on both ak and bk ; that is, the sine term and the 
cosine term both contribute to the amplitude. The exact expression for this 
amplitude is yak2 + bk2 .  It is possible to obtain this amplitude directly by 
using a form of Fourier series in which each term is a cosine function with a phase 
angle ; the amplitude and phase angle are functions of f(t) and k. An even 
more convenient and concise form of the Fourier series is obtained if the sines 
and cosines are expressed as exponential functions with complex multiplying 
constants. 

Let us first take the trigonometric form of the Fourier series : 

f(t) = ao + f (a,. cos nwot + b,. sin nwot) 
n = l  
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and then substitute the exponential forms for the sine and cosme. After 
rearranging, 

f(t) = ªº + � ((in..,ol lln ; )bn + cin..,ot lln � )bn) 

We now define a complex constant Cn : 

Cn = 1/2(an - )bn) (20-25) 

The values of an, bn, and Cn ali depend on n andf(t) . Suppose we now replace 
n by ( .- n) ; how do the values of the constants change? The coefficients a,. and 
b,. are defined by Eqs. (20- 1 O) and (20- 1 1 ) , and it is evident that 

From Eq. (20-25 ) , then, 
e_,. = �(a,. + jb,.) 

Ais o 

We may therefore expressf(t) as 

n= I 
n= O n= I 

(20-26) 

n= l 

Finally, instead of  summing the second series over the positive integers from l 
to oo , let us sum over the negative integers, from - l to - oo :  

f(t) = � Cnf:in..,ot + � Cncin..,ot n:;:::: O n= -1 
or (20-27) 

Equation (20-27 )  is the complex form of the Fourier series for f(t) ; its co11cise
ness is one of the most important reasons for its use. ln order to obtain the e'x
pression by which a particular complex coefficient ck may be evaluated, we 
substitute Eqs. (20- 1 0) and (20- 1 1 )  into Eq. ( 20-25 ) :  

l lT/2 . l lT/2 . 
Ck = -

T 
f(t) cos kwot dt - ; - f(t) sm kwot dt -T/2 T -T/2 

use the exponential equivalents of the sine and cosine, and simplify: 
l lT/2 . Ck = - j(t)c1k..,ot dt T -T/2 (20-28) 

Thus, a single concise equation serves to replace the two equations required for 
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the trigonometric form of the Fourier series. lnstead of evaluating two integrais 
to find the Fourier coefficients, only one integration is required ; moreover, it is 
almost always a simpler integration. It should be noted that the integral 
( 20-28) contains the multiplying factor 1 / T, whereas the integrais for an and bn 
both contain the factor 2 /T. 

Since the amplitude of the Fourier component at a frequency kw0 is 
y ak2 + bk2 , the amplitude, expressed in terms of ck, must be 2 1 Ck I · ln other 
words, the magnitude of Ck is equal to one-half the amplitude of the component 
of the frequency spectrum at the frequency kwo. 

Let us consider a numerical example to illustrate the use of the complex form 
of the Fourier series. A train of rectangular pulses Eo volts in amplitude and 
T sec in duration, recurring periodically every T sec, is shown in Fig. 20-8a. 
The fundamental frequency is, therefore, 

1 
fo = 

T 

ln arder to determine the line spectrum of e( t) , we shall determine the Ck first 
and then obtain the corresponding amplitudes of the frequency components by 
multiplying each 1 ck 1  by 2. The value of a general complex coefficient is first 
found from Eq. (20-28) : 

Ck = - j(t)cikwot dt ! lT/2 . 

T - T/2 

Eo ( cikwo<to+r> _ cikwoto ) 
-jkwo T 

= 2Eo cikwo<to+ r12> sin ( 1/zkwor) 
kwo T  

= EoT sin (1/2kwor) cikwo(lo+r/2) 
T Y.!kwor 

The magnitude of ck is therefore 

I Ck I = Eor \ sin ( Y.!kwor) 1 
T 1/zkwor 

and the angle of ck is 

ang ck = - kwo(to + �) (possibly plus 1 80 º ) 

(20-29) 

(20-30) 

The trigonometric factor in Eq. (20-29) occurs frequently in modem communi
cation theory, and it is called the samplingfunction. Thus, we define 

Sa(x) = sin x 

X 
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Fig. 20-8 (a) A periodic sequence of rectangular pulses. ( b) The corre
sponding discrete tine spectrum. 

Because of the way in which it helps to determine the amplitude of the various 
frequency components in e(t) , it is worthwhile discovering the important char
acteristics of this function. First, we note that Sa(x) is zero whenever x is an 
integral multiple of 7T; that is, 

Sa(k7T) = O k = 1 , 2 , 3, . . . 

When x is zero, the function is indeterminate, but it is easy to show that its 
value is unity : 

Sa(O) = 1 
The magnitude of Sa(x) therefore decreases from unity at x = O to zero at 
x = 7T. As x increases from 7T to 27T, 1 Sa(x) 1 increases from zero to a maximum 
less than unity, and then decreases to zero once again. As x continues to in
crease, the successive maxima continually become smaller because the numera
tor of Sa(x) cannot exceed unity and the denominator is continually increasing. 

Now let us return to the line spectrum of e(t) . We may express Eq. ( 20-29) in 
terms of the fundamental cyclic frequency fo : 

I e,. I = EoT l sin (k7TfoT)

I T k7TfoT 
( 20-3 1 )  
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The amplitude of any harmonic (at a frequency kfo) is obtained from Eq. 
( 20-3 1 )  by using the known values 'T and T = l /fo and selecting the desired 
value of k. lnstead of evaluating Eq. ( 20-3 1 )  at these discrete frequencies, let us 
sketch the envelope of 1 ck 1  by considering the frequency kfo to be a continuous 
variable. That is,f( = kfo) can actually take on only the discrete values of the 
harmonic frequencies fo, '2fo, 3fo , and so forth, but we may think of k for the 
moment as a continuous variable. When f is zero, l ck l  is evidently EoT/ T, 
and when J has increased to l /T, l ck l  is zero. The resultant envelope is 
sketched as the broken line of Fig. 20-8b. The line spectrum is then obtained 
by simply erecting vertical lines at each harmonic frequency, as shown in the 
sketch. The amplitudes shown are those of the ck ; except for the d-c compo
nent, the amplitudes of the corresponding sinusoids are twice as great. The 
particular case sketched applies to the case where T/ T = 1 / ( 1 .5'17') = 0.2 1 2 . ln 
this example, it happens that there is no harmonic exactly at that frequency at 
which the envelope amplitude is zero ; another choice of 'T or T could produce 
such an occurrence, however. 

There are severa! observations and conclusions which we may make about 
the line spectrum of a periodic sequence of rectangular pulses . With respect to 
the envelope of the discrete spectrum, it is evident that the "width" of the 
envelope depends upon 'T, and not upon T. As a matter of fact, the shape of 
the envelope is not a function of T. It follows that the bandwidth of a filter 
which is designed to pass the periodic pulses is a function of the pulse width 'T, 
but not of the pulse period T; an inspection of Fig. 20-8b indicates that the re
quired bandwidth is about l /'T cps. If the pulse period T is increased (or the 
pulse repetition frequency fo is decreased), the bandwidth 1 /'T does not change, 
but the number of spectral tines between zero frequency and 1 /'T cps increases 
in direct proportion to T; the amplitude of each line is inversely proportional to 
T Finally, a shift in the time origin does not change the line spectrum ; that is, 
1 ck 1  is not a function of to. The relative phases of the frequency components 
do change with the choice of lo . 

Drill Problem 
20-6 Determine the general coefficient ck in the complex Fourier se
ries for each of the three waveforms shown in Fig. 20-3 .  

Ans. 
k2:2 (k odd) ; ��2 (k odd) ; 2 si��2 k'IT 

20-6 THE FOURIER INTEGRAL 

The spectrum of the periodic rectangular pulses that we just obtained above is 
a discrete l ine spectrum. It is the type of spectrum that we must always ob
tain when we are' considering a periodic function of time. However, there are 
many important forcing functions which are nonperiodic functions of time, such 
as a single rectangular pulse, a step function, or an impulse. A frequency spec-
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trum may also be obtained for such a nonperiodic function, but it will be a con
tinuous spectrum in which some energy may in general be found in any 
frequency interval, no matter how small. We shall develop this concept by 
beginning with a periodic function and then letting the period become 
infinite. Our experience with the periodic rectangular pulses indicates that 
the envelope will decrease in amplitude, but otherwise not change shape, and 
that more and more frequency components will be found in any given frequency 
interval. ln the limit, we should expect an envelope of vanishingly small 
amplitude filled with an infinite number of frequency components separated by 
vanishingly small frequency intervals. The number of frequency components 
between, say, zero and 1 00 cps becomes infinite, but the amplitude of each one 
approaches zero. A spectrum of zero amplitude is a difficult concept, both 
analytically and graphically, and it is logical that we cause the envelope to 
have a finite amplitude by increasing the spectrum amplitude as the period in
creases. Whereas the line spectrum of a periodic voltage waveform shows the 
voltage of each frequency component, the continuous spectrum is a plot of the 
voltage per unit bandwidth as a function of frequency. Let us now carry out 
this limiting procedure. 

We begin with the exponential form of the Fourier series (20-27 ) :  

where 

and 

j(t) = nf C,.(inwot  

1 iT/2 j . Cn = - (t)c1nwot dt T - T/2 

2'lT wo = y 

We now let 
T- oo 

(20-32) 

(20-33) 

(20-34) 

(20-35) 
and thus, from Eq. (20-34), w0 must become vanishingly small. We represent this 
limit by a differential 

Thus 
wo - dw 

1 wo dw 
- = - - -T 2'lT 2'lT 

(20-36) 

(20-37) 

Finally, the frequency of any "harmonic" nw0 must now correspond to the gen
eral frequency variable which describes the continuous spectrum. ln other 
words, n must tend to infinity as wo approaches zero, such that the product is 
finite : 

nwo - w  (20-38) 
When these four limiting operations are applied to Eq. (20-33 ) ,  we find that e,. 
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must approach zero, as we had previously presumed. If we multiply each side 
of Eq. (20-33) by the period T and then undertake the limiting process, a non
trivial result is obtained : 

The right side of this expression is a function of w (and not of t) , and we repre
sent it by F(jw) : 

F(jw) = J_"'00 f(t)ciwt dt (20-39) 

ln order to apply the limiting process to Eq. (20-32) , we multiply and divide the 
summation by T, 

n = oo  1 j(t) = 2.: CnTE}nwot T 
n = - oo  

and use Eqs. (20-37) ,  (20-38), and the new quantity F(jw.) . ln' the limit, the sum
mation becomes an integral, and 

f(t) = _!__ J"' F(jw)d"'1 dw 2'TT - 00 
(20-40) 

Equations (20-39) and (20-40) are collectively called the Fourier transform pair. 
The function F(jw) is the Fourier transform ofj(t) , andf(t) is the inverse Fourier 
transform of F(jw ) . 

Let us use the Fourier transform to obtain the continuous spectrum of a single 
rectangular pulse. We shall select that pulse in Fig. 20-8a which occurs in the 
interval to < t < to + 7". Thus 

{ Eo f(t) = o 
to < t < to + T 
t < to and t > to + T 

The Fourier transform ofj(t) is found from Eq. (20-39) : 

and this may be easily integrated and simplified : 

F( · ) E sin lhwT -jw(t +r/2) 
JW = oT V2wT t º 

The magnitude of F(jw) yields the continuous frequency spectrum, and it is 
obviously of the form of the sampling function. The value of F(O) is EoT. The 
shape of the spectrum is identical with the broken-line curve of Fig. 20-8b. A 
plot of 1 F(jw) 1 as a function of w does not indica te the magnitude of the voltage 
present at any given frequency ; the magnitude of the component at a specific 
frequency is zero. lnstead, the limiting process we followed in defining F(jw) 
shows that the voltage present in an incremental frequency band .:lw is F(jw) ilw. 
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20-7 OPERATIONAL METHODS OF CIRCUIT ANALYSIS 

The introduction of the Fourier transform in the preceding section is perhaps 
the first step in the process of developing what are known as "operational 
methods" of circuit analysis. These methods are very powerful and very gen
eral, and they are based on more advanced mathematical techniques than those 
which we have probably already learned. This introductory study of the 
methods of circuit analysis is intended to bring us up to the point where opera
tional methods may be advantageously introduced. Since their applicability is 
so broad, there is a tendency to apply them to every problem, no matter how 
simple. This is an unfortunate situation, if it occurs, for much time may be 
wasted in obtaining a response which we should feel is obvious to us now. The 
majority of the circuits with which we shall <leal as undergraduates are of 
a nature which is sufficiently simple that operational methods offer few 
advantages. 

The advantages inherent in operational methods become of increasing impor
tance as our scientific maturity increases. Their use serves to systematize the 
determination of the complete response and, in particular, the use of the initial 
conditions. This is particularly important for networks having greater com
plexity. Severa) areas of more advanced study, such as the synthesis of net
works to meet prescribed characteristics, the investigation of network response to 
noise, and the determination of stability in feedback systems, are based upon 
operational methods. 

One of the common methods of introducing operational methods is through 
the extension of the Fourier integral and Fourier transform. lnstead of relat
ing a real function of time and a complex function ofjw, the transform concept 
is extended to provide a relationship between f(t) and F(s) .  The result is the 
Laplace transform. ln a sense, a frequency spectrum of a forcing function or a 
response is obtained for the complex frequency s. Many nonperiodic functions 
of time which do not possess a Fourier transform can be expressed as a Laplace 
transform. They are thus transformed from the time domain to the frequency 
domain, and most of our frequency-domain techniques will still be applicable. 

Problems 
•I Determine the Fourier series for a 1 -amp rectangular current pulse extend

ing from t = - a/2 to t = a/2. Let the period be T, where a < T 
2 ln Prob. 1 ,  let T = 1 sec and find the value or values for a which will pro

duce the largest-amplitude 5-cps component. 
•3 Write the Fourier series for the sawtooth voltage waveform shown in 

Fig. 20-9a. 
4 (a) Obtain the Fourier series for the triangular current waveform shown in 

Fig. 20-9b. (b) Check the answer by evaluating the series numerically at 
t = 7T /2, using first the first three terms and then the first ten terms. 

•5 (a) Determine the Fourier series for the full-wave rectifier output voltage 
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shown in Fig. 20- l Oa. (b) This voltage is applied to a 1 000-ohm load re
sistor through a simple RC filter, as shown in Fig. 20- l Ob. Determine C in 
order that the amplitude of the fundamental voltage across the load is only 
1 per cent of the d-c load voltage. 

6 The current waveform of Fig. 20-3a is applied to a bandpass filter which 
has unity gain within the passband and zero gain outside the passband. A 
1 0-ohm resistor is connected to the output of the filter. Find the aver
age power delivered to the resistor if the passband extends from : (a) f = O 
to f = 0.8 cps ; (b) f = 2 tof = 3 cps ;  (c) f = O  tof = 3 cps ; (d) f = O  to 
f =  00 . 

•7 (a) Write the Fourier series for e8(t) ,  as plotted in Fig. 20- l l a . (b) If this 
voltage waveform is used as the forcing function in the series circuit of Fig. 
20- l l b, make some reasonable approximations and find i(t) . 

8 Determine the Fourier series for the infinite sequence of voltage impulses 
shown in Fig. 20- 1 2a. 

9 (a) ln general , one can show that the Fourier series for 4f(t)/dt may be 
obtained by term-by-term differentiation of the Fourier series for f( 1) if the 
resultant series converges. Graphically determine the derivative of the current 
waveform of Prob. 4, and then obtain the Fourier series of this new periodic 
function. Show that the resultant series is equal to the deriva tive of the 
series obtained in Prob. 4. (b) The Fourier series for f f(t) dt may always 

Fig. 20-9 (a) See Prob. 3. ( b) See Prob. 4. 

e(t) V 

(a) 

i (t) ( amp ) 

(b) 

t ( sec )  
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be obtained by term-by-term integration of the Fourier series for f(t) ; how
ever, ifj(t) contains a d-c component, then the integral ofj(t) and the in
tegrated series are both rather meaningless. Show that the Fourier series 
of the integral of the current waveform shown in Fig. 20-3b is identical with 
the integral of the Fourier series of that waveform. 

e{t) 

1 (sec)  

(a} 
10 0 

e 1000 o 

(b} 

e,(t) V 

100 

-0.l O 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1 .1  1 ( sec )  

(a} 
l h 

(b) 

0.1 o 

l 
25,,. •  f 

Fig. 20-10 See Prob. 5. 

Fig. 20- 1 1  See Prob. 7. 
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•10 Find the Fourier series ofj(t) ifj(t) = 3 cos2 21 between t = O and t = '1T 
sec, and the function then repeats. 

1 1  ln the interval from t = O to t = 0 .2 , f(t) is defined by the sketch of Fig. 
20- 1 2b. (a) Definef(t) in the interval from t = - 0.2 to t = O  so thatf(t) 
is an even function with a period of 0.4 sec, and determine its Fourier 
series. (b) Definef(t) in the interval from t = - 0.2 to t = O so thatf(t) is 
an odd function with a period of 0.4 sec, and determine its Fourier series. 
(e) Definef(t) in the interval from t = 0.2 to t = 0 .8 sec so thatf(t) is an 
even function with half-wave symmetry with a period of 0 .8 sec, and de
termine its Fourier series . 

12 Determine whether the following functions are even, odd, or neither: 
•(a) 1 /( 1  + t2 ) ;  •(b) (sin 'ITt)/t ;  •(e) J t l ; (d) 1 + t; (e) 1 / ( 1  + t) + 
1 / ( 1  - t) ; (f) c5t ; (g) u(t) .  

13 After determining the symmetry involved, expressf(t) in a Fourier series if: 
(a) f(t) = - 2 , - 1 0 < t < - 5 ;  f(t) = - 1 , - 5  < t < O ; f(t) = 1 ,  
O <  t < 5 ;  f(t) = 2 ,  5 < t < 1 0 ;  T = 20. (b) f(t) = cos t, O<  t < 'TT/2 ;  
f(t) = - sin t, 'TT/2 < t < '" ; T = 'TT . (c)f(t) is the function shown in Fig. 
20- 1 3 .  

Fig. 20-12 (a) See Prob. 8. 
Prob. 1 1 .  

Fig. 20-13 See Prob. 13. 
-2 

(b) See 

f(t) 

' 
e(t} V 

( 1 )  

-1 

f(t) 

4 

2 

4 

( l) (l) (1) ( !) 

o 3 t ( sec )  

(a} 

o 0.1 0.2 t ( sec ) 

(b) 

6 t (sec ) 
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•14 Although the waveform shown in Fig. 20- 1 4a does not possess either even or 
odd symmetry, the simplifications provided by odd symmetry may be used if 
the d-c component of the waveform is first determined and then subtracted 
from the waveform. Determine the Fourier series of e(t) by this method. 

15 ldentify the location of the time origin on the waveform shown in Fig. 
20- 1 4b if the Fourier series is to contain only : (a) odd-harmonic sine terms; 
(b) odd-harmonic cosine terms. 

16 A Fourier series may be obtained for a waveform by numerical methods 
when an analytical expression for f(t) is not known or is unwieldy. The 
integral for ak, 

2 ÍoT ak = - J(t) cos kwol dt T o 
may be expressed as an approximate sum by subdividing the interval of in
tegration into M equal parts : 

2 M T 2 M ak = - L J ( tm) cos kwotm - = - L J ( tm) cos kwotm Tm = I  M M m= l 
The value ofj(tm) and cos kwotm may be determined at the mid-point of 
each interval. A similar summation is used to evaluate bk . By dividing 
the period into 20 equal parts, find the approximate amplitude of the 1 -cps 
component of the waveform described by : f(t) = yfi, O ::::; t ::::; l :  f(t) = 
yz=l, l ::::; t ::::; 2 ;  T = 2. The exact answer to two significant figures is 
- 0.053. 

•1 7  A current source, a closed switch,  a 2-ohm resistor, and a 0.5-farad capacitor 
are in parallel. The waveform of the current source is sketched in Fig. 20-3b. 
The switch is opened at t = O, and the capacitor voltage is the desired re
sponse. (a) Work in the frequency domain of the kth harmonic to find the 

e(I) V 

-0.2 -0.1 o 0.1 

(a) 

0.2 0.3 0.4 

IVl IVl 
J LAJ L 

(b) 

1 ( sec ) 

Fig. 20-14 (a) See Prob. 
14. (b )  See Prob. 15. 
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- ---'-. o 

1 --'-. . 

A 
(a) 

(b} 

A 
_L 

• 

• 
t ( sec ) 

• 
t ( sec ) 

Fig. 20-15 (a)  See Prob . 
· 24. ( b) See Prob. 25. 

forced response to this component. Express the total forced response as a 
trigonometric Fourier series. (b) Specify the functional form of the 
natural response. (c) Determine the complete response. 

18  Find the complete response of  the circuit described in  Prob. 1 7  by consider
ing the input as a sequence of suitable unit-step forcing functions. The 
response is to be determined and plotted over an interval which represents 
two periods of the forcing function. 

•19 A square-wave voltage forcing function having no d-c component i s  applied 
to a series RLC circuit. The output voltage is taken across the capacitor. 
Determine the resonant frequency and the Qii of the RLC circuit if the out
put is to be essentially a 1 00-kc sinusoid. Assume that no other frequency 
component of the output may have an amplitude greater than 1 per cent 
of the desired component. The period of the square wave is 250 µsec. 

20 An amplitude-modulated wave is expressed by the periodic function 
e(t) = Eo( l + m cos w;,.t) cos Wcl, where Wc is the carrier (high) frequency, 
Wm is the modulating (signal) frequency, Eo is the unmodulated carrier 
amplitude, and I OOm per cent is the percentage of modulation. Let 
Eo = 1 volt, m = 0 .5 ,  Wm = 1 radian/sec, and Wc = 1 0  radians/sec. (a) 
Express e(t) as a Fourier series. (b) Find the average power delivered by 
the unmodulated (m = O) wave to a 2-ohm resistor. (c) Find the average 
power delivered by the modulated wave to the sarne resistor. 

•2 1  A certain amateur radio station radiates a sinusoidal 1 5-mcs signal when 
the "key" is depressed, and is quiescent when the key is up. Assume that 
the operator periodically depresses the key for 0 . 1 sec and then releases it 
for 0 . 1 sec. (a) Can the radiated signal cause interference with another 
signal occupying the band from 1 5 .06 1 to 1 5 .062 me? (b) Does the mod
ulated wave have a frequency component at the keying frequency (5 cps)? 

22 Determine the complex Fourier series of the sequence of impulses shown in 
Fig. 20- 1 2a. 
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23 Show that Sa(O) = 1 . 
24 •(a) Determine the complex Fourier series for the sawtooth waveform of Fig. 

20- 15a. (h) Sketch the frequency spectrum of this waveform. (e) Convert 
the series to trigonometric form. 

25 Repeat Prob. 24 for the waveform shown in Fig. 20- 15b. 
26 Obtain the Fourier transform F(jw) and plot 1 F(jw) 1 versus i'l for the 

single pulse described by : (a) f(t) = cos 2'1Tt, - 0.25 < t < 0.25 ; (b)f(t) = 
cos 2'1Tt, - 0.5 < t < 0.5 ;  (c)f(t) = cos 2'1Tt, - 1 < t < 1 ; (d)f(t) = 1 + t, 
- 1 < t < O ; f(t) = 1 - t, O <  t < 1 ; (e) f(t) = 8(t). 



A nswers 

Chapter 1 • ( 1 )  [ML2 T-2] ,  ( T-1 ] , [ T-2] , [MLT-1] .  (3) - 312 + 1 41 - 1 1  
amp. (5) 1 .685 coulombs. (6) (a) 292 .5 coulombs. (b) - 1 amp. 
(9) 4 watts, active. ( 1 2) (a) 3 X 1 0-4 watt, 3 watts, 30 kw. 

Chapter 2 • ( 1 )  (a) 1 .005 ohms, 1 . 5 1  º C, 0 .0 1  watt. (b) 2 ohms, 300 ºC, 
2 watts. (e) 1 . 4 1 4  amp. (d) 1 . 366 ohms, 1 09 .8 º C, 0 . 732  watt. (e) 
7 .59 ohms, 1 9 7 7  o e, 1 3 . 1 8  watts. (3) 4 ohms. (6) 2 watts. (8) (a) 
3/Í 1 mho. (b) From left to right :  6 amp, 1 volt ;  3 amp, 1 volt ;  9 amp, 
1 0  volts ; 3 amp, 1 1  volts ; 1 2  amp, 1 1  volts. (e) 6 watts, 3 watts, 90 
watts, 33 watts , - 1 32  watts. ( 1 0) (a) 0 .933 ohm. (b) 0 . 733 .  (e) 
0.02 ,  0.06. (d) 1 1 . 9 volts. ( 1 2) (a) Powers are : 0.5 watt, - 5  watts, 
1 . 25 watts, 2 .5 watts, O. 75 watt. (b) Ali currents and voltages double, 
ali powers quadruple. (e) Voltages are unchanged, ali currents halved, 
ali powers halved. ( 14) (a) Powers are : 72 watts, 1 6  watts, - 1 20 
watts, 32 watts. (b) Absorbing power; R = 1 8  ohms, e8 = 36 volts, 
is = 2 amp. (e) Powers are : - 1 68 watts, 1 6  watts, 1 20 watts, 32 
watts, furnishing power, e 8  = 84 volts, is = 2 amp. ( 16) (a) 0 .98 watt, 
8 .26. watts, 22 .2 watts, 25 watts, 22 .2  watts, 8 .26 watts, 1 0,000Ri/( 1 00 + 
R1)2 watts. (b) 1 00 ohms. (e) No. (d) Yes. (e) Rs ohms. ( 1 7) 
Powers are : 72 watts, - 240 watts, 48 watts, 1 20 watts, 24 watts, - 24 
watts. ( 19) (a) 2 .  (b) l O volts. (c) 30 watts. (d) l OO watts. (e) - 100 
watts. (f) 2 amp. (22) (a) 591.i cos t volts. (b) 3 .6  volts. (24) (a) 
1 2  ohms. (b) 0.5 mho. (26) 1 6 . 1 8  ohms. (28) 1 amp, 1 amp, 20 
watts. (30) 1 3 . 33  volts, 6 .67  amp, 88.9 watts. (32) 1 . 042 watts. 
(35) 3 ohms. (37) (a) - 1 50 volts, - 5  amp, O volts, 5 amp, 1 50 volts, 
O amp. (b) - 30 volts, - 1  amp, 1 20 volts, 5 amp, 1 50 volts, 4 amp. 

Chapter 3 • ( 1 )  (c) See Fig. 1 ; 5 meshes. (3) l O ohms. (5) l . 1 82 amp. (6) (a) - 18. 
(b) 256. (e) - 2. (d) 32. (8) (a) O amp. (b) - 0.0625 (sin t + cos t) amp. 
( 1 1 )  5 .22  volts. ( 1 3) 27 watts. ( 1 5) (a) i1oad = 83 amp, imid = 63.5 amp 
discharging, ibottom = 1 9.5 amp discharging. (b) 206. 7 watts, 3 1 0  watts. 
( 1 7) - 4  watts, 2 watts, 2 watts, O watts, O watts. ( 1 9) (a) '/Í o  mho. 
(b) lmpossible. (2 1 )  (a) 2 amp, 5 volts, 2.5 ohms. (b) 1 5  amp, 36 
volts, 2.4 ohms. (e) 5 amp, 10 volts, 2 ohms. (d) 5 amp, 25 volts, 
5 ohms. (23) 1 .89 watts. (27) 75 volts, 1 .5 amp, 50 ohms. (29) 
320 watts. (3 1 )  (a) 3 volts. (b) - 1 2 volts. (e) 1 2  ohms in series 
with input ; 4 ohms in parallel with output. (33) 20 watts or 1 80 watts. 
(35) 2 .68 msec. (37) 1 0  volts. (39) 1 2  volts, 3 amp, 4 ohms. (41)  

629 
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Fig. 1 

20 watts. (44) (a) i82 + e8 i/ R1 amp, R1 ohms. (b) 1 5  amp, 5 ohms. 
(e) - µeg/rp amp, rp ohms. (48) 2% amp, 2 % volts . 

Chapter 4 • (2) (a) 0.01 sec, 2.5 joules. (b) 500 µsec or greater, 62.5 mjoules. 
(4) 2 .5 amp, 2 .5 amp, 1 . 25 amp. (5) (a) 1 amp. (b) 1 amp. (e) 
2 amp. (8) (a) Between 1 and 3 msec, 2 .5 mjoules. (b) 1 msec or 
greater, 5 mjoules. ( 10) 50 volts, 30 volts, 30 volts. ( 1 1 )  (a) 20 volts. 
(b) 20 volts. (e) 7 .5  volts. ( 14) (a) 10 cos ( 1/4) volts. (b) - 10 

cos ( 1/4) volts. (e) O volts. ( 1 7) (a) Lx = L8, z'x(t) = _!_J e. dt + k. L, 

(b) Cx = C,, ix = C, �· . (20) - 1 35c3t volts. (2 1 )  - 7 2  sin 31 amp. 

(24) 6 volts. 

(27) iiR1 + -
1
- J, t (i1 - i3) dt + ec1( lo) + L d(ii - i2) = ei , 

C1 'º 
2 dt 

L d( i2 - ii) + _!_ J,t ( i2 - i3)dt + ec2( lo) + i2Rs = - e2 , 
dt C2 to 

_!_J' ( i3 - i1 )  dt + ec1 (to) + L1 di3 
+ C

l f,t ( i3 - i2) dt + ec2( to) = O. 
C1 'º dt 2 to 
(29) (a) L2i(L1 + L2) · (b) Ci/(C1 + C2) .  (30) (a) Li/(L1 + L2)· 
(b) C2f(C1 + C2) .  (3 1 )  (a) and (b) See Fig. 2. (35) (a) See Fig. 3a; 
yes, if L = C. (b) See Fig. 3b; no, there is source polarity trouble. 
(37) c1 amp, 0.5€1 + 0.5ct  = cosh t amp, - 0.5€' + 0.5c1 = - sinh t 
amp. (39) cos 31 volts, - 2 .5 cos 31 volts ; 3 .5  cos 31 volts. 

Chapter 5 • ( 1 )  (a) 10 volts. (b) 4 . 72  volts. (e) 0.82 1 volt. (3) 0.550 sec. 
(5) l 0c2<1- 1> amp, t 2:: 1 .  (8) 1 2  amp, l 2cL333t amp, 3 . l 7c0.667t amp. 
( 1 0) 5 . 7 7  sec. ( 1 2) About 4 .4 henrys, 20 ohms ; upper curve is coil 
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(a) (b} 

Fig. 2 

alone. ( 1 5) - 2 .4c2·5 t  amp. (It is necessary to assume that the switch 
is a better approximation to a short circuit than the source is to an ideal 
source. )  ( 16) For t < O, ii ( t )  = 5 . 1 0  amp, z 2( t) = 3 .06 amp, i3(t) = 2 .04 
amp. For t > O, i1( 1) = 5 . J OcL56t amp, i,(t) = 3 .06cL56t amp, i3(t) = 
2 .04cl .56t amp. ( 1 9) (a) 1 2  ma. (b) 75 µsec. (e) 0.0 1 2ctl 75x 10-• 
amp. (d) 0.004( 1 + ct115x 10- • )  amp. (e) 0.008ctl75x 10- • - 0.004 
amp. (f ) O amp. (g) 4 ma. (h) - 4  ma. (2 1 )  (a) 1 00c 1º6 t  volts. 
(b) 200c200,ooot volts. (e) - I OOOc5ooot volt�. (23) (a) 1 00 volts. (b) 
54.9 volts. (e) 1 6 .5 volts. (26) 75ctiGx 10-" volts. (28) iR1 (t) = 1 0cti5o 

amp, iR2(t) = - 1 0cti5o amp. (30) For t < O, e1 = 24 volts, e2 = - 4  
volts, ex = - 1 6 volts. For t > O, e1 ( t )  = 24c23tl3 volts, e2( t )  = 1 4.4c23t/3 

volts, ex( l )  = - 1 6c23 tl3 volts. (32) (a) iA = - 4ct12 + 5ct amp. 
(b) Maximum iA is 1 amp and occurs at t = O. Therefore iA never 
exceeds 1 amp. (34) (a) 3ct12 amp. (b) 1 1 .4 joules. 

Chapter 6 • (2) See Fig. 4. ( 4) 2( 1 - c1000t)u( t) amp. (6) (a) e de/ dt + ke2 = o. 

(b) e = __ l - volts . (8) (a) 1 + 2kL de/ dt = O. (b) e = eo - -1- volts. 
! + � lli 

L 

eo e 

( 1 0) i( t) = (90 - 30ct/2)u( t )  amp. ( 1 1 )  i(t) = (5  - 3 .33c0.667t)u( t) 

Fig. 3 

e R ,  R ,  R ,  e ,  

(a} (b} 
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t = t0 

li 
General 
network 

Fig. 4 

arnp. ( 1 4) For t < O, i(t) = ' º% arnp . . For 1 > O, i(t) = 25 + 
8.33c21 arnp. ( 1 6) i1 (t) = 4 .2 1 ctl3. lu(I) arnp, i2(t) = 2.8 1cti3.lu(t) 
arnp. ( 18) ( - 1 . 33 + l . 1  lc1)u(I) volts. (2 1 )  (a) 0.0 1c10•1u(t) arnp. 
(b) O.OO lclOtu(I) amp. (23) 75 - 25( 1 - ct10.6)u(t) . (26) For 1 s 1 ,  
e0(t) = 1 000( 1 - c1)u( t) volts ; for t � 1 ,  e0(t) = 500 + 1 32c<1-1> volts. 
(28) e(t) = 300( 1 - ct120)u( t) volts, i(I) = 75ct12ou(t) arnp. (30) For 
t S 1 ,  ec = 1 O( 1  - c1)u( t) volts ; for t � 1 ,  ec = 6 .32c<1-1> volts. (33) 
58.9 volts. 

Chapter 7 • (2) (a) 1 .  (b) 0.966. (e) O. (d) 5. (e) 1 .273 .  (4) 2.48(1) + 
l . 2u(t) arnp. (8) - 208(t - 4) - 5u(t - 4) arnp. 

L1"'Ao � L2°'Ao 
( 10) e1 = L L u(t) volts, e2 = L L 8(t) volts. 

i + 2 i + 2 
( 1 3) (a) 8(t) + 1 0-6d( t) volts. (b) 8(t) + 1 0-6d(t) + l OOu(I) volts. 
( 1 4) (a) 1 0-38(t) + 1 05u(I) arnp. (b) 1 0-38(t) + 1 05u(t) + 1 0-6d(1) 
arnp. ( 15) (a) See Fig. 5a ;  i, eR., ec sarne for t > O. (b) See Fig. 5b ;  
ic, ec sarne for 1 > O. ( 19) (a) 2u(I) arnp. (b) 2( 1 - c51)u(t) arnp. 
(e) (2 - 0.5c5t)u(t) arnp. (d) (2 - 0. 1 875cl5118)u(t) arnp. 

(22) i(t) = � 8(t) - R
"'7

C ct1Rcu(1) arnp, eR( t) = 

"'Ao8(1) - � ctlR.Cu(t) volts, ec(t) =� ct1R.Cu(t) volts. 
RC RC 

Chapter 8 • (2) (a) 63 .3(c0.879t - c34.l l) volts. (b) 60c0.857t volts. (4) (a) 
0.0833 ohrn. (b) 39. 1 joules. (5) (a) - 40.2co.2ssi + 0 . 2 1c3.73t amp. 
(b) - 20c1( 1 + 0.51) arnp. (7) (a) 667 ohrns. (b) 1 06tc10•t volts. 

Fig. 5 

6 0  

2 1 2u(t) ampj 2 1 

(a) (b) 
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(e) No in both cases. (9) 6Qc5t cos 1 01 volts. ( 1 1 )  (a) 2 sin 1 Q61 amp. 
(b) roo cos 1 061 volts. (e) w(I) = 1 0-4 joule ; constant ; no losses. 
( 1 3) i(I) = l . 7 75c114 sin 2 .821 amp, 3 . 1 2 joules. ( 1 5) 9 : 03 .00000359 
A.M. ; 8.50 ma. ( 1 7) (a) s1 = - 2000, s2 = - 8000, i(I) = 4(c20001 _ 

csoooi) amp. (b) 2. 3 1  x 1 0-4 sec. (e) wL(O) = O  joules, w0(0) = 0. 1 8  
joule, wL(lm) = 0 .0 1 78 joule, wo(tm) = 0. 1 1 1  joule. (d) 2 .68 msec. 
( 19) 1 8c1 - 8c6t amp . (2 1 )  a =  1 000, w02 = 4 .01  X 1 0s, wd = 20,000, 
i( I) = O .O l c10001 sin 20,0001 amp . (23) co.06251( - 1 0 cos 51 - 0. 1 25 
sin 51) amp. (25) 1 0cº· 1 1 sin 0 .3 1  amp . (29) 50 - 35ct - 1 5c3t 
volts. (32) 20 + c3t(30  cos 1 + 90 sin l )u(I) volts. (34) e2(1) = 
500c201u(I) volts, e1 (1) = 30d(I) + 500c20tu(I) volts. (37) (a) 2 .24 
radians/sec. (b) v(I) = - 0.447 sin y'5 1 m/sec, x(I) = 1 .96 + 0.2 
cos y'5 1 m. 

Chapter 9 • (1) T = 7.4 µsec, f = 1 35 kc, w = 0.848 X 1 06 radians/sec, 
e( 1) = 20 cos (0.848 X l 061 - 55.9º ) = 20 sin (0.848 X 1 061 + 34. lº ) = 
1 1 . 2  cos 0. 848 X 1 061 + 1 6 . 6  sin 0 .848 X 1 061 volts, - 1 53 . lº . (3) 
e( I )  = 2 cos (500'1TI - 1 35º ) volts, i(I) = cos (500'1TI - 1 80º )  amp, 
R = 1 .4 1 4  ohms, L = 0.899 mh. (4) (a) 0 .6  cos 2001 + 0 .8  sin 200 1 
amp . (b) cos ( 2001 - 53 .  lº ) amp. (e) sin ( 2001 + 36.9 º ) amp. (e) 
eR = 30 cos ( 2001 - 53 .  l º ) volts. (f ) eL = 40 cos ( 2001 + 36.9º ) volts. 
(7) 0 .760 amp, 20 .6º .  (9) i(I) = 1 .08 cos 21 + 1 .44 sin 21 - l .08cL51 
amp, eL(I) = 7 .20 cos (21 + 36.9º ) + 3 .24cl .5t volts . 

Chapter 1 0  • ( 1 )  - 1 , j l ,  l .  (2) (a) 5 .38, 68.2 º ;  3 .6 1 ,  2 1 3 . 7 º ;  1 0 1 . l ,  8 .52 º .  
(b) - 7 .07 ,  7 .07 ; 0 .05,  - 0.0866; - 3 .83 , 3 . 2 1 .  (6) (a) - 2  - j 2 . (b) 
- 4 + j 0. (c) 0.24 + j 0. (d) - l O + j O. (8) (a)j sinh x = j lf.!({" -

C") =
j
� (C" - e) =  

j
� ({iCi.r) - ciCi.r>) = sinjx. (b) cosh x = lf.!(e + 

C") = Y.! (ciCix> + {iCix>) = cos jx. ( 10) (a) 0.995 + j 0.0998. ( 1 1 )  (a) 
1 . 1 03 - j 0.50 1 .  ( 12) (b) 5 . 1 Q{i78.7 º . ( 13) (a) 65 .5 + j 45.9 . ( 14) (a) 
4. 1 3 / - 14 .0º .  (b) 2 .22/58 .0º . (e) 1 . 1 6/ - 1 43º . (d) 2LQ'.'. . (e) 
- 5 .20 + j 3 . (f) 9 - j 7 . (g) - 8. 7 1  - j 2.08.  (h) j 1 . 333 .  (i) 
- 0.8  + j 0.6 .  (j) 6 + J O. (k) j 4. (1) 1 3  + J O. (m) 1 3/ - 67.4º .  
(n) 6. 1 2flt'. (o) 1 . 39/ 1 46.2º . ( 18) 1 . 707 + j l . 707, or 0.293 + J 0.293. 
( 1 9) (a) 1 3/67 .4º . (b) 44.5 + j 25 2 .  (c)j. (d) - 0. 1 74 X l QlO + 

j 0 .984 X 1 01º. (e) - 0.026 + j 0 . 0 1 795 .  (f ) 1 0, 1 0/ 1 20º , 1 0/240º . 
(g) 1 . 93 + j 0. 5 1 8, - 0. 5 1 8  + j 1 . 93 ,  - 1 .93  - j 0 .5 1 8 , 0 .5 1 8 - j 1 .93. 
(h) 2 . 28  - j 0.439, - 2 . 2 8  + J 0.439.  (i) - 2.68 + J 0.383 .  (j) 
0 . 9999995 + j 0 .00 1 00. (k) 0 .0 1 56/1 3 7 . 5° . (20) (a) 2 . 7 9/34.3º 
(principal value) .  (2 1 )  (d) 8 . 62/23 .8 º .  (23) (d) 0 . 2  cos ( 1 061 -
1 83 . l º )  + J 0.2 sin ( l 061 - 1 83 . l º ) amp. (25) (d) - 3 1 2  watts. (28) 
0.0 1 856/26.6º amp, 0 .01 856 cos ( 1 20'1TI + 26.6 º )  amp . (29) (a) 10 + 
j l O ohms, l O ohms, l O ohms. (32) (e) l + J l . 5 mhos, 1 mho, 1 .5 
mhos. (34) 0. 705 or 2 . 1 3  radians/sec. (37) 1 + j O  mhos. 
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Chapter 1 1  • ( 1 )  3 . 7 1/68.2º amp, 3 . 7 1  cos (wt + 68.2 º )  amp. (4) 
0.608/1 04.03º amp, 0.608 cos (wt + 1 04.03º ) amp. (9) 1 2 .4 cos ( l Ot + 
7 . 1 1º )  - 20 cos 5 t amp. ( 1 1 ) 0.05 lc11 16 + 0.993 cos ( 1h t  - 82 .87º) 
amp. ( 1 5) 0 .0836 amp, 2 1 . 8º . ( 1 8) 42.2 cos2 wt watts. (2 1 )  (a) 
2 .90/1 1 2 .7º  volts. (b) Box · l is active. Box 2 may contain 2 . 1 2  ohms and 
2 . 1 2  henrys in series. Box 3 may contain 1 . 4 1 4  ohms and 0 .707 farad in 
series. (23) (b) Z8 = 200/± 79 .2 º  ohms. ZB might be 3 7 . 5  ohms in 
series with 0 .81 1 µf. 

Chapter 12  • (2) (a) c1u(t) watts. (b) ( 1 )  0.632 watt. (2) 0.233 watt. (3) 
2 .87 X 1 0-5 watt. (4) 4800 ohms, 255 volts. (6) 0.9975 radian/sec, 
1 0.025 watts. (8) ± 1 5 .4 1 amp. ( 10) 1 2 .8 watts. ( 1 2) (a) 2 .24 amp. 
(b) 20 watts. (e) ec(3) = 2 .5 volts. ( 14) (a) 1 0/60º amp. (b) 1 0/- 60º 
amp. (e) 500/- 89.43 º amp. ( 16) (a) 20 amp. (b) 400 volts. (e) 0.8. 
( 1 8) P, = 1 50 - j 50 va, Pc = -j 500 va, PL = J 450 va, PR = 1 50 va. 
(2 1 )  8 watts. (24) (a) 300 watts. (b) 75 var. (e) 3.09/ 1 6.0º amp. 
(26) (a) 1 ohm. (b) O ohms or 0.5 ohm. (e) 1 .5 ohms or 2 ohms. 

Chapter 13 • ( 1 )  (a) Za( - 3) = 1 %  ohms, Zb( - 3) = O  ohms, Zc( - 3) = 

oo ohms. (b) Za(j 2 )  = 5 .59 - j 0.353 ohms, Zb(j 2 )  = 3.90 + j 44.9 
ohms, Zc(j 2)  = 0.02 1 5  + j 0.469 ohm. (2) - czt amp. (5) - 1 .35c1o•t 
volts. (7) 2c5t volts. ( 1 0) (a) l . 053c2t amp. ( 1 2) 2 .8 1 cos (5t -
69.4 º )  - 0.445cª1 amp. ( 14) (a) 1 5c5t volts. (b) 1 5 (c5t - c25t)u( t) . 
volts. ( 1 6) (b) See Fig. 6. ( 1 9) (a) An inductive path between the 
terminais must be present. (b) There must be a capacitar in every 
path between the terminais. (e) A capacitive path between the ter
minais must be present. (d) There must be an inductor in every p"lth 
between the terminais. (20) (a) oo ohms. (b) 1 3 .5 ohms. (e) 6. 75 
ohms. (d) O ohms. (24) See Fig. 7 .  

Chapter 1 4  • ( 1 )  (a) 6 . 32  cos ( 20t + 7 1 .6º)  volts. (b) l 20c3t cos (20t + 30º) 
volts. (4) (a) - 20c2º' amp. (b) 20 cos ( l 0t - 53 . lº ) amp. (e) 
20c15t cos ( l Ot - 1 26.9 º )  amp. (5) 1 6ct12 cos ( 1 .5t + 1 20 º )  amp. (7) 
20c8t cos (4t - 96.9º)  amp. (9) (d) Pole at s = O  and s = oo ,  zeros at 

Y(u) 

<T 

Fig. 6 
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Fig. 7 
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a ng Z ( jw) 
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-1 o 2 w 
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s = - 2 ± j  4. ( 1 0) (a) Pole at s = - 2,  zero at s = O. (b) Poles at 
s = O and s = - 7 , zeros at s = - 2 and s = ao . (c) Poles at s = O and 
s = ao , zeros at s = - 2  ± j 4. (d) Poles at s = - 4 and s = - 5, zeros 
at s = - 3 ±j 1 .  (e) Poles at s = ±j 1 and s = ±j 1 . 732 ,  zeros at 
s = O, s = ao ,  and s = ±j  1 .4 1 4. ( 1 2) See Fig. 8. 

Fig. 8 
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z 

w = O  

K at  

(a) 

z 

w = co w = O  

(b) 

( 15) (a) Za(s) = A s  ; Zb(s) = B(s + 2) 

s2 + 6s + 1 0  s(s + 5 )  

Ms N(s + 2) (b) Ya(s) = s2 + 6s + l O ; Yb(s) = s(s + 5)
. 

(e) A = 1 082, B = 1 097 ,  M = 0. 1 082,  N = 0. 1 097.  

Fig. 9 

( 1 7) (a) 1 .4 1 4/ 15 º ohms. (b) 1 .4 1 4/ - 1 5 º ohms. (c) 0.27 1/82.23 º ohms. 
(2 1 )  (a) Z(s) = (s2 + 4s + 1 3)/s. (23) (a) Y(s) = 4(s2 + 2s + 1 0 1 )/s. 
(25) (a) Z(s) = 3(s + 1 )/(s + 4). (b) 8 - 6ct amp. (27) 1 2c2t -
2cst volts. (29) 0 .22 1 c t  cos (2t + 45º ) + 0.0938c31 amp. (3 1 )  (d) 
i = Act + Bc3t amp. 

Chapter 1 5  • ( 1 )  (e) Z locus looks like Fig. 1 5-5a with intercept at r = Ri ;  Y 
locus looks like Fig. 1 5-5b with wo at g = 1 /  Ri . (f) Z locus shown as Fig. 
1 5-5b, R = Ri ;  Y locus shown as Fig. 1 5-5a, 1 /  R = 1 /  Ri .  (2) (a) and (b) 
See Fig. 9. (6) (a) and (b) See Fig. 1 0. (8) Resonant at w = 0.5. ( 1 1 )  (b) 
30 º .  (e) 1 . 732 radians/sec. ( 14) See Fig. 1 1 . ( 16) 1 .00 radian/sec, 3 .60 
ohms. ( 19) See Fig. 1 2 . (22) (a) Stable. (b) Unstable. (26) (b) 
C = 1 /( 1 04 + O.O l w2) farads. (28) (a) 6 radian�/sec. (b) 0.955 cps. 
(e) 2.  (d) 1 .5 nepers/sec. (e) 5 . 8 1  radians/sec. (f ) - 1 .5 ± j 5.81  
sec i . (30) (a) 1 0  ohms, 1 .327  mh, 0.0053 1 farad. (b) 50,000 ohms, 

y 

y 

Fig. 10 
(a) (b) 
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w , = 1 . 1  
Fig. li 

2.5 mh, 0.0 1 µf. (e) 0. 1 6  ohm, 0.32 henry, 3 1 2  farads (32) 25 1 .  
(34) 523. (36) '!B = 2 0  cps, /1 = 90.5 cps, j2 = 1 1 0.5 cps. (40) 1 2 .5 
mµa. (42) (a) 1 06 radians/sec. (b) - 10, - 5, - 1 , '.), l , 5 ,  1 0. 
(e) - 10.56, - 5. 1 0, - 1 .00, O, l .00, 4.90, 9.545. (d) We think (b) is 
easier. (45) 40,000 ohms, 345 pf, 73 .5 µh. (47) 3 radians/sec. 
(49) (a) 999,000 radians/sec, 2 - J 2  ohms. (b) 9,937 ,000 radians/sec, 
1 2.56 - J 1 2.56 ohms. (e) 0.990 radian/sec, 0. 1 - J O. l  ohm. (5 1 )  (a) 
Impedance of a series-resonant circuit. (b) l .606/5 1 .5º .  (53) l ohm, 
300 µh, 3330 pf. (55) 22.4/- 63.4º ohms. (57) 4440 µf, 5 ohms, 1 2 . 7 1  
radians/sec, 1 7 . 7 1  radians/sec. (59) 1 35 . 1/42.25° ohms. (61 )  (a) 
1 00, 1 ,  50, 0.5 . (65) (a) 1 0,000 radians/sec. (b) 50. (67) - 240, 
6640 cps. (69) (a) 5000 ohms, 0.005 farad, 0.32 ohm, 2 henrys. 
(70) (a) 250 ohms, 0.00 1 farad, 0.0 1 6  ohm, l mh. (7 1 )  (a) 1 2,500 ohms, 
1 00 µf, 0.8 ohm, 0.25 henry. 

Chapter 1 6  • (2) i1 (t) = 1 0( 1  - c1º1)u( t) amp, e2(t) = 800c101u(t) volts. 
(4) sL1I1 - sM1I2 = E,, - sM1I1  + (sL2 + sL3)l2 - sM2l3 = O, 
- sM2I2 + (R + sL4)l3 = O. (7) (b) Li + Lz - 2M. (d) (L1L2 -
M2 )/ (L1 + L2 + 2M) .  (9)  3s(s2 + 1 2 )/2(s2 + 3 ) .  · ( 14) (a) 8 mh. 

(h) 4/90º volts. ( 1 6) (a) l .98 henrys. ( 1 8) B1 cos l .4 1 4t + B2 
sin l .4 1 4t + B3 cos 0.8 1 7t + B4 sin 0.8 1 7t amp. (20) (a) 1 00 radians/sec. 
(b) 87.2 and 1 20.8 radians/sec. (22) 1 3 . 33 watts. (24) lh s ,  �s,  
400 volts. (26) (a) 2 .55/ - 6. 9 1º amp, 4.96/7 . 1 2º amp. (b) 2.51.Q'.'. 
amp, 5 .0LQ'.'. amp. (e) Answers reasonably dose since 1 ZL1 1 and 1 ZL2 I 
relatively large compared with any externa! impedances. 

w = OO  

w = R1c Fig. 12 
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Chapter 1 7 • ( 1 )  (a) 1 8.2  watts. (b) 1 2 .4 watts, 1 3.0 watts. (e) 0.658 amp. 
(d) 0.658 amp. (3) (a) 8 .33( 1 - c0.21)u(t) amp. (b) Sarne as (a) . 
(5) Z12 = k - R2, Z21 = -R2. 

3 1 k + 3  5 (7) (a) Yn = 
1 2 - k ' Y12 = 

k - 1 2 ' y21 = 
3k - 36 ' y22 = 

36 - 3k° 
(b) 1 .95. (9) y11 = - 1 .255 X 1 0-3 mho, y12 = 0.498 X 1 0-6 mho, 
Y21 = 0.0649 mho, y22 = - 8.5 1 X 1 0-6 mho. ( 1 3) 3 750 watts. ( 15) 
hu = 5 ohms, h12 = - h21 = 1 ,  hz2 = 0. 1 mho. ( 18) (a)E2 = 1 volt, 
E1 = 0.233 volt. (b) E1 = 0.01 1 1  volt, E2 = - 0.333 volt. (e) 2.5 ohms. (d) 
- l O ohms. (20) (a) yu = Lz/s(L1L2 - M2) , y12 = y21 = -M/s(L1L2 -
M2) ,  y22 = Li/s(L1L2 - M2) .  (b) zu = sL1, z12 = z21 = sM, z22 = sL2. 
(c) hu = s(L1L2 - M2)/L2, h12 = - h21 = M/L2, h22 = l /sL2 . (22) 
3 1  volts. (24) (a) gm. (b) 'v· (e) l /rp . (28) (a) - 246íl. (b) - 82,000íl. 
(e) 1 9  ma. (d) - 95 1 volts. (e) - 1 57 ,000. 

Chapter 1 8 • ( 1 )  (a) , (b) , (e) 2 amp. (3) (a) 8. (5) 6. (8) (a) 3. (b) No. 
(e) O amp. (d) O amp. ( 1 0) (a) 7. (b) 5. (e) Fig. 1 8- 2 11 only. 
( 1 2) Clockwise around perimeter : 1 .33 amp, 0.333 amp, 1 amp, 1 .5 amp. 
Radially in :  1 amp, - 0.667 amp, - 0.5 amp, 0. 1 667 amp. ( 14) 1,, = 5 
amp, ly = 28 amp. ( 1 7) 7 . 2 volts. 

Chapter 19 • ( 1 )  Ebc = 1 50/75 .5° volts, Eca = 200/226.6º volts. (3) 0. 1 642 
ohm ; neutral perhaps 0.5 ohm. (6) Pupper line = 1 5 .2 watts, Pcenter line = 
29.9 watts, P1ower line = 1 6.8  watts , Pupper load = 274 watts, P1ower load = 
302 watts, Eff. = 90.4 per cent. (8) 1 5 . 7  amp. ( 10) 2625 watts. · 

( 1 2) (a) 1 3 .22 ohms. (b) 7980 watts. (e) 283 volts rms. ( 14) (a) 
9950 watts. (b) 28.8 amp rms. ( 16) (a) 50/ - 1 20º volts. (b) 50/1 20º 
volts. (e) 5/ - 30º amp. (d) 5/ - 1 50º amp. (e) 5/90º amp. (f) 
8.66/ - 60º amp. (g) 8.66/ - 1 80º amp. (h) 8.66/60º amp. ( 18) (a) 
2 1  7 watts, no reversai. (b) 2 1  7 watts, reversed. (e) 433 watts, reversed. 
(20) (a) 4 kw or 6 kw: (b) ±49. 1º and ±69.0º .  (e) 3.26/±69.0º ohrns 
and 3 .96/±49. 1º ohms. (22) (a) 1 8P2Rv/E2 watts. (b) 2P2R,/E2 
watts. (e) Yes. (d) Series system has one-ninth the weight and about 
one-ninth the conductor cost. (24) Pupper = 1 500 watts, P1ower = 1 500 
watts, Ptotal = 3000 watts. 

eh ( 1 )  . a 2 � 1 . mra 271"nt apter 20 • z ( t) = - + - L...i - sm - cos-- amp. T 71" n = i  n T T 
1 0  "' 1 (3) e(t) = 5 - - L - sin 2071"nt volts. 'TT n ;:- 1  n 

(5) (a) e = --2!! + --2!! - cos 1 071"1 - - cos 2071"1 + - cos 3071"1 
2E 4E (1 1 1 

71" 71" 3 1 5  35 

- · · ) volts. 

(b) 0.2 1 4  farad. 
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(7) ( ) 200 � l . n7T 5n7Tl a e, = 25 + - L.... - sm - cos-- volts. 7T n= 1 ·n 4 2 

1 000 -- cos 57Tt amp. 7T 

(b) i(t) = 

( 10) J(t) = 1 .5 + 1 .5 cos 41. ( 12) (a) Even. (b) Even. (e) Even. 

O 30 ( . 207Tt l . 407TI l . 807Tt 

) 
( 14) e = l - -;- \sm -

3
- + 2 sm -

3- + 4 sm-
3
- + · · · volts. 

00 8 sin 1h7Tn ( 1 7) (a) ecr = 2:: cos (7rnt - tan-1 7rn) .  
n = l Tl7T yl + 7T2n2 

(b) ecn = Ac1. 
00 8 sin Y.!7Tn (e) ec = - 0.227c1 + 2:: cos (7rnt - tan-1 7Tn) .  

n = l  Tl7T yl + 7T2n2 

( 19) 1 00 kc, 707 .  (2 1 )  (a) Yes, although the frequency components in 
this band are very small. (b) Yes, the fundamental. The amplitude is 
probably negligible. 

(24) (a)f(t) = 
502 f ( 1  + j7Tn) cos 7TTl - l (i27Tnt. 
7T - oo n2 
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Index 

A-e, 1 1  

Acceleration, units of, 6 

Active element, 1 9 ,  1 05 

Active network, 1 9  

Adjustable network, 444 

Admittance, 307-308, 402, 4 1 7  

defined, 308 

Admittance combination, 308 

Admittance locus, 433 

Admittance parameters, 5 2 1  

Air-core transformer, 496 

Altemating current, 1 1  

Ammeter, 53 (prob.)  

Ampere, A. M.,  1 05 

Ampere (unit) ,  1 0  

Amplitude, 267, 285 

An alog, electromechanical, 262 

(prob. ) , 466 

Analog computer, 56 

Analysis, 22, 53 (prob.) 

Angular frequency, 267 

Apparent power, �55, 358 

Area, units of, 5 

Argument of function, 267, 285 

Atom, 7 

Auxiliary equation, 232 

Balanced three-phase system, 576 

Bandwidth, 45 1 

Battery, symbol for, 1 7  

Bilateral circuit, 525 

Bilateral element, 525 

Bilinear transformation, 436 

Branch, 25, 552 

Capacitance, 1 1 4- 1 1 9 ,  1 2 1 ,  1 29,  

220, 372, 402 

defined, 1 14 

energy in, 1 1 8-1 1 9  

as open circuit, 1 1 9 

as short circui t, 2 20 

Capacitance combination, 1 24 

Capacitor, 1 1 4 

Cavendish, Henry, 23 

Centi-, defined, 4 

Characteristic equation, 232 

Charge, 6-14,  26, 1 1 5 ,  1 2 1 ,  206 

conservation of, 25, 1 2 1  

units of, 8 

Circle, 436 

Circuit, 1 9, 27-28 

defined, 1 9  

Circuit element, 1 2 - 1 6  

general, 1 2, 1 6  

simple, 1 6  

Coefficient of coupling, 493 ,  501  

Cofactor o f  determinant, 51  7 

Coil, 1 06 
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Complementary function, 1 45,  1 8 1  

Complete response (see Response) 

Complex forcing function, 29 1 

Complex frequency, 234, 327,  394-

396 

Complex frequency plane, 405, 4 1 6  

Complex impedance plane, 432 

Complex number, 278 

exponential form, 284 

polar form, 287 

rectangular form, 280 

Complex plane, 279 

Complex power, 358 

Condenser (see Capacitor) 

Conductance, 24, 36, 1 30, 308 

defined, 24 

Conductance determinant, 68 

Conductivity, 45 (prob. ) 

Conjugate, 280, 395 

Coajugatc complex pair, 280 

Conservation of charge, 25, 1 2 1  

Constellation, pole-zero, 4 1 0, 4 1 4, 

439, 447 

Continuous spectrum, 620 

Controlled source (see Dependent 

source) 

Coulomb, Charles, 8 

Coulomb (unit), 8 

Cramer's rule, 63-64, 93 (prob. )  

Criticai damping, 238-242 

Criticai frequency, 379 

Current, 9- 1 4, 26,  36, 1 2 1  

alternating, 1 1  

defined, 1 0  

direct, 1 1 , 1 7  

displacement, 1 1 5 

symbol for, 1 1  

trapped, 1 54 

Current convention, 1 4  

Current division, 44 

Current impulse, 206-209 

Current source, ideal, 1 7 , 75 

practical, 72-77 

D-c,  1 1 , 1 7  

Damping coefficient, exponential , 

233, 369, 450 

Deci- ,  defined, 4 

Deka-, defined, 4 

Dependent source, 1 00 (prob.) ,  1 0 1  

(prob. ) ,  527 

Design, 22 

Determinant, 62-65 , 5 1 7-5 1 8  

cofactor of, 5 1 7  

conductance, 68 

minor of, 63, 5 1 7  

order of, 64 

resistance, 63 

Dimensional symbol, 5-6 

Direct current, 1 1 ,  1 7  

Displacement current, 1 1 5 

Dot convention, 483 

Double-subscript notation, 569 

Doublet, 1 74 

Drill problems discussed, 5 

Dual, 36, 1 28 

exact, 36, 1 28 

self-, 1 43 (prob. ) 

Duality, 36, 87,  1 1 6, 1 1 9,  1 28- 1 32,  

403 

Dyne, 6 

Effective value, 35 1 -354 

Electron, 7 - 1 2  

Element (see specific type of 

element) 

Energy, capacitive, 1 1 8- 1 1 9  

inductive, 1 1 2-1 1 3  

mutual, 49 1 

units of, 6 

and voltage, 1 3  

Envelope, 250, 6 1 9  

Equations, linear (see Linear 

equations) 

Equivalent sources, 72, 75 

Erg, 6 
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Euler's identity, 282 

Even symmetry, 607 

Exponential damping . coefficient, 

233, 369, 450 

Exponential form of complex num

ber, 284 

Farad, 1 1 4 

Faraday, Michael, 1 05 

Feedback, 4 72  

Flux linkage, 2 1 1 

Force, units of, 6 

Forced response (see Response) 

Forcing function, 79, 1 74 

complex, 2 9 1  

damped sinusoidal, 398 

exponential, 368 

sinusoidal, 265 

Fourier, J.  J., 602 

Fourier analysis, 602-6 1 9  

Fourier integral, 6 1 9  

Fourier series, 602-6 1 9  

complex, 6 1 5  

trigonometric, .602 

Fourier theorem, 266, 602 

Fourier transform, 62 1 

Frequency, 233,  267 

angular, 267 

complex, 234, 327, 394-396 

criticai, 379 

cyclic, 396 

half-power, 45 1 

lower, 45 1 

upper, 45 1 

natural resonant, 243, 447, 450 

neper, 233,  396 

radian, 267, 396 

resonant, 233, 446 

Frequency domain, 2 9 7 ,  3 7 1 ,  398 

Frequency scaling, 465 

Frequency selectivity, 452 

Friction, 1 6 7  

g parameters, 548 (prob. ) 

Giga-, defined, 4 
Giorgi, G. ,  4 

Graph, linear, 553 

Gravitation, 6-7 

Ground, 67 

h parameters, 536. 

Half-power frequency, 45 1 

Half-wave symmetry, 6 1 1 

Harmonic, 60 1 ,  6 1 0  

Hekto-, defined, 4 

Helix, 1 06 

Henry, Joseph, 1 05 

Henry (unit) ,  1 05 

Hybrid parameters, 536 

Ideal current source, 1 7 , 75 ,  97 

(prob. ) ,  1 00 (prob. )  

Ideal transformer, 5 0 1  

Ideal voltage source, 1 7 ,  7 2 -74, 

97 (prob. ) ,  1 00 (prob. ) 

Imaginary number, 278 

Imaginary operator, 278 

Imaginary part, 278 

Imaginary unit, 278  

Immittance, 309 

Immittance locus, 43 1 

Impedance, 304-307 , 3 7 1 , 402, 4 1 7  

defined, 305 

input, 530 

output, 530 

reflected, 497 ,  503 

Impedance combination, 305 

Impedance locus, 432 

Impedance parameters, 532 

Impulse, 1 09 

(See also Unit-impulse function) 

Independent equations, 59, 556-

559 

I nductance, 1 05- 1 1 3, 1 2 1 ,  1 30, 

2 2 1 ,  372, 402, 48 1 
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Inductance, defined, 1 05 

energy in, 1 1 2- 1 1 3  

mutual, 482 

as open circuit, 2 2 1  

reciprocai, 499 

self-, 48 1 

as short circuit, 1 1 3 

lnductance combination, 1 22- 1 23,  

5 1 1  (prob.) 

Inductor, 1 05 

lnitial conditions, 1 1  O, 1 1 6,  2 1 2-

2 1 5 ,  25 1 -255 

Input impedance, 530 

Instantaneous value, convention 

for, 8 

lntegrating factor, 182 ,  240 

Internai resistance, 7 4 

Joule (unit), 6 

Kilo-, defined, 4 

Kilogram, 4 

Kirchhoff, G. R. ,  25 

Kirchhoff's current law, 2 5 ,  1 1 5 ,  

1 20, 303 

Kirchhoff's voltage law, 27, 1 2 1 ,  

303 

Lagging phase, 267 

Laplace transform, 1 62,  622 

Leading phase, 267 

Length, units of, 4-5 

Line current, 583 

Line spectrum, 6 1 8-620 

Line voltage, 5 7 7  

Linear circuit, 78-82, 8 4 ,  87,  90 

defined, 78 

Linear element, 78 

Linear equations, algebraic, 62, 

68, 78-80, 1 26 

Linear equations, differential, 1 8 1 ,  

229 

homogeneous differential, 1 45 ,  

2 7 0  

integrodifferential, 1 25 

Linear graph, 550 

Linear resistor ( see Resistor) 

Linearity, 78-8 1 ,  1 33 

Link, 552 

Locus, 432 

admittance, 433 

immittance, 43 1 

impedance, 432 

Loop, 56, 552 

Loop analysis, 554, 560 

Lower half-power frequency, 45 1 

Magnitude, 285 

Magnitude scaling, 465 

Mapping, 435 

Mapping theorem, 436 

Mass, units of, 4-5 

Mathematical models, 1 6, 2 3 ,  2 7 ,  

1 05 ,  1 1 4, 1 1 5 ,  1 56 

Matrix, 63 

Maximum power transfer theorem, 

49 (prob.) 

Maxwell, ]. C. ,  1 1 5 

Mechanical units, 5 

Mega-, defined, 4 

Mesh, 56, 552 

Mesh analysis, 56-62, 1 25 ,  3 1 6, 

373 

Mesh current, 57-59 

Meter, 4 

Mho, 24 

Micro-, defined, 4 

Milli-, defined, 4 

Minor of determinant, 63, 5 1 7  

Multiport network, 5 1 6  

Mutual inductance, 482 

Mutual resistance, 60 
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Nano-, defined, 4 

Napier, J . ,  369 

Natural resonant frequency, 243, 
447, 450 

Natural response (see Response) 

Neper, 369 

Neper frequency, 233,  396 

Network, adjustable, 444 

defined, 1 9  

distributed-constant, 2 5  

lumped-constant, 2 5  

multiport, 5 1 6  

nonplanar, 56, 1 32 

one-port, 5 1 6  

planar, 56, 6 1 ,  70, 1 32 

two-port, 5 2 1  

Neutral wire, 5 7 2 ,  5 7 6  

Neutron, 7 

Newton (unit) ,  6 

Nodal analysis, 66-7 1 ,  1 25 ,  3 1 6, 

373 , 557-562 

Node, 25, 67-7 1 ,  552 

defiited, 25, 552 

reference, 67,  1 29 

Nonlinear circuit, 78,  90, 93 (prob. )  

Nonlinear resistor, 2 3 ,  38 (prob. ) , 
93 (prob. ) ,  99 (prob.) ,  1 0 1  

(prob. ) ,  1 94 (prob. )  

Nonlinear response, 8 1  

Nonperiodic function, 347 

Nonplanar network, 56, 1 32 

Norton, E. L. ,  82 

Norton's theorem, 82-90, 1 35,  197 

(prob. ) ,  326, 373 ,  403 

Nyquist diagram, 4 7 2  

Odd symmetry, 607 

Oersted, H. C., 1 05 

Ohm, G. S . ,  23 

Ohm (unit), 23 

One-port networks, 5 1 6  

Open-circuit voltage, 7 7  

Oscillatory function, 245 

Output impedance, 530 
Overdamping., 234-238 

Parallel connection, 35 

Parallel resonance, 445 

Particular solution, 1 8 1 - 1 83 

Passive element, 1 9, 1 05 

Passive network, 1 9  

Period, 267, 342 

Periodic function, 342, 60 1 

Permeability, 1 06 

Permittivity, 1 1 5 

Phase angle, 268' 

Phase current, 582 

Phase sequence, 5 7 7  

Phase voltage, 5 7 6  

Phasor, 296, 403 

Phasor diagram, 328 

'IT- T transformation, 540 (prob.)  
Pico-, defined, 4 

Planar network, 56, 6 1 ,  70, 1 3 2  

Polar form o f  complex number, 

287 

Pole, 378, 405, 4 1 7  

Polyphase circuits, 568 

Port, 5 1 6  

Potential difference, 1 3  

Power, apparent, 355, 358 

average, 341 -348, 359 

complex, 358 

instantaneous, 1 4 , 24 ,  339-341  

reactive, 35$ 

units of, 6 

Power convention, 1 3  

Power factor, 355 

Power-factor angle, 356 

Power measurement, 349-35 1 ,  

586-592 

Practical current source, 72-77 

Practical voltage source, 40,  7 2-

7 7  
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Primary, 496 

Problems, drill, discussed, 5 

Proton, 7 

Q, 448 

Quadrature component, 359 

Quality factor, 448 

Radian frequency, 267, '.l96 

Reactance, 273, 306 

defined, 306 

Reactive power, 358 

Real part, 278 

Reciprocai inductance, 499 

Reciprocity, 49 1 

Reciprocity theore m, 5 2 5 ,  539 

(prob. )  

Rectangular form o f  complex num-

ber, 280 
Reference node, 67, 1 29 

Reflected impedance, 497 ,  503 

Resistance, 36,  1 30, 306, 3 7 1 ,  402 

defined, 23 

internai, 74 

mutual, 60 

negative, 3 7 4 

self-, 60 

Resistance combination, 37-40 

Resistance determinant, 63 

Resistivity, 45 (prob. )  

Resistor, 2 3  

nonlinear, 2 3 ,  38 (prob. )  

symbol, 23 

Resonance, defined, 445 

parallel, 445 

series, 456 

Resonant frequency, 233, 446 

Response, complete, 1 80- 1 83,  250, 

375, 493 , 6 1 2  

forced, 1 8- 1 83,  265, 2 70, 369, 

375 

Response, natural, 1 45 ,  1 80- 1 83,  

265,  375,  4 1 6  

steady-state ( see forced, above) 
Response function, 79 

Right-hand rule, 485 

Rms value, 352-354 

Rubber sheet model, 409 

s plane, 405 , 4 1 6  

Sampling function, 6 1 7  

Scaling, 464 

frequency, 465 

magnitude, 465 

Second, 4 . 
Second-order system, 229 -230 

Secondary, 496 

Selectivity, frequency, 452 

Self-dual, 1 43 (prob.)  

Self-inductance, 48 1 

Self-resistance, 60 

Semi-infinite straight line, 432 

Series connection, 3 1  

Series resonance, 456 

Settling time, 237,  45 1 

Short-circuit current, 76 

Sifting integral, 203 

Single-phase three-wire system, 5 7 1  

Singularity function, 1 74 

Sinusoid, 267-269 

exponentially damped, 244, 393 

Sinusoidal forcing function, 2 70-

273 

Source combination, 38-40 

Source-free response (see Response, 

natural) 

Source transformations, 7 2 - 7 7 ,  

1 97 (prob.) ,  3 2 3 ,  403 

Spectrum, continuous, 620 

line, 6 1 8, 620 

Steady-state response (see Response, 

forced) 

Sufficiency, 556, 559 
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Superposition theorem, 48 (prob. ) ,  

78.-:82,  1 33 ,  197  (prob. ) ,  322 ,  
348, 373 , 402 

Susceptance, 308 

Symmetry, in determinants, 7 1  

even-function, 607 

half-wave, 6 1 1 

odd-function, 607 

Synthesis, 22, 53 (prob. )  

Systems o f  units (see Units) 

Tera-, defined, 4 

Terminais, 1 2 , 2 7  

Thévenin, M .  L . ,  82 

Thévenin resistance, 87,  89,  530 

Thévenin's theore m, 82-87,  1 35 ,  

1 9 7  (prob.) ,  326,  373 ,  403 

Three-phase systems, 576-592 

Time, 4-5 

Time constant, 1 50, 1 5 7 , 1 80, 376 

Time domain, 297,  3 7 1  

Time-invariant circuit, 2 1 3  

Topology, 547-553 

defined, 550 

Transformer, 496-508 

air-core, 496 

defined, 496 

equivalent networks for, 498 

ideal, 50 1 

Transient response (see Response, 

natural) 

Trapped current, 1 54 

Trapped voltage, 1 60, 1 89 

Tree, 552 

Turns ratio, 502 

Two-phase system, 574 

Two-port networks, 5 2 1  

Unbalanced three-phase system, 

586 

Underdamping, 242-245 

Unit doublet, 209 

Unit impulse, symbol for, 203 
Unit-impulse function, 1 74, 20 1 

Unit-step function, 1 74, 204 

Units, 4-6 

fundamental, 4 

mechanical, 5 

standard, 3 

systems of, 3-5 

British, 5 

rationalized mks, 4 

Upper half-power frequency, 45 1 

Va (volt-ampere) ,  355 

Var (volt-ampere reactive) ,  359 

Velocity, 5 

Volt, 1 3  

Voltage, 1 3- 1 4, 2 7 ,  36 

dcfined, 1 3  

symbol for, 1 3  

trapped, 1 60, 1 89 

Voltage convention, 1 4  

Voltage division, 43 

Voltage impulse, 2 1 0-2 1 2  

Voltage source, ideal, 1 7 , 72-74 

practical, 40, 72- 77 

Voltmeter, 53 (prob.) 

Watt, 6 

Wattmeter, 349-35 1 

Work, 6 

y parameters, 52 1 

Y-il transformation, 540 (prob. )  

Ymeh, 500 

z parameters, 532 

Zero, 379, 405, 4 1 7  
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