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PREFACE

System Software Architecture

The Amiga Kkernel consists of a number of system modules, some of which reside per-
manently in the protected kickstart memory and others that are loaded as needed from
the system disk. Figure P-1 illustrates how the various modules interact with one
another. At the top of the hierarchy are Workbench and the Command Line Interface
(CLI), the user-visible portions of the system. Workbench uses Intuition to produce its
displays and AmigaDOS to interact with the filing system. Intuition, in turn, uses the

input device to retrieve its input and the graphics and layers library routines to produce
its output.

AmigaDOS controls processes and maintains the filing system and is in turn built on
Exec, which manages tasks, task switching, interrupt scheduling, message-passing, 1/0,
and many other functions.

At the lowest level of the hierarchy is the Amiga hardware itself. Just above the
hardware are the modules that control the hardware directly. Exec controls the 68000,
scheduling its time among tasks and maintaining its interrupt vectors, among other
things. The trackdisk device is the lowest-level interface to the disk hardware, perform-
ing disk-hcad movement and raw disk 1/O. The keyboard and gameport devices handle
the keyboard and gameport hardware, queuing up input events for the input device to



process. The audio device, serial device, and parallel device handle their respective
hardware. Finally, the routines in the graphics library handle the interface to the graph-
ics hardware. ‘

Programming

The functions of the kernel were designed to be accessed from any language that follows
the Amiga’s standard interface conventions. These conventions define the proper nam-
ing of symbols, the correct usage of processor registers, and the format of public data
structures.

REGISTER CONVENTIONS

All system functions follow a simple set of register conventions. The conventions apply
when any system function is called; programmers are encouraged to use the same con-
ventions in their own code.

The registers DO, D1, AQ, and Al are always scratch; they are free to be modified at any
time. A function may use these registers without first saving their previous contents.
The values of all other data and address registers must first be preserved. If any of
these registers are used by a function, their contents must be saved and restored
appropriately.

If assembly code is used, function parameters may be passed in registers. The conven-
tions in the preceding paragraphs apply to this use of registers as well. Parameters
passed in DO, D1, AO, or A1 may be destroyed. All other registers must be preserved.

If a function returns a result, it is passed back to the caller in DO. If a function returns
more than one result, the primary result is returned in DO and all other results are
returned by accessing reference parameters.

The A6 register has a special use within the system, and it may not be used as a param-
eter to system functions. It is normally used as a pointer to the base of a function vec-
tor table. All kernel functions are accessed by jumping to an address relative to this
base.
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DATA STRUCTURES

The naming, format, and initial values of public data structures must also be consistent
The conventions are quite simple and are summarized below.

1. All non-byte fields must be word-aligned. This may require that certain fields be
padded with an extra byte.

2. All address pointers should be 32 bits (not 24 bits) in size. The upper byte must
never be used for data.

3. Fields that are not defined to contain particular initial values must be initialized to
zero. This includes pointer fields

4. All reserved fields must be initialized to zero (for future compatibility).

5. Data structures to be accessed by custom hardware must not be allocated on a pro-
gram stack.

6. Public data structures (such as a task control structure) must not be allocated on a
program stack.

7. When data structures are dynamically allocated, conventions 3 and 4 above can he
satisfied by specifying that the structure is to be cleared upon allocation.

OTHER PRACTICES

A few other general programming practices should be noted.

1.

Never use absolute addresses. All hardware registers and special addresses have
symbolic names (see the include files and amiga.lib).

Because this is a multitasking system, programs must never directly modify the pro-
cessor exception vectors (including traps) or the processor priority level.

Do not assume that programs can access hardware resources directly. Most
hardware is controlled by system software that will not respond well to interference.
Shared hardware requires programs to use the proper sharing protocols.

Do not access shared data structures directly without the proper mutual exclusion.

Remember, it is a multitasking system and other tasks may also be accessing the
same structures.

viii



5. Most system functions require a particular execution environment. For example,
DOS functions can be executed only from within a process; execution from within a
task is not sufficient. As another example, most kernel functions can be executed
from within tasks, but cannot be executed from within interrupts.

6. The system does not monitor the size of a program stack. Take care that your pro-
grams do not cause it to overflow.

7. Tasks always execute in the 68000 processor user mode. Supervisor mode is reserved
for interrupts, traps, and task dispatching. Take extreme care if your code executes
in supervisor mode. Exceptions while in supervisor mode are deadly.

8. Do not disable interrupts or multitasking for long periods of time.

9. Assembly code functions that return a result do not necessarily affect the processor
condition codes. By convention, the caller must test the returned value before act-
ing on a condition code. This is usually done with a TST or MOVE instruction.
Do not trust the condition codes returned by system functions.

68010 AND 68020 COMPATIBILITY

If you wish your code to be upwardly compatible with the 68010/68020 processors, you
must avoid certain instructions and you must not make assumptions about the format of
the supervisor stack frame. In particular, the MOVE SR,<ea> instruction is a
privileged instruction on the 68010 and 68020. If you want your code to work correctly
on all 680x0 processors, you should use the GetCC() function instead (see the Exec
library function descriptions in the appendixes to Amiga ROM Kernel Reference
Manual: Libraries and Devices).

USING AMIGA EXEC FUNCTIONS

The following guidelines will be helpful when you are trying to determine which func-
tions may be run from within a task or from within interrupt code, when to forbid or
permit task switching, and when to disable or enable interrupts.

Functions That Tasks Can Perform

Amiga system software distinguishes between tasks and processes. Figure P-1 illustrated
this difference. Specifically, the information in a task control block is a subset of the
information contained in a process control block. Consequently, any functions that



expect to use process control information will not function correctly if provided with a
pointer to a task. Generally speaking, tasks can perform any function that is described
in this manual. A task cannot, however, perform any function that is related to
AmigaDOS (such as printf, Read, Write, and so on). If you want a task to perform
DOS-related functions, you should arrange for the task to send a message to a “process,”
which in turn can perform the function (filling a buffer that is passed to the task, for
example) and signal that the job has been done. The alternative is to use the DOS func-
tion CreateProc() instead of the Exec support function CreateTask() for tasks that
you spawn yourself. A process can call all functions, including DOS functions.

More information about tasks can be found in the ‘“Tasks” chapter.

Functions That Interrupt Code Can Perform

!

The following Exec functions can be safely performed during interrupts:

Alert() FindPort()
Disable() FindTask()
Cause() PutMsg()

Enable() ReplyMsg()

FindName() Signal()

In addition, if you are manipulating your own list structures during interrupt code, you
can also use the following functions:

AddHead()
AddTail()
Enqueue()
RemHead()
RemTail()

General Information about Synchronization

The system functions Enable() and Disable() are provided to enable and disable inter-
rupts. The system functions Forbid() and Permit() disallow or allow task switching.
You need only determine what you are trying to synchronize with before deciding if you
must wrap an Enable()/Disable() pair around a function call, use Forbid()/Permit(),
or simply allow the system to interrupt or switch tasks at its whim.



If you are trying to modify a data structure common to two tasks, you must assure that
your access to these structures is consistent. One method is to put Forbid()/Permit()
around anything that modifies (or reads) that structure. This makes the function
atomic; that is, the structure is stable and consistent after each full operation by either
task. If you are trying to synchronize with something that might happen as a result of
interrupt code (for example, Exec data structures), you put Disable()/Enable() around
any of your own operations that might interact with such operations. There are other
methods (sending messages, using semaphores, and so on), but they are somewhat more
involved.

Note that if you are trying to read the contents of a data structure while it is being
changed, it is possible to generate an address error that will be sensed by the 68000,
causing an exception. This is caused by reading a pointer that is supposed to point to
where the data is located. If the pointer value is no longer valid, it may point to a
nonexistent memory location that, when read, causes an exception.

Contents of This Manual

This manual describes the functions of Amiga’s multi-tasking executive (Exec). For infor-
mation about the graphics support routines (including text and animation) and the I/O
devices, see Amiga ROM Kernel Manual: Libraries and Devices. Also included in that
volume are the Workbench, which is an environment for running programs, and the
floating point mathematics library.

The discussion of the data structures and routines in this manual is reinforced through
numerous C-language examples. The examples are kept as simple as possible. Whenever
possible, each example demonstrates a single function. Where appropriate, there are
complete sample programs.

Boldface type is used for the names of functions, data structures, macros, and variables.
System header files and other system file names are shown in italics.

In code examples that show data structures and pointers, this book adheres to the fol-
lowing naming conventions. For example, the name node refers to an instance of a

Node and In refers to a pointer to a Node.

For more information, see also Amiga Intuition Reference Manual, AmigaDOS User’s
Manual, AmigaDOS Developer’s Manual, and AmigaDOS Technical Reference Manual.
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Chapter 1

LISTS AND QUEUES

A thorough understanding of the basic elements of Exec lists and queues is necessary to
write programs that deal properly with Exec. Subjects related to lists and queues
include the node structure of lists, the linkage and initialization of list structures, and
the list support functions and macros. Queues and priority sorted lists, which are

achieved through the use of the list functions applied in a certain order, are also
important.

Lists and Queues 1



Introduction

The Amiga system software operates in a highly dynamic environment of control data
structures. An early design goal of Exec was to keep the system flexible and open-ended
by not creating artificial boundaries on the number of system structures used. Rather
than using static sized system tables, Exec uses dynamically created structures that are
attached to the system as needed. This concept is central to the design of Exec.

Exec uses lists to maintain its internal database of system structures. Tasks, interrupts,
libraries, devices, messages, I/O requests, and all other Exec data structures are support-
ed and serviced through the consistent application of Exec’s list mechanism. Lists have
a common data structure, and a common set of functions is used for manipulating them.
Because all of these structures are treated in a similar manner, only a small number of
list handling functions need be supported by Exec.

List Structure

A list is composed of a header and a chain of linked elements called nodes. The header
maintains memory pointers to the first and last nodes of the linked chain of nodes.. The
address of the header serves as the handle to the entire list. When referring to a list,
you refer to the address of its header. In addition, the header specifies the data type of
the nodes in a list. Node data typing will be discussed later.

NODE STRUCTURE

A node is divided into two parts: list linkage and node content. The linkage part con-
tains memory pointers to the node’s successor and predecessor nodes, the node data
type, and the node priority. The content part stores the actual data structure of
interest. As a C language structure, the linkage part of a node is defined as follows:

struct Node {

struct Node *In_Succ;
struct Node *In_Pred;
UBYTE In_Type;
BYTE In_Pri;
char *In_Name;

2 Lists and Queues



where

In_Suce

points to the next node in the list (successor),

In_Pred

points to the previous node in the list (predecessor),

In_Type
defines the type of the node,

In_Pri

specifies the priority of the node, and

In_Name

points to a printable name for the node.
As usual, node refers to an instance of a node, and In is a pointer to a node.

The Exec Interrupt structure, a complete node, is defined as follows:

struct Interrupt {

struct Node is_Node;

APTR is_Data;

VOID (*is_Code)();
b

Here the is_Data and is_Code fields represent the useful content of the node.

NODE INITIALIZATION

Before you link a node into a list, you should initialize it. The initialization consists of
setting the In_Type, In_Pri, and In_Name fields to their appropriate values. The
In_Succ and In_Pred fields do not require initialization. The In_Type field contains
the data type of the node. This indicates to Exec (and other interested subsystems) the
type, and hence the structure, of the content portion of the node. Some of the standard
system types are defined in the exec/nodes.i and ezxec/nodes.h include files. Some exam-
ples of standard system types are NT_TASK, NT_INTERRUPT, NT_DEVICE,
and NT_MSGPORT. These are defined in ezec/nodes.h.

Lists and Queues 3



The In_Pri field uses a signed numerical value ranging from -128 to +127 to indicate the
priority of the node relative to other nodes in the same list. Higher-priority nodes have
more positive values; for example, 127 is the highest priority, zero is nominal priority,
and -128 is the lowest priority. Some Exec lists are kept sorted by priority order. In
such lists, the highest-priority node is at the head of the list, and the lowest-priority
node is at the tail of the list. For most Exec node types, priority is not used. In such
cases it is a good practice to initialize the priority field to zero.

The In_Name field is a pointer to a null-terminated string of characters. Node names
are used mostly to bind symbolic names to actual nodes. They are also useful for debug-
ging purposes. It is always a good idea to provide every node with a name.

Here is a C example showing how you might initialize a node called myInt, which is an
instance of the interrupt structure defined above:

struct Interrupt mylInt;
mylInt.In_Type = NT_INTERRUPT;
mylInt.In_Pri = 20;

myInt.In_Name = "sample.interrupt”

HEADER STRUCTURE

As mentioned earlier, the header maintains memory pointers to the first and last nodes
of the linked chain of nodes. This header also serves as a handle for referencing the en-
tire list.

Here is the C-structure of a list header:

struct List {
struct Node *lh_Head;
struct Node *lh_Tail;
struct Node *lh_TailPred;

UBYTE lIh_Type;
UBYTE lh_pad;
b
where:
lh_Head

points to the first node in the list,.
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Ih_Tail

is always zero,

lh_TailPred

points to the last node in the list,

Ih_Type
defines the type of nodes within the list, and

lh_pad

is merely a structure alignment byte (not used).
As usual, list refers to an actual instance of a list, and lh is a pointer to a node.

One subtlety here should be explained further. The head and tail portions of the header
actually overlap. This is best understood if you think of the head and tail as two
separate nodes. The Ih_Head field is the In_Succ field of the first node in the list, and
the lh_Tail field is its In_Pred. The lh_Tail is set permanently to zero to indicate
that this node is the first on the list—that is, it has no successors. A similar method is
used for the tail node. The Ih_Tail field is the lh_Sucec field of the last node in the list
and the lh_TailPred field is its In_Pred. In this case, the zero lh_Tail indicates that
the node is the last on the list—that is, it has no predecessors.

HEADER INITIALIZATION

List headers must be properly initialized before use. It is not adequate to initialize the
entire header to zero. The head and tail entries must be set up correctly.

The header should be initialized as follows:
1. Assign the ]h_Head field to the address of l1h_Tail.
2. Assign the Ih_TailPred field to the address of lh_Head.
3. Clear the l1h_Tail field.

4. Set lh_Type to the same data type as that of the nodes to be kept in this list.

In C, an example initialization might look like this:

Lists and Queues 5



struct List list;

list.]h_Head = &list.lh_Tail;
list.]h_TailPred = &list.lh_Head;
list.lh_Tail = 0;

list.]h_Type = NT_INTERRUPTS;

In assembly code, only four instructions are necessary to initialize the header:

MOVEL  A0,(A0)

ADDQL  #LH_TAIL,(A0)

CLR.L LH_TAIL(A0)

MOVEL A0 ,LH_TAILPRED(AO)

Note that this sequence of instructions is the same as is used in the macro NEWLIST,
contained in the file ezec/lists.i. The sequence performs its function without destroying
the pointer to the list header in AO (which is why ADDQ.L is used). This function may
also be accessed from C as a call to NewList(lh) where lh is the address of the list
header. See the source code for CreatePort() in chapter 3, “Messages and Ports,” for
one instance of its use.

List Functions

Exec provides a number of symmetric functions for handling lists. There are functions
for inserting and removing nodes in lists, for adding and removing tail and head nodes in
lists, for inserting nodes in a priority order, and for searching a list for a node with a
particular name.

INSERTION AND REMOVAL

The Insert() function is used for inserting a new node into any position in a list. It al-
ways inserts the node following a specified node that is already part of the list. For ex-
ample, Insert(lh,In,pred) inserts the node after pred in the specified list. If the pred
node points to the list header or is null, the new node will be inserted at the head of the
list. Similarly, if the pred node points to the list lh_Tail field, the new node will be in-
serted at the tail of the list. However, both of these actions can be better accomplished
with the functions mentioned in the ‘“Special Case Insertion” section below.

6 Lists and Queues



The Remove() function is used to remove a specified node from a list. For example,
Remove(In) will remove the specified node from whatever list it is in. Please note: to
be removed, a node must actually be in the list. If you attempt to remove a node that is
not in a list, you will cause serious system internal problems.

SPECIAL CASE INSERTION

Although the Insert() function allows new nodes to be inserted at the head and the tail
of a list, the AddHead() and AddTail() functions will do so with higher efficiency.
Adding to the head or tail of a list is common practice in queue type operations, as in
first-in-first-out (FIFO) or last-in-first-out (LIFO or stack) operations. For example,
AddHead(lh,ln) would insert the node at the head of the specified list.

SPECIAL CASE REMOVAL

The two functions RemHead() and RemTail() are used in combination with
AddHead() and AddTail() to create special list ordering. When you combine
AddTail() and RemHead(), you produce a first-in-first-out (FIFO) list. When you
combine AddHead() and RemHead() a last-in-first-out (LIFO or stack) list is pro-
duced. RemTail() exists for symmetry. Other combinations of these functions can also
be used productively. For example, RemTail(lh) removes the last node from the

specified list and returns a pointer to it as a result. If the list is empty, it returns a zero
result.

PRIORITIZED INSERTION

None of the list functions discussed so far makes use of the priority field in the list data
structure. The Enqueue() function makes use of this field and is equivalent to Insert()
for a priority sorted list. It performs an insert on a priority basis, keeping the higher-
priority nodes towards the head of the list. All nodes passed to this function must have
their priority assigned prior to the call. For example, Enqueue(lh,ln) inserts the node
into the prioritized list after the last node of same or higher priority.

As mentioned earlier, the highest-priority node is at the head of the list, and the lowest-
priority node is at the tail of the list. The RemHead() function will return the
highest-priority node, and RemTail() will return the lowest-priority node.

Note that if you insert a node that has the same priority as another node in the list,
Enqueue() will use FIFO ordering. The new node is inserted following the last node of
equal priority.

Lists and Queues 7



SEARCHING BY NAME

Because most lists contain nodes with symbolic names attached (via the In_Name field),
it is possible to find a node by its name. This naming technique is used throughout Exec
for such nodes as tasks, libraries, devices, and resources.

The FindName() function is provided to search a list for the first node with a given
name. For example, FindName(lh, ‘“Furrbol”) returns a pointer to the first node
named “Furrbol.” If no such node exists, a zero is returned. The case of the name char-
acters is significant; ‘“foo” is different from “Foo.”

To find multiple occurrences of nodes with identical names, the FindName() function is
called multiple times. For example, if you want to find the second node with the
“Furrbol” name:

struct List *lh;
struct Node *In, *FindName();
In = FindName(lh, “Furrbol”);
if (In 1=0) {
In = FindName(ln, “Furrbol”);
}

Notice that the second search uses the node found by the first search. The
FindName() function never compares the specified name with that of the starting node.
It always begins the search with the successor of the starting node.

List Macros

Assembly code programmers may want to optimize their code by using assembly code
list macros. Because these macros actually embed the specified list operation into the
code, they result in slightly faster operations. The file exec/lists.i contains the recom-
mended set of macros. For example, the following instructions implement the

REMOVE macro:

MOVE.L (A1l),A0 * get successor
MOVE.L LN_PRED(A1),A1 * get, predecessor
MOVE.L AO0,(A1) * fix up predecessor’s succ pointer

MOVE.L A1, LN_PRED(AO0) * fixup successor’s pred pointer

8 Lists and Queues



Empty Lists

It is often important to determine if a list is empty. This can be done in many ways,
but only two are worth mentioning. If either the lh_TailPred field is pointing to the
list header or the In_Succ field of the 1h_Head is zero, then the list is empty.

In C, for example, these methods would be written as follows:

if (list.]h_TailPred == &list) {
printf (list is empty”);
}

or

if (list.lh_Head->In_Succ == 0) {
printf ("list is empty”);
}

In assembly code, if AO points to the list header, these methods would be written as
follows:

CMP.L LH_TAILPRED(A0),A0
BEQ list_is_empty

or

MOVEL LH_HEAD(A0),A1

TST.L LN_SUCC(A1)
BEQ list_is_empty

Because LH_HEAD and LN_SUCC are both zero offsets, the second case can be
simplified.

Scanning a List

Occasionally a program may need to scan a list to locate a particular node, find a node
that has a field with a particular value, or just print the list. Because lists are linked in
both the forward and backward directions, the list can be scanned from either the head
or tail.
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Here is an example of C code that uses a for loop to print the names of all nodes in a
list:

struct List *lh;

struct Node *In;

for (In = 1h -> lh_Head; In -> In_Succ; In = In -> In_Sucec) {
printf ("node %]lx is named %s”, In, In -> In_name);

}

In assembly code, it is more eflicient to use a lookahead cache pointer when scanning a
list. In this example the list is scanned until the first zero-priority node is reached:

MOVE.L (A1),D1 * first node
scan:
MOVE.L D1,A1
MOVE.L (A1),D1 * lookahead to next

BEQ.S not_found * end of list
TST.B LN_PRI(A1l)

BNE.S scan

* found one

not_found:

Important Note: 1t is possible to collide with other tasks when manipulating shared sys-
tem lists. For example, if some other task happens to be modifying a list while your
task scans it, an inconsistent view of the list may be formed. This can result in a cor-
rupted system. Generally it is not permissible to read or write a shared system list
without first locking out access from other tasks (and in some cases locking out access
from interrupts). This technique of mutual exclusion is discussed in the ‘“Tasks”
chapter.
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Chapter 2

TASKS

The management of tasks on the Amiga involves task creation, termination, event sig-
nals, traps, exceptions, and mutual exclusion. The discussions in this chapter assume
that you have a basic understanding of lists (see chapter 1) and some understanding of
multitasking principles.
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Introduction

Multitasking is one of the primary features supported by Exec. Multitasking is the abil-
ity of an operating system to manage the simultaneous execution of multiple indepen-
dent processor contexts. In addition, good multitasking does this in a transparent
fashion: a task is not forced to recognize the existence of other tasks. In Exec this
involves sharing the 68000 processor among a number of concurrent programs, providing
each with its own virtual processor.

SCHEDULING

Exec accomplishes multitasking by multiplezing the 68000 processor among a number of
task contexts. Every task has an assigned priority, and tasks are scheduled to use the
processor on a priority basis. The highest-priority ready task is selected and receives
processing until a higher-priority task becomes active, the running task exceeds a preset
time period (a quantum) and there is another equal-priority task ready to run, or the
task needs to wait for an external event before it can continue.

Task scheduling is normally preemptive in nature. The running task may lose the pro-
cessor at nearly any moment by being displaced by another more urgent task. Later,
when the preempted task regains the processor, it continues from where it left off.

It is also possible to run a task in a nonpreemptive manner. This mode of execution is
generally reserved for system data structure access. It is discussed in the ‘“Exclusion”
section toward the end of this chapter.

In addition to the prioritized scheduling of tasks, time-slicing also occurs for tasks with
the same priority. In this scheme a task is allowed to execute for a quantum (a preset
time period). If the task exceeds this period, the system will preempt it and give other
tasks of the same priority a chance to run. This will result in a time-sequenced round
robin scheduling of all equal-priority tasks.

Because of the prioritized nature of task scheduling, tasks must avoid performing the
busy wait technique of polling. In this technique, a piece of code loops endlessly waiting
for a change in state of some external condition. Tasks that use the busy wait technique
waste the processor and eat up all its spare power. In most cases this prevents lower-
priority tasks from receiving any processor time. Because certain devices, such as the
keyboard and the disk, depend on their associated tasks, using a busy wait at a high
priority may defer important system services. Busy waiting can even cause system
deadlocks.
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When there are no ready tasks, the processor is halted and only interrupts will be ser-
viced. Because task multiplexing often occurs as a result of events triggered by system
interrupts, this is not a problem. Halting the processor often helps improve the perfor-
mance of other system bus devices.

TASK STATES

For every task, Exec maintains state information to indicate its status. A normally
operating task will exist in one of three states:

running

ready

waiting

A task that is running is one that currently owns the processor. This
usually means that the task is actually executing, but it is also possible
that it has been temporarily displaced by a system interrupt.

A task that is ready is one that is not currently executing but that is
scheduled for the processor. The task will receive processor time based
on its priority relative to the priorities of other running and ready tasks.

A task that is waiting is in a paused state waiting for an external event
to occur. Such a task is not scheduled to use the processor. The task
will be made ready only when one of its external events occurs (see the
“Signals” section below).

A task may also exist in a few transient states:

added

removed

ezception

A task in the added state has just been added to Exec and has not yet
been scheduled for processing.

A task in the removed state is being removed. Tasks in this state are
eflectively terminated and are usually undergoing clean-up operations.

A task in the exception state is scheduled for special exception
processing.
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TASK QUEUES

Tasks that are not in the running state are linked into one of two system queues. Tasks
that are marked as ready to run but awaiting an opportunity to do so are kept in the
ready queue. This queue is always kept in a priority sorted order with the highest priori-
ty task at the head of the queue. A waiting queue accounts for tasks that are awaiting
external events. Unlike the ready queue, the waiting queue is not kept sorted by priori-
ty. New entries are appended to the tail of the queue. A task will remain in the waiting
queue until it is awakened by an event (at which time it is placed into the ready queue).

PRIORITY

A task’s priority indicates its importance relative to other tasks. Higher-priority tasks
receive the processor before lower-priority tasks do. Task priority is stored as a signed
number ranging from -128 to +127. Higher priorities are represented by more positive
values; zero is considered the neutral priority. Normally, system tasks execute some-
where in the range of +20 to -20.

It is not wise to needlessly raise a task’s priority. Sometimes it may be necessary to
carefully select a priority so that the task can properly interact with various system
tasks. The ChangePri() Exec function is provided for this purpose.

STRUCTURE

Exec maintains task context and state information in a task-control data structure. Like
most Exec structures, these structures are dynamically linked onto various task queues
through the use of a prepended list Node structure. The C-language form of this struc-
ture is defined in the ezec/task.h include file as follows:
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extern struct Task {

struct Node tc_Node;

UBYTE tc_Flags;

UBYTE tc_State;

BYTE tc_IDNestCnt; /* intr disabled nesting */
BYTE tc_TDNestCnt; /* task disabled nesting */
ULONG tc_SigAlloc; /* sigs allocated */

ULONG tc_SigWait; /* sigs we are waiting for */
ULONG tc_SigRecvd; /* sigs we have received */
ULONG tc_SigExcept; /* sigs we will take excepts for */
UWORD tc_TrapAlloc; /* traps allocated */
UWORD tc_TrapAble; /* traps enabled */

APTR tc_ExceptData; /* points to except data */
APTR tc_ExceptCode; /* points to except code */
APTR tc_TrapData; /* points to trap code */
APTR tc_TrapCode; /* points to trap data */
APTR tc_SPReg; /* stack pointer */

APTR tc_SPLower; /* stack lower bound */
APTR tc_SPUpper; /* stack upper bound + 2*/
VOID (*tc_Switch)(); /* task losing CPU */
VOID (*tc_Launch)(); /* task getting CPU */
struct List tc_MemEntry;  /* allocated memory */
APTR tc_UserData; /* per task data */

b

A similar assembly code structure is available in the ezec/tasks.i include file.

Most of these fields are not relevant for simple tasks; they are used by Exec for state
and administrative purposes. A few fields, however, are provided for the advanced pro-
grams that support higher level environments (as in the case of processes) or require pre-
cise control (as in devices). The following sections explain these fields in more detail.

Creation

To create a new task you must allocate a task structure, initialize its various fields, and
then link it into Exec with a call to AddTask(). The task structure may be allocated
by calling the AllocMem() function with the MEMF_CLEAR and MEMF_PUBLIC
allocation attributes. These attributes indicate that the data structure is to be pre-
initialized to zero and that the structure is shared.
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tc_SigWa.it

The Task fields that require initialization depend on how you intend to use the task.
For the simplest of tasks, only a few fields must be initialized:

tc_Node

The task list node structure. This includes the task’s priority, its type, and
its name (refer to the “Lists and Queues” chapter).

tc_SPLower
The lower memory bound of the task’s stack

tc_SPUpper
The upper memory bound of the task’s stack

tc_SPReg

The initial stack pointer. Because task stacks grow downward in memory,
this field is usually set to the same value as tc_SPUpper.

Zeroing all other unused fields will cause Exec to supply the appropriate system default
values. Allocating the structure with the MEMF_CLEAR attribute is an easy way to
be sure that this happens.

Once the structure has been initialized, it must be linked to Exec. This is done with a
call to AddTask() in which the following parameters are specified:

task

initialPC

finalPC

A pointer to an initialized task structure.

The entry point of your task code. This is the address of the first in-
struction the new task will execute.

The finalization code for your task. This is a code fragment that will
receive control if the initialPC routine ever performs a return (RTS).
This exists to prevent your task from being launched into random
memory upon an accidental return. The finalPC routine should usu-
ally perform various program-related clean-up duties and should then
remove the task. If a zero is supplied as this parameter, Exec will use
its default finalization code (which simply calls the RemTask()
function)

Depending on the priority of the new task and the priorities of other tasks in the sys-
tem, the newly added task may immediately begin execution.

Here is an example of simple task creation:
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#include "exec/types.h”
#include "exec/memory.h”
#include "exec/tasks.h”
#define STACK_SIZE 1000
extern APTR AllocMem();
extern EntryPoint();

SimpleTask()

struct Task *tc;
APTR stack;
stack = (APTR) AllocMem (STACK_SIZE, MEMF_CLEAR );
if (stack ==0) {
printf ("not enough memory for task stack”);
return(0);

}

tc = (struct Task *) AllocMem (sizeof(struct Task),
MEMF_CLEAR | MEMF_PUBLIC);

if (tc ==0) {
printf ("not enough memory for task control structure”);
FreeMem (stack, STACK_SIZE);
return(0);

}

task = (struct Task *) AllocMem (sizeof(struct Task),
MEMF_CLEAR | MEMF_PUBLIC);

if (tc ==0) {
printf ("not enough memory for task name”);
FreeMem (stack, STACK_SIZE);
return(0);

}

tc -> tc_SPLower = (APTR) stack;
te -> tc_SPUpper = (APTR) (STACK_SIZE + (ULONG) stack);
tc -> tc_SPReg = tc -> tc_SPUpper;

te -> tc_Node.In_Type = NT_TASK;
tc -> tc_Node.ln_Name = "example.task”;

AddTask (tc, EntryPoint, 0);

Tasks
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STACK

Every task requires a stack. All task stacks are user mode stacks (in the language of the
68000) and are addressed through the A7 CPU register. All normal code execution oc-
curs on this task stack. Special modes of execution (processor traps and system inter-

rupts for example) execute on a single supervisor mode stack and do not directly affect
task stacks.

Task stacks are normally used to store local variables, subroutine return addresses, and
saved register values. Additionally, when a task loses the processor, all of its current re-
gisters are preserved on this stack (with the exception of the stack pointer itself, which
must be saved in the task structure).

The amount of stack used by a task can vary widely. The minimum stack size is 70
bytes, which is the number required to save 17 CPU registers and a single return ad-
dress. Of course, a stack of this size would not give you adequate space to perform any
subroutine calls (because the return address occupies stack space). On the other hand, a
stack size of 1K would suflice to call most system functions but would not allow much in
the way of local variable storage.

Because stack-bounds checking is not provided as a service of Exec, it is important to
provide enough space for your task stack. Stack overflows are always difficult to debug
and may result not only in the erratic failure of your task but also in the mysterious
malfunction of other Amiga subsystems.

Termination

Task termination may occur as the result of a number of situations:

1. A program returning from its initialPC routine and dropping into its finalPC
routine or the system default finalizer.

o

A task trap that is too serious for a recovery action. This includes traps like
processor bus error, odd address access errors, etc.

3. A trap that is not handled by the task. For example, the task might be ter-
minated if your code happened to encounter a processor TRAP instruction and
you did not provide a trap handling routine.

4. An explicit call to the Exec RemTask() function.
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Task termination involves the deallocation of system resources and the removal of the
task structure from Exec. The most important part of task termination is the dealloca-
tion of system resources. A task must return all memory that it allocated for its private
use, it must terminate any outstanding I/O commands, and it must close access to any
system libraries or devices that it has opened.

It is wise to adopt a strategy for task clean-up responsibility. You should decide wheth-
er resource allocation and deallocation is the duty of the creator task or the newly creat-
ed task. Sometimes it is easier and safer for the creator to handle the necessary resource
allocation and deallocation on behalf of its offspring. On the other hand, if you expect
the creator to terminate before its offspring, it would not be able to handle resource
deallocation. In such a case, each of its child tasks would need to deallocate its own
resources.

Signals

Tasks often need to coordinate with other concurrent system activities (other tasks and
interrupts). Such coordination is achieved through the synchronized exchange of specific
event indicators called signals. This is the primary mechanism responsible for all inter-
task communication and synchronization on the Amiga.

The signal mechanism operates at a low level and is designed for high performance. Sig-
nals often remain hidden from the user program. The message system, for instance, may
use signals to indicate the arrival of a new message. The message system is described in
more detail in chapter 3.

The signal system is designed to support independent simultaneous events. Signals may
be thought of as occurring in parallel. Each task may define up to 32 independent sig-
nals. These signals are stored as single bits in a few fields of the task control structure,
and one or more signals can occur at the same time.

All of these signals are considered task relative: a task may assign its own significance to
a particular signal. Signals are not broadcast to all tasks; they are directed only to indi-
vidual tasks. A signal has meaning to the task that defined it and to those tasks that
have been informed of its meaning. For example, signal bit 12 may indicate a timeout
event to one task, but to another task it may indicate a message arrival event.
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ALLOCATION

As mentioned above, a task assigns its own meaning to a particular signal. Because cer-
tain system libraries may occasionally require the use of a signal, there is a convention

for signal allocation. It is unwise ever to make assumptions about which signals are ac-
tually in use.

Before a signal can be used, it must be allocated with the AllocSignal() function. This
marks the signal as being in use and prevents the accidental use of the same signal for
more than one event. You may ask for either a specific signal number or the next free
signal. The state of the newly allocated signal is cleared (ready for use). Generally it is
best to let the system assign you the next free signal. Of the 32 available signals, the
lower 16 are usually reserved for system use. This leaves the upper 16 signals free for
the user. Other subsystems that you may call depend on AllocSignal().

The following C example asks for the next free signal to be allocated for its use:

signal = AllocSignal(-1);

if (signal ==-1) {
printf(’no signal bits available”);
return;

} else {

printf(”allocated signal number %ld”, signal);

}

Note that the value returned by AllocSignal() is a signal bit number. This value can-

not be used directly in calls to signal-related functions without first being converted to a
mask:

mask = 1 << signal;
When a signal is no longer needed, it should be freed for reuse with FreeSignal().

It is important to realize that signal bit allocation is relevant only to the running task.
You cannot allocate a signal from another task.
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WAITING FOR A SIGNAL

Signals are most often used to wake up a task upon the occurrence of some external
event. This happens when a task is in its wait state and another task (or a system in-
terrupt) causes a signal. The Wait() function specifies the set of signals that will wake
up the task and then puts the task to sleep (into the waiting state). Any one signal or
any combination of signals from this set are sufficient to awake the task. Wait() returns
a mask indicating which signals from this set satisfied the wait. The Wait() function

implicitly clears those signals that satisfied the wait. This effectively resets those signals
for reuse.

Because tasks (and interrupts) normally execute asynchronously, it is often possible to
receive a particular signal before a task actually waits for it. To avoid missing any
events, programs should hold signals until the Wait() function is called, or until it is ex-
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