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Alarge number of ZX81 users have now had time to get used to
the machine and are looking for more information in order to
exploit it to its full potential. This book is written for such readers.

Drawing on his experience with other microcomputers, the
author describes techniques that can be applied to the ZX81 in
order to overcome some of its inherent limitations. Thisinvolves
some investigation of the ZX81’s operating system, discussion of
BASIC subroutines and techniques useful in a wide range of
programs, including business applications and games, as well as
details of the application of Artificial Intelligence techniquesto
programming for the ZX81.

Later chapters in the book are devoted to the use ofassembly
language programming techniques, hybrid programming —
mixing BASIC with machine code, and developing utility
programs to suit the user’s own particular needs.

Mike Costello became involved with microcomputers in 1979,
working initially on a TRS-80. He has published a number of
programs for this machine. More recently he has been studying
the ZX81 as a low-cost means of spreading computing skills, and
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Preface

This book is intended for ZX81 owners who have become familiar
with the use of BASIC on the machine and are interested in develop-
ing their programming techniques. It is also aimed at those who
have looked at the Z80 instruction set, and have thought about
writing some programs in assembly language, but are not clear how
to get started on this particular computer.

The next six chapters, on BASIC programming, will illustrate
some of the potential of the ZX81 as well as pointing out its
limitations. The experience gained by users of more powerful
computers can often be applied to the ZX81 to speed up program
development and improve the quality of finished programs. The
final three chapters are for the assembly-language programmer and
deal both with stand-alone machine-code programs and with machine-
code routines which are designed to interface with BASIC programs.

These final three chapters include details of ROM calls that
can be used by any assembly-language programmer, and which speed
up programming by providing ready-made routines to handle such
matters as output to the TV display and reading data in from tape.
These calls are then incorporated in assembler routines which the
programmer is likely to need in the course of developing his own
programs. Each such routine is explained step by step, and an
explanation is also given of the reason for using machine code
instead of BASIC for that particular program. However, these
chapters do not teach Z80 assembler from scratch, and some know-
ledge of the Z80 instruction set on the part of the reader is
assumed.

Although many of the shorter subroutines included in the book
would fit within 1K, it will be assumed that the reader is using a
16K version of the machine, as one cannot get very far without it.
A ZX81 fitted with a 16K pack represents a potentially very power-
ful computer at an astonishingly low price.

Mention should be made of the different ROMs fitted to ZX8l's
since the machine was launched. So far as is known, there are only
two versions of the ROM; the first was included in the earliest
ZX81's that were manufactured and contained a couple of errors.
The first error is responsible for the advice given on page 127 of
the Sinclair manual, that a value must be POKEd immediately after
using PAUSE; the second error caused unpredictable results when
using the ZX81's floating-point arithmetic for certain types of
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calculation. The second version of the ROM clears up these errors,
but as a result, some of the machine-code routines that make up the
ROM now start at slightly different addresses. This affects the
last three chapters of the present book, and addresses for both
versions of the ROM are given in these chapters where necessary.

A note on conventions: the practice throughout the book has
been to use capital letters for words which are BASIC keywords or
which are Z80 assembler opcodes, to distinguish them from words
that are not being used in these senses. The word "Listing" will
appear with a capital letter when it refers to a program listing
printed in this book, but will appear as '"listing' when it refers
to a BASIC program in the memory of the ZX81.

In the chapters on assembly language, names such as SLOW and
FAST will be used to refer to various ROM routine addresses. These
are just mnemonic labels that I have invented to make it easier to
keep track of what is happening in an assembly-language Listing,
and have no particular authority.

Acknowledgement should be made to the work of Dr Ian Logan, as
the starting addresses of several of the ROM routines used in this
book were first identified in his book Understanding Your ZX81 ROM
(Melbourne House, 1981).

At the time of writing, a great deal of software has appeared
on the market for the ZX81, and there has been time for programmers
to settle down with the machine, learn its peculiarities and start
producing high-quality programs. I think most observers will agree
that the overall quality of the software that is currently avail-
able does not stand up at all well to comparison with (for example)
the range and quality of software that had become available for
computers such as the TRS-80 and PET, when these machines had been
on the market for an equivalent length of time. Whatever the
reasons for this, it would be a good idea for British programmers
to make a somewhat better showing in this regard than they have
done to date. The ZX81 is now assuming the status of the universal
entry-level machine for those who have not previously experienced
personal computing, and they will get a strange idea of what can be
done with a microcomputer if they form their assessment on the
basis of the currently available software. Now that the machine is
penetrating deeply into overseas markets, new programs will be
generated by users in other countries. It would be somewhat
mortifying if this software, imported into this country, were to
assume dominance over native products. The general intention of
the present book is to encourage a greater level of sophistication
in ZX81 programming; the machine presents a number of obstacles to
methodical program development, but intelligent programs can still
be written for it if appropriate techniques are used.
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Chapter 1 Saving space, speeding
up and keeping things
clear

The ZX81 presents a number of problems to the programmer who
wishes to write BASIC programs longer than two or three K.
Execution speed is very poor, far poorer than the 3 MHz clock rate
would indicate, owing to a number of design features of the
machine. Certain statements take up an inordinate amount of memory
and even a moderately ambitious program runs the risk of filling
16K memory, thus requiring the programmer to stop and think up
ways of compacting his coding in order to allow him to complete
his project. When the program is complete and a copy is dumped to
the printer, a great deal of additional documentation may have to
be added if the programmer wants to be sure that he will be able
to understand its workings at a later date. The purpose of this
chapter is to give advice on these three topics so that programs
can be designed from scratch to minimise such problems.

SAVING SPACE

Let us first look at the problem of excessive memory consump-
tion. A great deal has been written on this subject but it does
not take very long to summarise the various methods by which BASIC
programs can be compacted to occupy the minimum amount of memory.
It is, however, necessary to be clear on the way in which the ZX81
stores program lines and variables, or one may find oneself using
some elaborate programming technique to save space which, on
further examination, turns out to offer no improvement in net
consumption of RAM,

There is a five-byte overhead for storing any BASIC program
line. We know that all programs start at location 16509, so we can
say that the line number of the first line of a program is at
locations 16509 and 16510, held as a two-byte value composed of a
Less Significant Byte and a More Significant Byte. Unusually, how-
ever, the MSB is stored first and followed by the LSB. In practice
the values stored here will never be outside the range 1-9999
decimal, the line range permitted by the interpreter.

The next two bytes contain the length of the program line
including the end-of-line marker. This time the standard sequence
of LSB followed by MSB is used, and there appears to be no
practical limitation on the maximum program line length. The line-
length value is of course used by the interpreter when hunting
through the program listing for a line number corresponding to a
GOTO or GOSUB reference, as it allows it to leapfrog from the
start of one line to the start of the next without actually read-
ing the text of each.
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The program line itself is stored in a fairly conventional
manner with tokens used to represent BASIC keywords, as in
Microsoft BASIC interpreters. However, all numeric literals are,
notoriously, stored in a different way; the value itself is stored
as a sequence of byte values representing the digits of the number
in the Sinclair character codes, and then comes the value 126
which means, in effect, "floating-point follows". The next five
bytes hold the floating-point representation of the number. When
the program is run, these five bytes are copied to the variable
table as the line in question is executed.

The idea is, of course, that the processing time needed to con-
vert from ASCII to floating-point should not slow down execution
of the program, since the conversion is done at the time that the
line is entered into memory during editing or when the program is
first typed in. The pity of it is that the great majority of
numeric literals in any program are integers, used for loop
counters, screen positions for PRINT AT statements and so forth.
The lack of any routines for handling two-byte integer values in
programs makes the Sinclair ROM much slower in the execution of
most programs than would otherwise be the case, and increases the
length of lines considerably.

At the end of each BASIC line comes the value 118. A second 118
follows the last line of a program; it is the address of this byte
in RAM that is contained in locations 16396/7 as the start of the
Display File.

When trying to compact programs, we will have to give our
attention first of all to the problem of numeric literals. Next in
order of priority is the trouble caused by the ZX81's inability to
handle multi-statement lines, as the five-byte overhead for start-
ing a new line must be paid however short the line is. Then there
is the problem of storage of string literals, which may require
several thousand bytes of RAM in a typical program. Let's look at
this problem first, then return to the other two topics.

In many computers, such as the TRS-80, a string variable is
stored in the program listing itself. For example, suppose you
have the program:

10 LET AS="'STRING'

When this program is run, the TRS-80 will set up storage in its
variable table for the variable A$, together with information
about its value. However, it will not store the six characters of
the string itself in the table; all it stores is the length of the
string (in one byte) and the address within the program listing of
the first byte of the string (in two bytes). All such variables
therefore take up three bytes (plus three more for associated
values and markers), irrespective of the length of the string,
although obviously the length of the string affects the program
listing itself.



In the ZX81, of course, running line 10 will cause the inter-
preter to set up A$ within its variable table - three bytes for
the name of the variable followed by its length, and then six
bytes for the text of the string. A$ is now duplicated in two
places within memory and this sort of situation is to be avoided
whenever possible.

What the programmer can always do is delete all the lines which
set up the initial values of numeric and string variables, after
running the program. Now all the values are in the variable table
and nowhere else, and are preserved thanks to the machine's ability
to maintain its current variable table while the total length of
the BASIC program changes due to editing.

Unfortunately, efficient program development is very difficult
when the text of the program listing no longer displays the
initial values of all the variables. Although it may be feasible
to delete all these initialising lines at the end of the process
of developing the program, some compromise technique is likely to
be necessary at an intermediate stage, as memory fills up but the
programmer still needs to be reminded of the initial variable
values. One way out of this relies on the fact that tokenised key-
words in program lines remain tokenised when the line is converted
to a REM. Suppose you type in:

10 LET R=4

This line occupies 15 bytes, including the five-byte overhead for
setting-up the line. Here are details of the values held in memory
which represent the above line:

Line-number Length  LET token R = 4
0 10 11 0 241 55 20 32
Floating-point follows  Floating-point version of 4
126 131 0 0 0 O
End of line

118

Now run the program to set up "4" in the variable table. Next
edit the line so that it reads:

10 REM LET R=h

The total memory consumption of the line has now been reduced to
10 bytes, taken up as follows:

Line-number Length REM token  LET token R = 4
0 10 6 -:0 234 241 55 - 20 32
End of lime
118



The six bytes of single-precision variable storage have disappeared
into oblivion; the interpreter does not need to store them because
a REM line cannot be executed, but is just skipped when a program
is running.

You can keep the line like this until the program is complete,
and then delete it; alternatively, you can quickly delete the REM
and restore the line to its original form. Bear in mind, however,
that the procedure doesn't work the other way round. That 15, 9f
you begin by typing:

10 REM L
the interpreter will not allow LET to be typed as a one-byte key-

word and will insist that the letters of the keyword be typed in
one at a time, taking up one byte of storage for each letter.

In cases where the line must be left in the final program, or
where the value to be stored is not an integer such as 4, the
general rule is to use VAL. The line:

10 LET X=39

takes 15 bytes, whereas the alternative version:

10 LET X=VAL "9

only takes 12. The same three-byte saving can be made for larger
numbers. However, a greater saving can be made if the number is

an integer less than 256. Suppose the number is 249, which happens
to be the keyword-code for RAND. Start with:

10 RAND

Then edit it to insert some additional material, so that you get:

10 LET X=CODE ' RAND "

The spaces that appear on either side of RAND do not represent
extra bytes of memory in the program listing, but are just a
peculiarity of that part of the interpreter that adds spaces to
listings of lines before printing them on the screen. In fact the
above line takes only 12 bytes, compared to:

10 LET X=249

which would take 17.



Here is the way that each of these versions of the line are
held in memory:

10 LET X=CODE '' RAND "

Line-number Length LET token X = CODE token
10 8 0 241 61 20 196

i RAND token " End of line

11 249 11 118

10 LET X=249

Line-number Length  LET token X = 2 4 9
0 10 15 4 241 61 20 30 32 37
Floating-point follows Floating-point version of 249

126 136 121 0 O O
End of line

118

The same comment applies about the sequence of typing that is
necessary to enter the line to memory. If you start with:

10 LET X=CODE ''RAND'

the line is accepted, but RAND occupies four bytes. In any case,
you will discover that X is actually set equal to CODE "R'".

You may be wondering how this technique can be applied to other
one-byte integer values, in cases where the value doesn't corres-
pond to a BASIC keyword (or graphics character) that can be entered
directly from the keyboard. It's still possible to get the value
into one byte within the program line, but a temporary line must be
inserted into the BASIC program to POKE the value. Listing 1.1
illustrates how this is done. The idea in this example Listing is

Listing 1.1
s@& LEIST
OE POHE (PEER 1G3ES+iPEER 1E&Z
51 2255 253,22
IS8 LET C=0aDE TxT
Ase LPRINT ..
138 LLIST

&8 LLIST
9@ PORE (PECH 18425+ {FEER 184=
5 y2551 +9 .95
ige LEYT C=C-oDkeE ©
158 LPRINT ;.
138 LLITET

e

u,:l

to get the value 93 into line 100. The first LLIST of the program
shows the original BASIC program; the second LLIST shows the
altered program after it has RUN. In other words we are using self-
modifying code in BASIC, and it's interesting to see how straight-
forward it is to apply this technique, at any rate on a minor
scale.
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The routine works because the values stored at 16425/6 represent
the address in memory of the start of the next BASIC line of the
program. These values are stored in normal LSB/MSB format, so line
90 extracts the decimal equivalent of the address and adds 9 to
it. If you look at line 100 you will see that the asterisk is 9
bytes from the beginning of the line; if you are not clear about
this, consult the Sinclair manual which explains that two bytes
are used to store the number of a line, another two to hold the
length, one byte for each BASIC keyword and so on. When the inter-
preter encounters line 90, the values stored at 16425/6 represent
the address of the next line (100), so the POKE puts the value 93
into the memory location that previously held the byte value repre-
senting an asterisk. The interpreter doesn't know how to handle
this value when the line is LLISTed and just prints a query, but
you can PRINT C to convince yourself that the technique works.

Line 90 can now be deleted. There are any number of applications
for this byte-storage method, some of which will be mentioned
later in the book.

It's often said that small integer values should be set up using
Boolean operations and function-keywords like PI. This is certainly
possible, although it can be tricky to arrive at values like 7 or
9 without taking several lines of programming to get there, and
this is a bit pointless because of the five-byte overhead for
starting a new line. The following little routine may be of use if
you have a long program which needs a great number of small
integers-of this kind:

10 LET Z=NOT PI
20 LET 0=7=Z
30 LET T=0+0
4o LET F=T+T+0

Further values can be derived from combinations of the values
zero, one, two and five produced by this initial routine, rather
like making up an amount of pence with a combination of copper
coins. This line, for example, slices the first five characters
out of A$ and transfers their numeric equivalent to X:

100 LET X=VAL AS (0 TO F)

This shows a way of storing large values in strings consisting
of sequences of decimal digits, and then extracting them in chunks
using the TO slicer. Unfortunately, A$ will duplicate itself in
the variable table as soon as the program is run. The real answer
to this problem is to store data in REMs within the program, and
extract it by 'reading" the program listing itself as it resides
in memory. Although this can be done using PEEK, this is a very
slow and restrictive approach; it's much better to use a short
machine-code routine to read through the listing until it reaches
a marker byte that precedes the data to be collected. Later in the
book, a technique for achieving this will be explained.
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As a final word on the subject of numeric value storage, one
should not forget exponential notation and expression evaluation.
The first allows the odd byte to be saved here and there, as in:

100 GOTO 3E3 rather than 100 GOTO 3000

Exponential notation can also be used for PAUSEs, and combined
with VAL, as in:

100 PAUSE VAL ''4EL

Expression evaluation refers to the ability of the interpreter
to calculate the numerical equivalent of an arithmetic expression
without the programmer needing to type in a separate LET statement.
We can say, for example:

10 LET A=VAL '']11%x4!

and save one byte compared to:

10 LET A=VAL ''14641"

Opportunities for saving space this way are obviously very
limited!

Earlier in the chapter I mentioned the problem of multi-
statement lines, which are not permitted by the interpreter. It is
often argued that programmers should avoid using multi-statement
lines anyway, in the interests of clarity. However, this can
increase the length of a program considerably, particularly when
the program needs to carry out a long series of tests of the values
of many variables, in order to determine the vector for a condi-
tional jump. There might for example be ten different subroutines,
accessed through GOSUB, and the program will call one of them after
evaluating half-a-dozen variable values. Programs with this sort of
structure occur frequently in Artificial Intelligence work. How
does one code a ZX81 program to achieve this sort of result?

Typically, the programmer needs to test the values of, shall we
say, three variables: A, which has the value 1, 2, 3 or 4; B, with
the same value range; and C, which has an integer value between
zero and 100. A particular case can be tested like this:

100 |F A=3 AND B=2 AND C<10 THEN GOTO 2000

The trouble is that a new line must be typed in for every unique
case. To avoid this, the programmer can use a single line that
tests for every possible case:
100 GOTO (2000 AND A=3 AND B=2 AND C<10)+(2100 AND A=k AND
B=2 AND C<10)+...




However, an enormously long line will be needed to cover all
the permutations of possible outcomes of variable values, and
there is obviously a lot of duplication in such a line, as cases
like B=2 will be quoted again and again in combination with other
variable values. One alternative is to combine the above procedure
with IF-THEN statements, as in:

100 IF A=3 THEN GOTO (2000 AND B=2 AND C<10)+(3000 AND B=2
AND C>9)+...

One can even nest the IF-THENs, like this:

100 IF A=3 THEN IF B=2 THEN GOTO (2000 AND C<10)+(L4000 AND
C>9) 4. ..

Although this looks like a way out, it still turns out to be
necessary to code a large number of lines to cover all cases. The
nested IF-THEN structure is like a series of sieves, each one
cutting a range of possibilities out of consideration and concen-
trating on a single possibility. A new line must then be started
if one wants to go back to considering a possibility that was cut
out earlier, such as A=1. The reason for this, of course, is that
the ZX81 does not permit the ELSE statement, which would allow the
programmer to ''de-nest'" the logic of the line and come back to
cover all the remaining possibilities.

One solution that is sometimes offered is to use the rather
unusual ability of ZX81 BASIC to accept evaluated expressions as
line numbers for GOTO and GOSUB. In the example so far considered,
we could say:

100 GOTO 1000+A*100+B*10

Now we can cover all the possibilities with an orderly sequence
of lines; lines 1110, 1120, 1130 and 1140 will deal with values of
B from 1 to 4 respectively, with A=1. Lines 1210, 1220, 1230 and
1240 will do the same for A=2, and so on. This solution is in fact
the best one to adopt when we want something different to happen
for every unique case; we would in any case need a set of program
lines to describe what happens in each such case, and line 100
will send control to the first line of the appropriate set. But
this procedure will be very wasteful of memory if there is redun-
dancy in the range of possibilities being considered, that is, if
there are only (say) seven different outcomes from the 16 different
permutations of A and B. We will then find ourselves creating a
subroutine to handle each of the seven outcomes, and sending
control to the appropriate subroutine from a number of places
within the program. For example, if the subroutine at 8000 is to
be used when A=1 and B=2, and also when A=2 and B=1, we will have:

1120 GOTO 8000

1210 GOTO 8000
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and so on each time the values of A and B are such that the
subroutine at 8000 represents the action to be taken.

When faced with this sort of problem, a programmer will usually
search for a '"default condition" which is to apply when all other
conditions have been tested for and rejected. We would code a
single long line covering the permutations that do not involve
passing control to the subroutine at 8000:

100  GOTO (1110 AND A=1 AND B=1)+(1130 AND A=1 AND B=3)+...

Then we would expect that, if none of the cases meets the condi-
tion, control would drop through to the next line and we could say:

110 GOTO 8000

Unfortunately, ZX81 BASIC doesn't work this way. If none of the
cases quoted in line 100 meets the current condition, the computer
will simply go into an internal loop, cycling around endlessly
looking for a value line-number to jump to. Fortunately one can
escape from the loop by hitting BREAK, whereupon one is given a 0
report code and some line number unrelated to the line that has
caused the trouble; this is not much consolation, and this undocu-
mented bug in the interpreter makes lines of this type much less
useful to the programmer than they would otherwise be.

It turns out that there is an elegant solution to this kind of
problem, which is also extremely economical of memory. In order to
make the exposition of the method entirely clear, it's necessary
to start with a real-life programming task which requires such
methods to be used. This will be done in Chapter 6, where we will
show the use of the technique in an Adventure program. For the time
being, however, the following example program shows the essential
idea:

10 DIM V$ (4,4)

20 LET Z=8000

30 LET v§(1,2)="2

100 GOTO VAL V$(1,2)
200 STOP

8000 PRINT "“GOT HERE"

Although the Sinclair manual gives little indication that ZX81
BASIC can be used in this way, the program in fact runs perfectly;
the first three lines can then of course be deleted, and the pro-
gram will still operate if you GOTO 100. The string array occupies
a total of 24 bytes in the variable table; each line number which
may be the object of a GOTO needs 6 bytes in the variable table,
given that it is stored as a single-letter numeric variable. In
Chapter 7 we will see how to calculate the memory consumption of
such a program in advance, so that the programmer can be confident
of having enough memory left to finish the project, and how to

9
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document the contents of arrays of this kind during program
development,

SPEEDING UP

The first thing that becomes apparent when we consider the
opportunities for speeding-up BASIC programs is that they are in
conflict with most of the methods, just described, for compacting
program listings. There is generally a strict trade-off in the
sense that increased execution speed will be at the expense of
memory saving, and vice versa. VAL is an example of this; the
interpreter will take much longer to convert, for example, VAL
123" to the floating-point representation of the number 123 than
it will take to read the floating-point equivalent of 123 off the
program line, where it is already stored, and copy it to the
variable table. As a rule of thumb, expect a twofold increase in
the time taken for the interpreter to deal with a number expressed
by VAL, and then add another twofold delay for each character
that makes up the value. For example, VAL ''123" will cause a
delay of x2, plus x(2 x 3) for the three characters making up
the value, giving a total eightfold delay in executing the prog-
ram line.

The technique of expressing values as the sum of other values,
as used in the short routine for generating Z, O, T and F, will
also slow things down, and delays can be expected when using any
technique for storing data in compacted form within the program
listing and then extracting it again. However, a distinction
should be drawn here between extracting a known value from a known
location on the one hand, and searching for a given value on the
other. The first technique is exemplified by the following lines:

10 LET A$="'GO*GETDROJUMQUISAV"

1000 IF Z$=A$(7 TO 9) THEN GOSUB DROPROUTINE

This is part of a vocabulary-search routine as it might be used
in a simple adventure game. The programmer has arranged that the
first of the words input by the player, which will always be some
kind of verb if two-word commands are being used, is collected in
Z$, any excess of characters after the first three being chopped
off and an asterisk added in the case of any two-letter words. In
line 1000, the programmer only wants to test whether the first
word was DROP; he will have to add further lines, each testing
explicitly for one of the permitted words (go, get, jump, quit
game and save game). Any memory saving resulting from this tech-
nique will become apparent when the programmer applies it to the
1list of second words (nouns), as there will typically be many more
of these and their length will tend to be greater. The routine
will, however, execute very quickly, because the TO slicer does
not create a copy of the string being manipulated as part of the
procedure for manipulating string expressions. The long delays
experienced by users of machines such as the TRS-80 and PET
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while string manipulation is carried out can generally be avoided
on the ZX81.

By contrast, the following routine will probably turn out to be
too slow for practical use:

10 LET AS="'"GO*GETDROJUMQUISAV"

1000 FOR X=VAL '"1'' TO VAL "16' STEP VAL '3

1010 IF Z$=AS(X TO X+2) THEN GOTO 2000+X%100
1020 NEXT X

Here the programmer is using a computed GOTO to jump to the
routine that handles the particular verb input by the player. It
might be thought that the slowness of the routine is caused by the
use of VAL, but in fact this is an insignificant part of the total
delay. The reason for this is that, the first time the interpreter
encounters line 1000, it carries out the necessary conversion to
binary of the counter-values (upper and lower bounds) and step-
increment, and stores the results in the variable table (adjusting
the amount of memory used to store the values of X, or creating
storage, as necessary). Thereafter, each time through the loop,
the interpreter refers to these values in the variable table and
does not have to use the VAL representation at all.

Actually the routine shown above might be fast enough, but few
Adventures are limited to a six-word vocabulary. The real culprit
is the FOR/NEXT loop, and the delay will become noticeable as the
vocabulary increases to thirty or forty verbs. All the interpreter
has to do is add the step-increment to the lower-bound value and
compare it to the upper-bound value at the beginning of each loop,
but all these calculations are carried out in floating-point
arithmetic, and are much slower than operations with integer values.
There does not seem to be any escape from this problem and the only
general advice is to avoid using FOR/NEXT loops when time is at a
premium.

Program development itself can be speeded up by quicker editing,
of course, and there are a couple of tips that might be worth
mentioning. It may well be that all readers are familiar with
these points already, but, at any rate:

(a) You don't have to type in a line to test-run it. That 18
if the line:

2000 PRINT PEEK L+PEEK M*256

-already exists in your program, and you want to test that the
syntax is correct or that the value you expect to be returned is
returned, you can hit EDIT, use down-arrow to bring the cursor
down to line 2000, hit EDIT again, and then just delete the first
three characters of the line-number. When you hit NEWLINE, the
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line is executed in 0/0 mode; the original line 2000 remains in
the listing, unaffected.

(b) It follows from the above that line-numbers as well as
line texts can be edited. It works like the COPY facility available
on some other micros; the original line remains where it was and a
duplicate is created with the amended line-number. Sorry to be so
obvious.

To conclude the discussion of speeding-up techniques, there are
several ways of improving matters that do not incur the increased-
space penalty., All subroutines should come at the beginning of a
program, preceded by a line such as 1 GOTO 1000.

When the interpreter is searching through the program listing
for a particular line number, it always carries out a sequential
search from location 16509 onwards; the number of lines it has to
check before finding the right one has a noticeable effect on
speed. Suppose it has encountered GOSUB 2 and has to pass through
line 1 before finding line 2; this will take about 0.022 of a
second in SLOW mode. If it has to pass through fifteen lines, the
delay increases to about 0.03 of a second. In a two-hundred-line
program with multiple GOSUB calls, a considerable improvement will
result from putting all subroutines at the beginning.

A similar situation exists with respect to the variable table.
Executing PRINT X will cause the interpreter to scan the table
from the first byte (the value held at VARS) to the end, looking
for the variable called X, and also checking the first few bits of
the byte holding X to see whether it has come to the end of the
variable name (in the case of variables longer than one letter).
Putting the most commonly accessed variables at the start of the
table will increase program speed, although not spectacularly. The
only way to set up a variable as the first in the table, of course,
is to declare that variable before any others; there is no way
(without using a machine-code routine) to "undeclare' a variable
that has been set up.

Finally, the structure of the variable table should be taken
into account when avoiding delays caused by the '"shuffling RAM"
problem. A great deal of internal housekeeping is performed by the
interpreter during certain operations which affect the length of
the Display File or the location of the variables in memory, ox
both. As an example of the first problem, an extra line is added
to the File when using SCROLL and the slow-down in execution of a
program in SLOW mode is a wondrous thing to behold, making SCROLL
almost valueless to the programmer. Regarding the second problem,
which has rather more subtle effects, consider what happens when
you change the amount of storage that the interpreter needs to
hold a given variable in the variable table. Suppose your first
variable is X and you give it any numeric value. All goes well
until, later in your program, you decide to use it as the control
variable in a FOR/NEXT loop. It will now need 18 bytes of storage
for the values associated with it (starting value, final value,
step increment and the loop-line). This is 12 bytes more than it
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needed before, and the whole table has to be moved 12 bytes up in
memory to make room for it. Such variables should be located at
the end of the table where possible; string variables whose length
is liable to fluctuate during program execution should be treated
in the same manner.

Programs can only be speeded-up so much in BASIC; after that,
machine code must be used for really fast execution. Later in the
book, examples of machine-code routines will be given that can be
used to speed up sections of a BASIC program. Often, the slowness
of a program can be identified and isolated in 10% of the BASIC
coding, and it may not be too daunting a task to write a machine-
code routine, accessed through USR, to achieve a considerable
improvement by replacing the troublesome portion of the BASIC
program.

KEEPING THINGS CLEAR

This chapter concludes with an examination of the opportunities
offered by ZX81 BASIC for '"self-documenting" programming. Ideally,
a program listing will contain all the information that a program-
mer needs to be able to understand how the program works. Although
this is an ideal that will seldom be achieved in practice, it is
indeed possible to reach a high degree of clarity in a ZX81
program. The designers of the BASIC seem to have tried to include
features that would make this possible, perhaps to encourage use
of the machine in an educational context,

Unfortunately, the same comments about trade-off that were made
earlier in the chapter apply here. To the extent that a program is
internally well documented, it will generally run more slowly and
take up a great deal more memory. The converse applies as well;
the techniques for speeding-up and saving memory that have already
been discussed can be used only at the expense of clarity, and a
program that has been optimised both for speed and length (so far
as this can be done) will be hopelessly incomprehensible without
extensive separate documentation. Nevertheless, programmers are in
practice bound to use such techniques to achieve their aims and in
this sense the design of ZX81 BASIC must be judged to have failed
to achieve its objectives.

Apart from the liberal use of REMs in a program, the most valu-
able aid to clarity is probably the use of long variable names,
allowing the programmer to describe the significance of each
variable that is being used. Almost as important, however, is the
use of variable names for jump and call vectors, which permits the
programmer to give a mnemonic description of the function of each
subroutine rather in the way that an assembly language programmer
can give mnemonic labels to subroutines in an assembler program.
Listing 1.2 illustrates the technique with a simple digital-clock
program. Whether you find it fully comprehensible is partly to do
with how you style your own programs; it makes use of nested
GOSUBs to break down the listing into a main routine and a series
of subroutines. In a sense this is an unusual application of GOSUB




because each subroutine is only accessed from one place in the
program; the idea is that you scan the first half of the program

to get an impression of the general flow of logic,

each subroutine to see how the mucky bits of calculation are
actually carried out.

Listing 1.2

1 REM DRIGITRL TIME-DISPLRY
=2 FRST
O REM FSXIXETEILIEITIEFEEEIEES
S REM INITIRLISE URLUES
iI§ PRINT 7 5.585; "HOUR MINUTE
SECONDT
is L=
=& =%
e el
oy LEL
= LET
&@ LET
b= LET
B LET
S LEF
28 LET
e LT
=28 LEF ﬁEx? 1INUTE=588

25 LET HMEXT HOLIR=SO6
97 LET HMEXT DREY=7G(
28 BEM xr¥rizrrzssrzrrrezeees
LA SO
185 BEM LOOP
i@ SOSUE T INE %ESﬁLQ?
12 IF INKEY Ss="" THEN COTO LOOPF
108 BEM 2xzrfsszrssessssssses
IES STOR
168 REM »xSUBROUTINES sz z® s
2% REM TIME DISELOY
S21H PRINT 87 DISPLEY ROU . FIRST
SOl HOuR
22& PRINT 87 DISPLeY oL MID OO
LIiMINUTE
23 PRINT 87 ISP oy ol ., THIRD
TR BEECOND
ZEE SDous ienpoTE
268 RETURN
SOE BEM rrs il yeses
428 REHM UPDARTE
4458 LET SECOND=SECOMND+1
458 IF SECOND=0GE THER GOSUE NEX
THMIMNUTE
&858 BETILION
4T BEM sxssisrerssrzzssssss
S8 REM NEXTMINUTE
5212 LET S5ECORND=RD
SAE PRINT AT DISPLEY ROW.THIRD
oL 8%
528 LET MINUTE=MINUTE+:
S3& IF MINUTE=E8 THEN SO5UB NEX
THOUR
Ed&d RETURN
S50 REM 2r s eI FEssEsesss
S8 REM NEXTHOUD
5@5 LET MINUTE=R
£1& LET HOUR=HOUR+:1
LE%E PRINT A7 DISPLAY ROU.MID CO
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Qgga-zF HOUR=D24 THEMN SOSUE NEYT
508 RETLION

E58 REM srefszssrssssssesgses
TEE BREM NEXT DY

i@ LET HOoUIR=8

2B FRINT 87 ISPLEY RO FIRST
CQL:IR%

TRE BETURN

Programs written in this style are of course very laborious to
type in, because of the lack of user-definable function keys on the
ZX81. Being able to define, for example, shifted-D as equivalent to
the string "DISPLAY ROW'" would make it much quicker to enter the
program and, realistically, users will not use long variable-names
unless they are provided with such a facility.

An interesting point arises from observing what happens when
you actually run the program; it runs slightly fast for the first
minute, then runs slightly slow. The reason for this is the vary-
ing amount of time that the interpreter needs to work out what
characters to print on the screen when it is asked to print a
numeric variable value. In general, it takes the same amount of
time to print each character; printing "55" will take roughly twice
as long as printing "5". This is bad enough, but the time taken to
print "0" is much less than the time taken to print any other
number. The explanation is that 0 is stored in a special way, as a
sequence of five zeros, rather than according to the normal rules
for floating-point variable storage. As soon as the interpreter
detects that a number is stored as five zeros, it dumps a "0" to
the screen and returns from the floating-point conversion routine
in ROM instead of going through the normal sequence of steps in
the conversion process.

One can make amendments to allow for this, and indeed Listing
1.1 can be revised to reduce the amount of inaccuracy in timing,
but as a general rule one should not attempt to use ZX81 BASIC for
accurate timekeeping.

In the next chapter we will be looking at some useful BASIC
routines, and employing a couple of additional techniques for
improving program clarity. The first is the method of passing
parameters; this simply means that a set of variable values is
defined just before a GOSUB call to a subroutine which operates on
these values. In practice we will often use the method of storing
the current variable values in a string. This is partly to reduce
memory consumption, but it also makes it much easier to maintain
the distinction between local and global variables. That brings us
on to the second technique; defining a variable as either local or
global and maintaining the distinction throughout a program. Once
one begins to write BASIC programs longer than 2 or 3K, the length
of the variable table begins to increase alarmingly and it's by no
means unusual to end up with a program with a hundred variables.
This is all right, but enormous confusion can be caused if a
variable is inadvertently used within a subroutine such that its
value changes, when the programmer's original intention was to
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maintain its value throughout the subroutine call. Even an
experienced programmer can easily be tripped up by this particu-

larly time-wasting kind of bug and we'll look at ways of reducing
the possibility of its occurrence.
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Chapter 2 Subroutines for BASIC
programs

There are certain programming tasks which crop up time and time
again, and often the best way to handle them is to develop a sub-
routine which can be used in many different programs. A selection
of such subroutines is presented in this chapter. Many of thenm
enhance the capabilities of ZX81 BASIC in the sense that they
allow the programmer to achieve more elaborate effects than would
otherwise be possible, or "fill in" for statements which are miss-
ing from the ZX81's version of BASIC.

INKEY S

From the point of view of user-friendly programming, INPUT has
always been one of the weaker aspects of BASIC, and the implement-
ation of it on the ZX81 is particularly poor. The programmer can-
not arrange to print text on the screen, immediately before the
cursor which prompts for input, to explain to the user the sort of
information the program is waiting for. The prompt always appears
at the bottom of the screen, eliminating the possibility of
dividing the screen display up into windows in which to display
various different inputs by the user in a tidy fashion. It is, of
course, possible to collect input at the bottom of the screen, so
to speak, display it in a reserved area of the screen display,
then come back to the bottom of the screen for the next imput.
Unfortunately, if the user inputs lengthy material, the lower part
of the screen display will be wiped out.

The worst feature of INPUT, shared by most implementat@ions of
it on popular microcomputers, is that it does not allow tHe®
programmer to set restrictions on the kind of data that the user
can enter into the program. Tt is of course possible for the pro-
grammer to include, in his program, coding that will examine the
user's input and loop back to ask for it to be repeated if
necessary. Nothing can be done, however, about the mechanics of
the INPUT statement itself, as this is enshrined in a ROM routine.
The programmer who employs INPUT effectively hands over control of
the program to the ROM during the period in which the user, who
may be inexperienced, is trying to enter data. Much depends on the
quality of the programming used to implement INPUT on a particular
computer. On the ZX81, for example, the line:

10 INPUT X3
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will cause the inverse-L to appear on the bottom line surrounded
by inverted commas. The programmer can't choose to have the
inverse-L appear without the commas; it is something that always
happens when string input is requested. The programmer can choose
to ask for numeric input instead, but then the program will crash
if the user inadvertently enters a non-numeric character.

The first rule that a programmer learns when writing interactive
software is that if a user can get the input wrong, he will. One
or two of the programs in this book will feature the INPUT state-
ment, as they are intended to be typed in only as demonstration
programs, but it is poor practice to employ INPUT in a program
which may be used by a number of other users, unless the imple-
mentation of it on a particular computer is unusually good.

INPUT on the ZX81 certainly does not meet this criterion. Woe
betide the user who attempts to use the left-arrow key to correct
his alphabetic input, and erases the first of the inverted commas;
a thorough search through the Sinclair manual will be needed to
work out how to escape from the resulting mess.

The solution to the problem is an INKEY$ subroutine, which can
be called whenever user input is required. An additional advantage
of this procedure is that the programmer can specify a certain
number of parameters when he calls the routine, such as the
position on the screen where the user's input can be echoed, and
the maximum permitted length of input, thus eliminating the possi-
bility that the input will corrupt the screen display. The INKEY$
subroutine is shown in Listing 2.1.

In this listing, parameters are laid out in lines 1-102 for the
highest and lowest character codes that the routine will accept as
input from the user, the maximum length of input, and the row and
column at which the first of the input characters is to appear on
the screen. The subroutine itself is in lines 1000-1230 and will
build up the user's input in B$, returning automatically once the
maximum length is reached, or earlier if NEWLINE is hit. The MAX
and MIN values allow only the alphanumeric character set to be
input - BASIC keywords and so on are ignored. Other values can of
course be chosen, and the programmer may well want to allow
punctuation to be input.

Lines 1100-1110 allow the user to cancel his input by using
shifted-left arrow as a backspace; the last character input is
subtracted from B$, the screen display is adjusted, and a test is
made that B$ actually contains at least one character that can be
subtracted.

The subroutine therefore allows the programmer to designate
screen areas as windows in which specified user input will appear,
without disturbing the contents of the rest of the screen. There
is, however, no specific check that the end of a screen line has
been reached - the routine will not work properly if it is asked
to print beyond the final column on the screen, so this should be
taken into account when planning the screen format.
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Listing 2.1

1 LET MAX=83
2 LET MIN=23
4 LET LEN=28&

108 LET R=4

182 LET C=4

1i1@ GOSUB 1@e8

112 PRINT AT R,.C;“ “;

128 PRINT B3

13@ sSTof

1988 LET Bs=""

1882 LET Z3="B"

19@5 SLOou

1@16 PRINT 8T R.C;

1@12 IF LEN BS$=LEN THEN RETURN
1815 GOsSuB 1480

1@2@ IF CODE A3=118 THEN RETURN
1@4@ IF CODE R3=114 AND B337" TH
EN GOTO 1iad

19Se IF (CODE AS>MIN)Y RND {CODE
A% <MAaxX) THEN SOTo 1238

1968 SOTD 1918

1196 LET BE=B${ TO (LEN B83-1))
11031 PRINT BT B.C:" *;

11@2 LET C=C-1

111@ GOTO 1@1d

1282 LET Sg=-Bz+0%

1218 PRINT AT R,C;As;

i22@ LET C=C+1

i23@ GOTO i\8ie ) .
1488 LET Z&i=("l" AND Zi=" 21 3{
LS Y ﬁNQ 2$=l) l‘:i

1428 PRINT 5T R,C:T%;

1425 LET A$=IMNKEYS

3437 IF AE="" THEN GOTO 1122
1432 RETUBN

Since user input may now appear anywhere on the screen, it's
really essential to give the user a cursor which directs his
attention to the right area. The nested subroutine at 1400-1430
does this; a black square is used but any other symbol can be
selected. Owners of more expensive machines than the ZX81 are
accustomed to luxuries like flashing cursors, but there is no
reason why the ZX8l owner should do without such a facility, nor
is machine-code needed to provide it. Line 1400 has the effect of
flashing the block on and off while the subroutine is active.

Normally the programmer will call the INKEY$ subroutine from a
number of areas within the main program, with new values for the
parameters each time. To save space, however, the parameters can
be compressed into one line and stored in a string, as mentioned
at the end of the previous chapter. Lines 1-102 in Listing 2.1 can
then be replaced by the single line:

1 LET P$='"'6328200404"

In order to extract the various parameters, the TO slicer can
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be used. Here are a couple of the appropriate amendments to
Listing 2.1:

112 PRINT AT VAL P$(7 TO 8),VAL P$(9 TO );' '

1012 IF LEN B$=VAL P$S(5 TO 6) THEN RETURN

Obviously this makes the subroutine a bit clumsier, but after all
it only occurs once in the program whereas the parameters may have
to be specified a dozen times or more. There is, however, a more
important point; only one (string) variable is being used to store
the parameters instead of five numeric ones. It's much less likely
that the programmer will inadvertently use this single variable
within the subroutine, or within some nested subroutine that is
called by the first; all he has to do is remember to avoid using
P$ again.

There are one or two dialects of BASIC that allow the distinc-
tion between local and global variables to be maintained, but in
the case of ZX81 BASIC it's the programmer's responsibility to
keep clear on the difference in order to avoid the sort of
confusion that was mentioned at the end of Chapter 1. If the
technique described above is followed throughout the program, a
relatively small number of string variables will be used which can
be redefined anywhere within the main program; a separate set of
variables (both string and numeric) will be used only within sub-
routines. Provided the distinction is maintained by the programmer
throughout, a great deal of debugging effort can be avoided.

PRINT USING

This is one of those useful commands that is usually found only
in 12K or "business' BASICs. It allows the programmer to predefine
a screen format which will govern the display of either numeric or
string values, as’ they may be generated in the course of the
program. There are various different forms of PRINT USING in
various dialects, and some of the more esoteric versions may be
thought to be more trouble than they're worth. It is, however,
very useful to be able to predefine the number of decimal digits
that will appear on the screen on either side of a decimal point,
and this can be done quite easily with a BASIC subroutine; it's
also worthwhile to devise ways of picking out defined numbers of
characters from a string, especially when fitting text into pre-
defined windows on the screen.

Listing 2.2 accomplishes the first task, and allows the program-
mer to define any number of digits to appear both on the left and
on the right of a decimal point when a numeric value is printed on
the screen. It's surprisingly long, due mainly to the need to cope
with all sorts of input including integers and values less than 1.
It's also, frankly, something of a spaghetti program, but it's
difficult to see how this can be avoided; any reader who believes
he can tidy it up is invited to do so. At any rate, it works; we
will give a brief explanation of it.
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Listing 2.2

LET

GoSU
STCP
REM
LET
LET
BT
=T
LE}
FGR
NEXT

S v

i
ITI
D

P
([
&
I
4N
"I
b
T
W wx

5=55,.353
LET P&="
B 3

W B 00

o R R TR

; o
e

NEXT R

@aag

"
w
w
"

It~
I
o

THEN LET X=R

w

T
(]

w"

THENM LET Y=R

N GOTO 1400

HE
R {{NOT X} AND L2
$ 1328

HEN GQOTS 31342

TO ¥-X
>

NEXT R

SOTO 1488

PRINT =

IF NOT X THEN PRINT &%

IF X THEN PRINT A$i{i 70 X3,
IF NOT X THEN 207G 1482

IF (L1-X¥={L 2%} THEN GOTD

IrF L“—K}LE—? THEN GOTD 1786
LET R=I{L2-¥1 —{L31-32

PEINT R$£K+l T 31313

GOTD 146

PRINT *=.";

iEET R=LE—V

FOR 53=31 TO B

BERINT &

NEXT &

RETLIDM

PRINT R&i{X+1 TO 32

BRETUEN
FOR RB=1 TO (LZ=-v:
BPRINT R (X+R3;
RNEXT B

SETLIEN

ive:=2
17as
1718

The subroutine, like any subroutine for simulating PRINT USING
in relation to numeric values, starts by using STR$ to get the
string equivalent of the value. Now it can divide it into a number
of characters before and after the decimal point. X is the number
of characters before the point, and Y is used to hold the number of
digits that will be displayed before the decimal point when the
number is printed out. The specification of the format of the
printed value is held in P$ and so this is an argument that is
passed to the subroutine by the programmer; P§ is a string of black
squares containing a decimal point, although as a matter of fact
the routine only looks at the length of the string either side of
the decimal point and any symbol would do in place of black squares.
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Lines 1150-1220 build up values for X and Y, and the routine
then follows different paths depending on the nature of the
original numeric value. The condition NOT X, for example, is satis-
fied when X=0, that is, there are no digits to the right of the
decimal point.

The routine is quite flexible and will accept any number of
characters either side of the decimal point in P$, including zero
characters. The conventions it uses for dealing with various types
of value have been arranged to resemble the Microsoft BASIC version
of PRINT USING and are as follows:

If the numeric field (the number of characters) to the left of
the point is greater than the number of digits in the original
numeric value, the unused field positions to the left of the
number will be filled with spaces. It's this feature which allows
one to use the routine to align a column of values so that the
decimal point (which may of course represent a division between
pounds and pence) is in the same position on each line.

If the numeric field to the right of the point is greater than
the number of digits, the unused field positions are filled with
zeros. Again, the value "17" will come out as, for example, "17.00"
which is useful if it represents an amount in pounds and pence.

Field overflow occurs when the number of digits to be displayed
is greater than the field in P§ that has been allowed for them. If
overflow occurs in the digits before the point, a warning asterisk
1s printed followed by the whole number. If the overflow is to the
right, the surplus decimal places are simply not shown. Again, this
is useful for displaying sterling amounts. The only weakness of the
routine is that it does not perform rounding-up or rounding-down
before truncating the digits in this way. However, any necessary
adjustment can be carried out to the value before the subroutine
1s called; Chapter 3 will cover this point.

The other routine that is worth implementing is one to select
characters from a string to fit into predefined fields. Listing 2.3
shows a subroutine to do this, in which line 10 sets up the
original string in A$ and line 20 defines the field as an argument
to be passed to the subroutine. There is no significance in the
symbols used in P$ to define the number of characters which will
be printed from each word in A$; any symbol can be used in place
of the black squares. The full stops are, however, significant as
line 1405 of the subroutine looks for these, and then line 1830
prints them after the words of the original string,.

The uses of the subroutine should become clearer if it is typed
in and tested with various different versions of P$. In the example
shown, the output is:

JO.PA.JONES

It doesn't matter how much longer the words in A$ are than the
number of black squares in P$; the routine will always truncate
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them to the specified length, and then print the full stop
(obviously some other symbol than a full stop can be used if lines
1405 and 1830 are altered). The routine works by building up a
number of pointers; P1 and P2 point to the start and end of each
word in A$, and PPl and PP2 are used similarly for P$. PPT holds
the length of each set of black squares, and PT is incremented to
show the number of characters of each word that have so far been

dumped to the screen;

line 1560 tests one value against the other

to see if the maximum number of characters has been printed yet.

Listing 2.3

1258
isea
13885
2
1318
1328a
1352
i36a
1482
2
48as
N
141
1428
i1sea
iSie
i15=2e
1838
1542
1558
15868
iE7e
ie8E
1518
isea
Saa
i83@
ig4@
1858

LET S2="J0rN PRUL JOQNES™
LET p$="ﬂema_
SOSUE 1888

sSTOR

LET Pi1=1

LET BP=E=31

LEYT PFRI=E

LET PPE=1

LET =51

GOsSUE i=2e5

IF &i=1 THEN SSETURN

SOTO 1asa

EasuE isEs

GOSUB i4ipe

LET PRET =R

=0sSLUE 1Sa8s

LET Rlil=k2

LET PERs=rbEZ

RETLIRHN

IF P2>LEN Az THEN S0OTG 1588
IF REIPESI =" " THEN SoOToS 13

LET pP2=pP2s:+1

GOTO 13&@

LET P2=P2+1

RETURN

iIF PP2=LEN P53 THEN SGTO 189

IF PR PRElr="." THEN RETUR

LET PP2=PP23:i

GOTO 1486

LET PT=1

PRINT A% (P1};

LET PT=DT+1

LET Pi=Pi+l

IF Pi>LEN R THEN SOTG 1888
IF P1)>P2 THEN RETUAN

IF ST:PPT THEMN S0TD 1322
GOTO 1512

LET ©=3

RETURN

IF PPR:1:LEN P3 THEMN 8OTO 3

PRINT Pz {(PP=2+31:;

LET PPRE=PP2+1
KE77 RN

st

Since there are nine black squares in the final field of P§,
the routine will show any surname up to that length if indeed it
is to be used to display proper names; there are numerous applica-
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tions for a routine of this sort and the programmer may well amend
it to suit his purposes. For example, line 1830 can be altered so
that a space is printed after each full stop and before the
beginning of the next character.

DATA STATEMENTS

Finally, a routine to implement DATA on the ZX81 would be of
particular value to almost any programmer; DATA, READ and RESTORE
were omitted from the 8K BASIC owing to shortage of space. Various
methods have been put forward to provide this facility and these
will be examined; in the end, though, a machine-code routine is
the only satisfactory way of doing it, and information will be
included in the later chapters of the book on the techniques
needed to write such a routine.

ZX81 programs are sometimes encountered in which the programmer
has chosen to POKE byte values into either a string or a REM line,
so that they can be extracted later by PEEK. Usually, when this is
done, the information is stored in the first line of the program;
this is because the RAM address of the first byte of the data can
easily be calculated. If a REM statement is used, the first byte
following the REM token will always be at memory location 16514,
and the rest of the program can be edited at will without disturb-
ing this situation. '

This is, however, not the best way to store data of the kind
normally found in DATA statements on other computers. The point of
DATA statements is that they provide easily accessible storage for
the data that a program uses, in the sense that the programmer
only has to LIST the program to check on the values currently being
used as a database by the program. This becomes much more difficult
if the programmer is confronted by a REM line consisting mainly of
graphics blocks, BASIC reserved words and question marks; that is,
of course, what happens when numeric values in the range 0-255 are
stored in individual memory locations and then printed to the
screen by the LIST command. A further problem is that editing such
a line becomes unbearably tedious as soon as the amount of data to
be stored exceeds a few dozen bytes, due to the primitive editing
facilities on the ZX8l. Large quantities of such data should be
split up by being stored in separate lines, but of course it is
then more awkward to calculate the memory location of the first
byte of each chunk of data within the program listing.

A related problem is that the data must be regarded as one big
block. In many programs there may well be a database consisting
of, say, five chunks of data which all serve different functions,
and the programmer would like to access, for example, the fourth
such chunk independently of the rest of the database. As a matter
of fact this is a weakness iff the original version of Microsoft
BASIC's implementation of DATA; the program always has to restore
the data pointer to the beginning of the listing, then search
through the DATA lines looking for some key-identifier which
signifies the beginning of the chunk it needs to use.
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The one advantage of the method of storing data by POKEs is
that it saves space, but this is a benefit that generally has to
be given up when one starts using DATA statements in any dialect
of BASIC; they are notoriously space-consuming and this character-
istic is inseparable from the features of ease of access and-
editing mentioned above.

Listing 2.4 shows one way of storing data in a string, a fairly
flexible method in that the data items can be either numeric or
alphabetic and in either case can be made up of any number of
characters. Having set up the string in line 20, the variable P is
set to zero (meaning that we want to search right through the
string from the beginning) and the subroutine at line 1000 is
called. The listing is a demonstration program showing how the
subroutine can read through data items, both numeric and alphabetic,
looking for the item "MARKER' which marks the position in the data
list of the item we are after; the main program then calls the
subroutine one more time and returns with the value 66 in the
variable V. Note the conventions that must be followed; numeric
data is followed by a comma, and alphabetic data by a semi-colon.
Note also that there is no "out-of-data error' message if an
attempt is made to read one more item than the number of items
stored in the string.

Listing 2.4
a@ LET =;? = »
RKER: 66 | 3'§ +STRING; 45,877, M5
30 LET P=0

i3 GOSUB 18846
118 GO7To i@@+€3@*{U$=“NQRRER“}}
izs GQSQB 1EE
iI78 PRINT ‘yﬁTﬁ TTIEL IS
EE;@ t“""e"';!"‘
sS9D ﬁtﬁ EEEIELZIIEEEEEEES
IREE LET Lig="" "
3IE28 LET R=F21
1838 IF ZEg iz, ORrR ZB Pl =" 7T
HEN GDTO 11608
1848 LET Us=Us+Z$ (P}
185 070 1gza
11@E IF EZiPy="L, THEN LET U=URL
iigs
13128 RETUERN

tlr

Z$ can be as long as we like and we don't have to set P to zero
each time we examine it; we can carry on from the value of P that
was reached on the last occasion that the subroutine was used, and
avoid having to read data that was previously read. In practice
one would not want to make Z$ too long because of the tedium
involved in editing the line, referred to above. Instead, a number
of string variables can be used and each one can be equated with
Z$ in turn, just before the routine is called.

There are not many string variable names available in ZX81

BASIC and it may be necessary to use a string array if there is a
large quantity of data. The procedure is much the same. In both
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cases a lot of memory is used up because the text of each string
duplicates itself in the variable table as soon as the program is
run. As a matter of fact there is a compensating advantage in this;
it would not be too difficult to write a set of subroutines in
BASIC to allow one to edit the contents of string variables.
Typical commands that one might want to implement would be Search,
Delete and Change, which are available within the editing facili-
ties of other computers. Normally one summons up the command with
a single keystroke, giving the initial letter of the command, and
arguments can be added; for example, Sw will search for the first
occurrence of the letter W in the string, moving the cursor to
that location in the string. A BASIC program to implement these
facilities would print the contents of the string on the screen
and provide a cursor under keyboard control which would be moved
back and forth within the string by the user. The catch is, of
course, that the new version of the string would not exist in the
program listing although it would be easy enough to enter it into
the variable table. What sort of task would be involved in writing
a BASIC program to find the BASIC line-number containing the
original string so that it could be overwritten with the new
version, moving the subsequent lines up or down in memory to allow
for the different length of the new line? It's essentially quite a
straightforward programming exercise provided that the manner in
which BASIC programs are stored in memory is clearly understood.
Later in this book some information will be given on the technique
of writing self-modifying BASIC code of this kind.

For the moment, however, I would like to illustrate a different
method of storing DATA within BASIC program listings which does
not seem to have been put forward previously, and yet which offers
some advantages over the methods so far discussed. The essential
idea of the technique can be seen from the short routine given as
Listing 2.5. In this routine, a memory address stored in locations

Listing 2.5

IS SLOW
28 LET RAS="11+PEEX 128482+PEEK
18483256
188 LET P=URL RS
118 REM S5,
268 GOGsSLUE Seg
488 LET 3=URL RE$
Se2 REM B 3
SS& LET F=R
&g SOSUB 282
i@ sSTOPRP
8292 BEM 2xziyzxyrayzersas
S8 FPRINT
oSRs FOR X=6 TGO S
Qi@ PRINT CHRES: PECK {2eXEI
28 NEXT X
o35 RETLUERN

16402/3 is used; this is the address of the numeric or string
variable currently being interpreted as the BASIC program is
executed, line by line. Notice how we make use of the ZX81's
expression evaluation capability by storing the formula which
derives this address in A§ as a string of BASIC keywords and
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associated data. We can then call up the value currently stored in
16402/3 by using VAL A$. In line 100, the address that is produced
is the memory address within the BASIC listing of the character P
which represents the variable-name; if we had used a multi-letter
variable, by the way, the address would have been that of the
first letter. In the REM line which follows immediately, the first
of the graphics characters is 11 bytes further on in the listing
from the character P; hence, the value produced by the complete
formula is the memory address of the start of this sequence of
graphics characters. In the listing, which is only a short
demonstration program, the sequence of graphics characters is
printed out on the screen by the subroutine at 900.

You may be wondering why a different variable (Q) is used on
the second occasion that the technique is used in the listing; it
means that we need an extra line 550, transferring Q back to P, in
order to be able to use the same subroutine again. The answer is
that the functioning of the ZX81 interpreter compels this. The
first time that any variable name is encountered by a BASIC pro-
gram, the address stored in 16402/3 is the address of the name in
the program listing. However, if the same variable-name occurs
later on in the same program, when it has already been set up in
the variable table, then the address that is stored is that of the
variable's location within the variable table. In other words, if
we want to be able to use this technique to make the program itself
calculate where we have stored data within REM lines, we must use
a new variable name each time.

If we intend to use the technique to store data in the manner
of a DATA statement, some decisions have to be made about the
method of storage. The most economical method would be to store
the values by POKEing them into the REM lines. However, we won't
then be able to read what is stored easily by LISTing the program,
and calculations will have to be made by the program to find the
value of any item of data which is stored in two bytes or more
because its value exceeds 255. Storing alphabetic data presents
less of a problem. Storing machine-code routines is another obvious
application; each routine can be located in a REM line at the
position in the BASIC program where it is actually intended to be
used, and executed with a line such as:

120 RAND USR P

which is a much neater approach than storing all the routines at
the start of the program and having to work out where each one
begins in memory.

The advantages of the technique are that it avoids duplicating
the data since the material in the REM lines doesn't exist anywhere
else in memory, and that it makes the program easier to follow
because each chunk of data can be located in that section of the
program that uses it. It is like having a much more flexible
RESTORE-pointer than that available in the conventional DATA/READ/
RESTORE implementation of BASIC; the address returned by VAL A$
will be a pointer to the beginning of the chunk of data occurring
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in the REM line that follows it and there is no need to read right
through all the data in the program to get there. The disadvantage
becomes clear when you want to read the same chunk of data twice;
the only way to do this is to insert a CLEAR statement in the
program to make BASIC forget about the variable-name that it has
previously encountered. It may be preferable to use the alternative
way of finding the address of a line within a program listing,
described in Chapter 1: use the values in locations 16425/6 to
calculate the address of each REM line, then PEEK at the values
stored in that line. Whichever approach is adopted, the programmer
cannot expect lightning-fast execution of his READ facility so long
as it is carried out entirely by BRASIC coding.

As a final point, consider the rather odd little program in
Listing 2.6. It prints a ''5" on the screen, according to the

Listing 2.6

28 LET AR="1+PEEK 184823+FEEK 1
£48332258" .
188 LET PS=URL A3
z@@ LET K=FEEK PS
32@ PRINT CHRS K

following logic: the value calculated by A$ is the address of the
byte following the P in line 100. At this address is the second
character of this two-letter variable; the rest of the program
PEEKs it and then prints its CHR$ representation which is, of
course, 5. The point of all this is that at no time is the six-
byte floating-point representation of "5'" contained in the BASIC
listing; this is a way of slipping numeric values into ZX81 pro-
grams without paying the six-byte cost. Variable-names can be any
length so, in theory, you could store a couple of thousand bytes
of data in an enormous variable-name and use a routine similar to
Listing 2.6 to extract them. This is not necessarily recommended -
it would certainly produce an odd-looking program - but it's an
idea to bear in mind.
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Chapter 3 Business applications

The first comment to be made about use of the ZX81 as a business
tool is that its application in this way must be strictly limited;
there is no point in over-optimism about its power. Apart from
slow execution speed and limited memory, problems are likely to be
encountered with any program that needs to hold values representing
amounts of money, because the five-byte floating-point arithmetic
format is the only one available on the machine, and this can, of
course, produce errors when one is attempting to calculate exact
amounts.

The previous chapter mentioned the problems that can arise with
rounding-up and rounding-down operations. If an amount in pounds
and pence is represented as a numeric variable with numbers on
both sides of the decimal point, and is then multiplied or divided,
the result will often be a value with a large number of decimal
places. If INT is used to correct this value, the value is effec-
tively truncated, all numbers to the right of the decimal point
being lost.

The conventional advice in this case is to handle amounts
representing money by multiplying all values by 100 to start with,
then dividing the result by 100 at the end. In this way the program
is handling integers which represent the number of pennies in the
various amounts. Divisions will still produce results with many
decimal places and INT is used to remove these, after which
division by 100 can be performed to show the result as pounds and
pence, but in order to cope with fractions of a penny, the value
.5 is added to the result before INT is applied to it. Listing 3.1
shows the procedure, which should be reliable in all cases; the
result produced by this method can be passed to a subroutine like
the PRINT USING routine shown in Chapter 2, so that it can appear
neatly on the screen within a column of figures.

Listing 3.1

ig LEY 8aMOUINT=1.37S

=28 LET SR=8MDUNT1iEE

S8 LET BIU=3

48 LET RESUL.T=H(-.DIU

45 LET ROLIND=INT [(RESULT+.3:
@ LET ABNSUER=ROUNDSI1E&D

B8 PRINT BMNZUER
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These problems, by the way, are inherent in floating-point
representation of values and have nothing to do with differences
between the old ROM version of the ZX81, which had an error in the
arithmetic routines, and the new ROM version.

DEF FN

Anyone using a ZX81 either for business or scientific applica-
tions will probably notice the lack of this command in ZX81 BASIC
more than any other. In a way this is strange, because DEF FN does
nothing that cannot be done easily enough by other means in any
dialect of BASIC. To clarify matters for users who have not come
across DEF FN before, it allows you to avoid quoting the same
formula over and over again within a BASIC program whenever you
want the formula to be evaluated by the program with the current
values of the variables cited in the formula. A simple example
would be:

10 DEF FNA=B*C/SIN 4.896

100 FOR B=1 TO 10
110 FOR C=1 TO 10
120 PRINT FNA;' '3
130 NEXT C
140 NEXT B

The same effect could be achieved simply enough by replacing
the FN statement in line 120 with the formula itself. The advan-
tages of DEF FN only become apparent when the formulas become
extremely long and complicated, as in many scientific programs,
and when they have to be repeated several times within the program;
instead of typing in the whole formula again, the programmer just
"refers" the interpreter back to the line of the program in which
the formula was quoted, and in effect imnstructs it to work it out
again using the current values of the variables mentioned in it.

A somewhat more sophisticated version of DEF FN, found in DEC
BASIC, allows the programmer to forget about the precise variable
names he will be using in his program at the time that he types in
his DEF FN formulas, usually at the beginning of the program. All
he has to decide is the number of variables that will be quoted in
the formula. In the example already given, we would say:

10 DEF FNA(NT,N2)=N1=N2/SIN 4.896

and then in line 120 he would code:

120 PRINT FNA(B,C) ;" ';
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The advantage of this is that the same formula can be used else-
where in the program, even if B and C only occur in one part of the
program. The variables shown in brackets in line 120 are used by
the program to replace the "dummy" values N1 and N2 in the formula,
and if two entirely different variables were shown in the brackets,
those would be used instead.

Even this version of DEF FN can be replaced by a program struc-
ture that sends control to a subroutine which contains the formula
to be worked out. It may, however, be necessary to transfer values
from the variables currently in use by the main program, into the
variables that are quoted in the subroutine, and then collect them
back again when return is made from the subroutine.

However, there is a method of implementing DEF FN in ZX81 BASIC
that is somewhat more elegant than the techniques described above.
Once more, it relies on expression evaluation. Listing 3.2 illus-
trates how it's done. The formula is stored as a string in an
array, and in this example we have allowed for ten such formulas,
each with a maximum length of 15 characters or, strictly speaking,
15 bytes of storage (a mixture of one-byte keywords and numerical
data).

Listing 3.2

3 L IST
E DIM Z(id,15:
I8 LET Z25tl="B3:/s51IN 4.808"
ﬁ}gs LET ZTHi2)="8%33+iC2B BND BE=
28 LET B=3
36 LEY =&
A8 LESTMT USRL Esizl
S5 L PoIelt it Fm i
188 LET E=3.5
238 LERINT URL EZgiz:
2317

-12.285159
e 13

=

We can then change the values of the variables used by the
program, and whenever we call up the numerical value represented
by the evaluation of the expression stored in one of the array
elements, the program will use the current variable values. In the
example, the second part of the expression stored in Z$§(2) evalu-
ates as 1 (logical TRUE) when B=3, giving a total of 217; changing
B gives a logical FALSE with a numeric value of zero.

The simpler form of DEF FN, described at the beginning of the
chapter, can therefore be simulated with statements of the form
"LET X=VAL Z$ (nn)", where nn is the array element containing the
desired formula. The statements setting up the formulas can be put
at the beginning of the program, just after the DIM statement,
which will help clarify certain types!of program. It isn't possible,
however, to simulate the DEC BASIC form of DEF EN.

The method appears wasteful of memory because the formulas are
present both in the program listing and in a string array in the
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variable table, but don't forget that we avoid losing six bytes of
memory for storage of each numeric value by using this technique.
How much it slows the program down will depend on the kind of
expressions used; for example, if the formula includes exponentia-
tion, this is already so slow that the user probably won't notice
the extra delay while the ZX81 converts the string expression into
its numeric equivalent.

STORING DATA ON TAPE

Any business program is likely to rely on some kind of database
which needs to be stored independently of the program that manipu-
lates it. ZX81 users can, however, only store data in one way: put
it in the program, in REM -statements or perhaps long strings, or
into the variable table; then save the whole BASIC program to tape
each time. I'm afraid that there are no clever techniques to get
around this problem; however, only a short machine-code routine is
needed to make a copy on tape of any selected area of memory, and
the necessary ROM calls will be discussed in Chapter 7.

PRINTER FORMATTING

The addition of the ZX printer to the Sinclair range facilitates
a number of typical business computer applications. Program output
can be dumped to the printer routinely with LPRINT; graphical dis-
plays such as bar charts can also be hardcopied. On many computers,
a special routine needs to be worked out to transfer a screen
display to the printer, but the COPY command gives the user the
ability to do this with a single program line.

Nevertheless, the ZX printer is a severely limited device and
the most appropriate type of application for it, apart from docu-
menting programs, is typified by the mailing list program, which
provides a useful business tool without straining the machine's
abilities. Various listings have been published which illustrate
this kind of program, but let's focus on two parts of such a
program which sometimes give trouble; formatting the output of a
list of names and addresses, and structuring the program so that
it can easily be understood and amended.

Listing 3.3 shows an LPRINT routine for producing names and
addresses in a neat format from a mailing list, together with a
test string with some '"awkward" elements in it, such as a lengthy
hyphenated name. Each name and address can either be stored as a
string literal or input to an array, but in either event the
amount of typing to be done has been reduced to a minimum; a
carriage return is signified by a '"/" and the routine will take
care of the need to spread some lines of the string over two lines
of the printout. The routine also spaces out the consecutive lines
of the printout to make the result as clear as possible.

Note the method of making the printer print several blank lines
- this is done by feeding it with a series of commas, where each
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pair of commas forces a single blank line. In line 1086, enough
carriage returns are forced to make the single name-and-address
feed up clear of the paper-tear bar, but if printing a whole
sequence of names-and-addresses, you would probably want to reduce
the number of carriage returns somewhat.

Listing 3.3
J 28 LET AE="LIEBEUTEMANT —GENERSL
M. B. RBLURBREZ-MHMENDOZS23 THE BDOC
KERIESANEUDASTLE-OR-TYNE NE1l 33X
FENGL 8MND™
i@ cSOSUB 1835
1i@ SsTOP
@8 LET Egf=""
IRid FOR 82=3 T2 UL
ARE2E 070D I1gss+ il
L1888 LET Es=Es+58
IB82 NEXT =B
I{S4 SOSUBR 1182
1888 LPRINT 240122400202
1G88 RETURK
iga@ EOSUBR 1185
iS4 SOTD 1382
1188 LPRINT
AIEE IF LEN ES<33 THEN SOTC 1288
IF EgizZgi=" " THEN SO i3S

FQR =032 T4 X BTER -3

IF EB Q) =" " THEM COTO 1488
NEXT o

EOTO 15@HE

LPRINT . .Es

LET E$=““

1218 RETURN
1388 LPRERINT .,
1328 LEPERINT .
1338 LET Ej=""
1348 RETURN
1588 LPEINY L E
3428 LeRINT O .E
id3s LED Es=""
L4488 SETUBER
1888 5.0

ISIE FRINT ToSTRINGS Tod LOonNEY
152k sTOP

ot o s o ot 15 o

Wy papapals o
Eepn e
EEERE 9

o
1t
(i
o

LIEUTENANT -GENERHRL H. B-.
RLURREZ ~-MENDOZR

=2 THE BODEERIES
NEWMCASTLE-OMN-TYNE NE1 3X¥X
ENBLAaND

The only eventuality that the routine can't cope with properly
is a sequence of more than 32 characters with no spaces. A further
subroutine could be added to it to deal with this, but it really
is an unlikely eventuality.
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The routine works by breaking down the problem into successive
steps. We only have to worry about one set of characters between
oblique-strokes at a time, so lines 1000-1082 will .chop out each
such set, and line 1100 is called as a subroutine. If there are
only 32 characters to think about then the routine at 1200 can
just print them, otherwise we have to spread them over two lines.
If the first line happens to coincide with the end of a word then
the routine at 1300 can cope, otherwise we have to count back
along the string to find a space, which signifies the end of a
word, and then the routine at 1400 will deal with printing the two
lines in such a way as to avoid coming to the end of a line in the
middle of a word. In each case return is made directly from the
routine to the line that called it with GOSUB. Finally, line 1500
will handle the notional case of a string more than 32 characters
long without spaces, which is more likely to be a mistake by the
user than a valid name or address.

NESTED MENUS

A program such as a mailing list utility is likely to need
amendment from time to time as the nature of the business changes;
the method of program structuring suggested here relies on a set
of menu-structures to guide user choice, nested as necessary when-
ever the range of choices becomes too great. By ''too great" we
really mean that the program listing itself would become too
complex if we tried to arrange it in such a way that the user
could, by hitting a single key, select one from a wide range of
possible options. Instead, we make the user step through a sequence
of option-choices each time he wants to use the program, thus
narrowing down the possibilities to the one he wants. Although this
makes the user do a little more work (hit a few more keys), it's
likely to save time in the long run. The well-known acronym KISS
(keep it simple, stupid) applies here; apart from keeping the pro-
gram simple, we want to make it unlikely that the user himself
will make errors in option-choice. Otherwise he will sometimes
have to retrace his steps to correct errors and in addition we
would have to add a great many lines to the program, checking for
erroneous choices which might, under certain circumstances, cause
the program to go wrong; and on top of that, we would have to add
a set of error messages telling the user why his mistaken choice
wasn't being obeyed and what he was doing wrong. By the time all
that had been fed into the program listing, there wouldn't be much
room left for data.

As an example of a nested-menu structure, Listing 3.4 shows the
beginning of a mailing-list input, update and printout program,
and the screen display that it produces. Note how the half-line
commas are used in lines 110 and 120 to space out the display with-
out any need for separate LPRINT lines, and without having to use
PRINT AT. TAB is generally a quicker and less space-consuming way
of constructing ordered rows and columns of data on the screen
than PRINT AT.
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Listing 3.4

%

RENT FILES™.

12@ CLS
i@2 LET T=2%9
183 SLOU
112 PRINT ,.THRE S;
EROGRAN, ., ., TAB_2&;
LES . TRE T;“;“j#:ﬁg @:
2

120 PRINT Tﬁé :

\EJ"“

e- L
TRPFEVTRB 7T OB

5
ES FROM TRPE™; TRB £
HRRDOORPY FTLE‘“‘TRB -
138 PRINT .
ER FROM 1 TO 5™,
135 LET C=CODE’ INRE?;
148 GOTO
C28 BND (343
145 PRINT CHRE C
158 GOTO 1888xi{C-283
1288 REM OPTIDN 1
igdlig sTOPF
2928 REM OPTION
2@Ras COPY
=218 STOP
Sgae REM OPTION
Jalig STOP
A28 RBREM OPTION
STOR

A@18
S8R REM DOPTION E

&

2

Ll V)

1SS +18s {INKEY S "

“MARILING LISY
TENTER NEW F X
TRHMEND CuUR

auE'rries 1o
TLORD FIL
S ..TRE 8;

. "PLERASE TYPE' ﬁ NUHE
s TOROICE !

aND

MRILING LIST PROGRAM

ENTER NEW FILES
AMNEND CURRENT FILES
SHUE FILES 70 TRPE
LORD FILES FROM TRHRPE
HERRROCOPRY FILES

PLERSE TYPE

CHOICE: =2

8 NUMBER FRO®M 1

m & @ wm m

TG =

Lines 135 to 150 accomplish several things:

they wait until the

user hits a key, then check that it's in the range that the program
expects - otherwise it just cycles back to 135 again. The input is
printed on the screen, and then the program branches to one of five

subroutines depending on the value chosen. However,

the program is

structured to jump from one routine to another using GOTO rather

than GOSUB. Although this may seem less lucid,

it means that we

will later be able to jump back from any subroutine to the main
menu without having to worry about one too many or one too few

RETURNs.

structure the program with nested GOSUBs,
amendments to the structure suggested here.

35

To add clarity to the program we can,
the line numbers we're jumping to as variable names,
can't use the branching-technique of line 150.
this only requires minor

of course, predefine
but then we
If you prefer to



Nesting is going to come into it because we have not outlined
the full range of choices available to the user in this first
screen display. The option "AMEND CURRENT FILES" breaks down into
several sub-choices, and if the user takes this option he will be
presented with a sub-menu as in Listing 3.5 (after a suitable
delay to show him the choice-number that he has picked, on the
bottom line of the first screen display).

Listing 3.5

12 REM MAIN MENU
1i8 STOP

g&@ LET T=29

23@ SLOuU
22@@ CLS
2218 PRINT ,.TRE 18; "SUB-MENU TWu
OV..,,TAB_@; "DELETE ONE FILE“:TH
B T 1", .TRE B "ADD TO EXISTING
FILEsS™ . fa| T; & .
2V28 PRINT TRE 8] "CHONGE ONE FIL

EVSTAB T. 3", . TAE @; "RETUERN TO =
BIN MENUM,TRB T:%4a", ., '
2838 PRINT_ .. PLERSE TV¥PE & NuME
ER FROM 31 4V, ,"CHOIQE: »;
2848 LET C=00DE INKEYS

=058 GOTO 20468+2@% {INKEYSc ™
o C»28 AND T<¢33}

ZVER PRINT CHR3 C

2PTR GOTO 2iH0+155s 10 -287
2208 REM OPTION 1

2212 EO0TC 188

2FO8 REM OPTION =

23i@ sToOR

2482 REM OPTION =
2410 COPY

2428 STOF

2588 REM OPTION 4
FOTD 228
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DELETE ONE
20D TO EXISTIMG
CTHARANGE ONE FILE
RETURN TC MRIN MNENU
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The sub-menu identifies itself as such, with a number (TWO) so
that further sub-menus can quote sub-menu two as an optional
choice for the user to jump to. It's also important to give the
option to return to the main menu; the user can always avoid con-
fusion if he works his way back to the main menu and then starts
following his path of option-choices again (and much the same
comment applies to the programmer).
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Programs written in this way have a nice modular structure such
that one can tack extra bits onto them at will as the need arises;
if the distinction between the main menu and the sub-menus is
maintained, no problems should arise. If necessary, sub-sub-menus
can be created, although there is a limit to the complexity of
program that the ZX81 will be able to hold in memory.

WINDOWS

In the examples given so far, the user has not needed to hit
more than one key to indicate what he wants to do. Inputting data
is a different matter and some care must be taken to display the
data in the right place on the screen. We have already given an
INKEY$ routine to collect multi-character input, but if the input
breaks down into different types of data, then screen "windows"
must be worked out by the programmer to arrange the data in such a
way that the user has the best chance of spotting errors. Listing
3.6 shows a typical data entry routine in a program intended to
store employee information. The INKEY$ routine is called repeatedly,
in an amended version which allows different parameters to be
passed to it for each item of data. Two of these parameters are row
and column values for PRINT AT, and they ensure that the data
appears in the appropriate screen location. Another parameter,
length, is set so that the data display cannot overlap the text
printed on the screen by line 10.

One irritating aspect of the ZX81 keyboard is that a space can-
not be typed in under such circumstances as it BREAKs the program;
however, the printout accompanying Listing 3.6 shows that a full
stop serves to make the display of the name and address suffici-
ently clear. The program is in fact doing quite a lot more than
just displaying data, which in normal circumstances would probably
be loaded into the elements of a string array. It is also validat-
ing it to a limited extent. For example, the first item can consist
of character codes 28 to 63, which is necessary as a National
Insurance Number will contain both letters and numerals. The second
item can only contain numbers (codes 28 to 37) as this is all that
is required to enter the age - keyhits outside this range must be
errors and are disregarded. In the same way, setting the maximum
length of the "age" input to two characters eliminates a number of
possible input errors.

SEARCHING AND SORTING

Most business programs will have to do a lot of searching
through data, which in the case of the ZX81 will probably be stored
in an array; it may also be necessary to sort the data before
storing it in another array or perhaps sending it to the printer.
Most of the methods of searching available to the ZX81 BASIC pro-
grammer carry bad news with them; they are either slow or greedy
of memory space, and usually both. The simplest method is to use a
FOR/NEXT loop to match up a search key with each of the elements
of an array in succession; the trouble here, as has been pointed
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Listing 3.6

18 PRINT TAEBE 4: "NEUW ENPLOYEE
ETHILS™", ;,.Tﬁﬁ ﬂ‘“N.I. N, 20 .TQE

28 ; “RQE .‘TRB & "SURNAME :
; : TRB E'"FIRST NAME: ", ... TAB 9
RDDRESS:

2@ LET Ps="sasseag3ia"
S8 GOSUIBR 18388

4@ PRINT AT B, o=

S8 LET Pﬁ““B?ES@E@SES“
B8 GOSUB 18@a

78 PRINT AT R, C; "
88 LET Ps="B35sispshan
2@ GOSUB 1204
188 PRINT AT R,O; ™ :
1ié LET P$‘“533815381ﬁ“
128 GOSUB 1888
13@ PRINT RT R, ™ :
i4@ LET P$‘“532?31113@“
158 GOSUE i1@@

R=U8L P%{(7? TO 83

C=URL P2 TO 2

18168 PRINT AT B,

i@i2 IF LEN Bs= URL PSS 70 8 ThH
EN RETUBRN

115 COSUBR 1483

1828 IF CODE Af=131S THER RETURN
1848 IF CODE A%=114 AND B&:-" TH
EN SOTE 13188

1858 IF CODE Re»=URL P2:3= TO 43
SND CODE As<=URL P2{ TO 2 THEN
SOTO 1288

1288 BOTO izie

1388 LEY Bgs=Bsi{ TO ELEH Eg-111

i FPRINT RY B, O™

2 LET L=GC«}

g 5078 1818

& LEYT Ba= Eﬁ*ﬁﬁ

1218 pPINT a7 F =12

L2508 Sﬁ?ﬂ 1@1@

i4B8 LET 2 = f“ﬁ“ AnND Z$=" i siv
UORND Zs=

1426 PRINT ﬁ"" R.C:Zs;

1425 LET As= AN&E?*

2427 IF AS="" THEN S0TO i85

14238 RETUERN
NEW EMPLOYEE DETRILS

FURNEME: HERRRISON

IRBT NAME: CHRISTODHED
™
s
-

oA

S
ET .LOHNDON. LD
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out, is the slowness of the FOR/NEXT loop in ZX81 BASIC. An alter-
native is to store a pointer to each item of data at the time that
the data itself is stored; however, apart from the memory taken up
by the stored pointers, it may be necessary to search through them
instead. In the end, the way to speed up searches is to presort
the data so that either the first item of data encountered by the
search is the one we're looking for, or else we can be confident
that there is a high probability of finding the item we want among
the first few items examined.

That does not necessarily mean that the data must be sorted so
that the items we are after are '"at the top', such as, for example,
being stored in the first few elements of an array. Provided that
we know the principle that was used to do the sorting, we can use
binary search methods to find the desired item in a small number
of steps. In fact, we can predict the maximum possible number of
steps in the search and so ensure in advance that excessive time
will not be taken up by it. Binary search techniques will be
covered at the end of this chapter. First, what is the best sort-
ing method to use? In introductory works, when sorting is mentioned,
one invariably finds a listing of a bubble-sort algorithm. This is
on the whole the worst kind of sorting technique, as it is the
slowest in the great majority of cases; the exceptional case is
when the list is already mostly sorted.

Great controversy rages around sorting algorithms, but the one
presented in Listing 3.7 is claimed by its proponents to be optimal
in speed, and it doesn't take up too much memory either. The list-
ing is shown as a test routine which you can use to find the best
value for L. It's a shell-sort in which the program looks at two
values in the array A, where the difference between their two sub-
scripts is equal to L. Starting with the first element, it works
its way up to the end, swapping values where necessary to produce
a sequence of numbers from low (element 1) to high (element N,
which is also defined by the user). It necessarily skips many
numbers, so it then starts again with half the L value, and so on
until L=1.

The idea is to avoid moving the same number more often than is
essential. A bubble-sort would tend to get the numbers into the
correct locations in the array in a large number of steps, adjust-
ing the position of each number by only one subscript at a time.

In fact an even better sort procedure is to have two values, say

P1 and P2. Instead of comparing numbers at A(1) and A(L), such a
routine compares numbers at A(P1) and A(P2), then increments P1 and
decrements P2 and repeats the procedure. The trouble is that the
listing then becomes quite long. This is not a problem from the
point of view of memory space, but it has to be remembered that the
ZX81 interpreter runs very slowly. In the listing shown, the actual
sort routine is at lines 110-240, and although most of the lines
are quite short, most of the time taken by the sort comsists of the
interpretation of the characters in the lines such as brackets,
variable names and so on.
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Listing 3.7

§, TREREY [IZET O
4 B
= N.CUI0NRT O UnDLUuEn Ee
= L
P i
=
iE Iniy
31 ==
2= = =3
18 BRND
B2 FOR X=0 7o N
38 LET BiX) =INT SpNDziaEs)
38 NEXT X
48 S0
431 GOSUR =68

11@ LET L=INT ({(LsZ)
128 IF L<0 THEN QRDTO D48

i4@ FOR J=0 TO N-L
E%S@ iF B(J} ¢=R{J3+L})} THEN OTO =
1668 LET S=R{.
178 LET Ri{Jd) =Sfidsi}
188 LE7T 8B{J3+L) =S
i8¢ LET T=0D
=28 NEXT J
238 IF T THEN G0OTC 132
248 SDT. iiw

(4
[
4]
o
™
()
e

247 PRINT “DOGNE"™

258 80OsuUBR 386

2858 FAsT

=268 STarR

S8& FOR X=0 TO N

318 PRINT RiX); ™ Rt -
228 NEXT X

338 RETURN

This slowness can be shown by setting the array size to 50 and
the value of L as 32. Despite the fact that the array has been
filled with integers, which should be very slightly faster to deal
with than values with decimal components, the routine takes around
24 seconds to sort the random values into ascending order. Choosing
an L value of 16 reduces this to about 16 seconds, and indeed one
should experiment with different L values once the array size is
known, as this can bring substantial improvements. Nevertheless,
sorting 1000 numbers or so is always going to be a time-consuming
task.

The best advice to the business user, therefore, is to keep
arrays of data to a modest size whenever it is going to be neces-
sary to sort them. Once the sorting has been done, a binary search
procedure is probably the best way to get at a particular item of
data. An example of such an algorithm can be seen in Listing 3.8,
where some lines have been tacked on to Listing 3.7. The value of
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K has previously been set at 700 (any value can be chosen) and

this has been inserted into the sorted array. Lines 275 and 280
will look at the value stored in A(Q) and, if that value is greater
than K, then half the array can be disregarded from that point on
(the top half in this case, elements 21-40 if a 40-element array

is being used). Similarly, the bottom half can be disregarded if
the value is less than K.

Listing 3.8
SEEE ET D=Ns2
282 LET sg=N
=585 =EEM
278 IF Rig =K THEN SO =&
2758 IF RIS (K THEN SODSubB Tas
258 IF S8iIi2: K TREN SOosus SOk
285 [3OTo =255
28 FOR X=0 T N
=18 PRINT /Xy =

228 NEXT X
338 BEhen.
: E “FOUND BT “":INT &
Slg@ s7OP
o283 LET =2
818 LET 8=R-s2
828 RETURN
788 LET @=8+{28-3! 2
T18 RETURN

The remainder of the array that still needs to be examined is
divided in half once again, by the subroutine at 600 or 700, and
another examination of the resulting A(Q) value is made. This pro-
cedure of successive subdivision quickly reduces the area within
the array that needs to be searched, and in the example of a 40-
element array, it only takes a split-second to find where K is
stored and jump to line 500 where the answer is printed on the
screen. The great advantage of the binary search is that the
search-time does not increase linearly with the size of the array,
so that it will still take only a very short time to find a value
in a thousand-element array; but, as mentioned above, getting the
values in that array sorted quickly is a trickier problem.
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Chapter 4 Supergraphics

In the early days of microcomputing, users were instructed by
manuals to use PLOT statements (or their equivalent) to create
graphic displays, not only for graphs but also for games. Although
some programs are found that use such methods, authors of game
software generally don't implement their programs in this way
nowadays, but use string-printing techniques instead. This is the
procedure known as ''supergraphics'", and on most computers it takes
two distinct forms. One method is to build up a string literal by
using character codes and concatenating them so that they are
embedded in a long string; the other is to set up a dummy string
and POXE the appropriate codes into it.

The distinction is of less importance on the ZX81, where nearly
all the graphics characters available to the BASIC programmer are
accessible from the keyboard, so that the string can be typed in
just like a BASIC program line of keywords and numeric values.
Normally the ZX8l1 programmer will set up a string which already
contains the characters he wants, typed in from the keyboard.
There are still occasions when concatenation is needed, as in
Listing 4.1. This shows a method of creating a black screen to use

Listing 4.1

s FRST

4+ LET K=784

8 DIM B$iK)

@ FOR X=1 T K
22 LET BsixX)=F"
38 NEXT X

188 CLS

1895 SLou

288 SRINT B2

=88 CLS

228 PRINT Bg

as a background for the display of white-on-black characters. If a
string of 704 black squares is built up in advance of the main
program, it can be printed on the screen very quickly (though not
exactly instantly) even in SLOW mode. The CLS statement is even
quicker, so this is a way of making the screen flash between black
and white, as is done in the program in the Listing.

It takes six seconds for the 704 characters to be built up in

the A§ array, and the normal method of dealing with such delays in
games programs is to print the rules of the game on the screen
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while this initialising process is going on; once all the string
variables have been set up, the game can be played repeatedly with-
out further delays. Note that the Listing stores the characters in
an array rather than a string variable. There is not a lot of
difference between the two types of string-storage in ZX81 BASIC,
but the reason for doing it this way is that the initial delay is
much shorter. This is because the interpreter sets aside 704 bytes
for storage of the string all in one operation, as it executes

line 9. If, instead, we did it by setting up a null string:

9 LET B$="""

and then built up this string variable by concatenation:

22 LET B$=BS+'(black square)"

the interpreter would have to extend the length of the variable
table by one byte on each iteration of the loop, since it "wouldn't
know" what the final variable-length was going to be. The addi-
tional housekeeping that the operating system has to do, when the
length of the variable table changes, causes an additional delay
of at least another five seconds.

Whichever method of building up a string is chosen, the pro-
grammer will want to embed cursor-control codes in the string to
move the screen-cursor around in between printing parts of the
string on the screen. Sadly, this can't be done on the ZX81.
Although there are character-codes representing the four arrow-
symbols on the keyboard, as well as code 118 decimal for NEWLINE
(carriage-return), these take effect only during editing opera-
tions or when moving the program cursor down a listing on the
screen. Trying to use them in a string-literal just produces a
question-mark. This, together with the slow execution speed of
ZX81 BASIC in SLOW mode (equivalent to about ¥ MHz), severely
limits graphics applications of the computer which require speedy
display of images. In the end the answer is to use a bit of
machine-code to speed things up; information on various ways of
doing this will be given in later chapters.

The absence of cursor-control during printing on the screen
causes problems which are illustrated by the various examples in
Listing 4.2. This is an extension of 4.1, and maintains a black
background while showing the speed at which the same graphic image
(a grey rectangle) can be built up using different coding tech-
niques. In the first example, lines 500-510, the image is contain-
ed in a single print-literal; this is the fastest of the routines,
but unfortunately it blanks out the last part of the first line on
which the image is printed, all of the second line and the first
part of the third line. We could get over this in the example
given, by modifying the print-literal so that it printed black
squares instead of white spaces, but of course this is of no help
if we want to print something else in the area surrounding the
image and not have it erased every time the image is printed.

43




Listing 4.2
= F&RET
4 LET K=784
S DIM BRIK)
A8 FOR X=1 TO K
=2 LEYT Bgix="F"
MNEXT X

132 CLS

i85 SLau
288 PRINT
I@8 CLS

488 PRINT
1@ PRUSE
S88 PRINT
512 PRINT

S48 PRUDSE
S58 PRINT
S88 PRUSE
SRa PRINT AT =5
W friHT 318.68;"

S48 PRUSE 188

viTRE P

i LA K YOS e N OB

(0 38 K30 030 38 Y v} -
VT A0 0

BRINT TEE P25 iRy
NEXT &=

[SE POUSE 1608

S28 RRINT AT &.8:0%
i1gas FasST

Ly
e
Vel i

To solve this problem, the second routine (line 600) uses PRINT
AT. However, the routine is perceptibly slower in building up the
image. An improvement is gained in the routine at 700-720 by
setting P equal to the column number and also by using TAB. Apart
from saving memory, there are fewer numeric literals in the line
for the interpreter to decode into locations within the Display
File, so it is that much faster.

The routine at 800-860 seems to be a step backwards. Apart from
being much longer, it is noticeably slower. However, imagine what
would happen if the image we wanted to print stretched over (say)
twelve lines of the screen and we wanted to change some parts of
it from time to time before printing the new version. The FOR/NEXT
loop, used to print each element of the string array in turn,
would then be the best way to do it.

One often comes across routines which POKE byte values to the
Display File in order to build up screen images. These seem to be
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based on a misconception about the relative speed of different
routines within the BASIC interpreter. Although POKE is quite a
fast routine, it requires two numeric arguments, the memory
address and the byte value.

The first argument can be worked out by the program, by finding
the address of the start of the Display File in locations 16396/7,
but it then has to do some calculations to get from that to the
memory address where the value is to be stored; the value itself
will normally be quoted as a numeric literal in the program and the
interpreter will have to convert it from decimal to binary. As a
result of all this, a routine to build up images in this way will
be quite slow and offers no compensating advantages over the
methods described here. It would be quite different if the values
were being loaded into the memory locations by a machine-code
program, but that is another matter.

ANIMATION

We'lre still a long way from the arcades; what is the best way of
getting our images to move around the screen? There are two
problems: blanking out the current image before printing it in a
different location, and getting it to move as quickly as possible.
Listing 4.3 attempts to cope with both problems. As you can see,

Listing 4.3

1 BOTO__ 188
20 PRINT RT R.8:
28 RETURN

3@ DRINT TRE P wmaapes Basy
BR 8" 5 BE.TRE P
wu rRE bt 1N <

58 PRINT THRE F:RS;THREB P RE:TRE
F‘?Fiﬁ,, TRE PiaEgE;

188 RENM MRIN ROUTINE
iRE2 LET Bg=" B
iQ3 LET =
184 LET ¥
iRs LET i
A7 LET U
IS SLDU
118 LET R=31
138 FOR D=2
137 GOSUB =
128 COSUE U
U

[

128 GDLEsUBE

i3k GDSUB

148 MNEXET P

2RE L2

338 PRINT AT i5.8;
322 LET P=

Z3E SosSUs 38

=245 FOR o=y TO 4B
ISR SCoRIDEL

ARE MNEXT D




it uses my impression of a sideways view of the Starship Enter-
prise; however, I make no claims to artistic skill. The program
uses a number of devices to increase speed: one of them is to place
the subroutines at the beginning of the program so that they will
be accessed faster, but in this particular program you could re-
locate lines 20, 30 and 50 to place them within the main screen-
display loop in 115-140. It depends whether you will need to do
things like erasing the picture currently on the screen (this is
what line 50 does) at several places within the program.

The Listing also uses short variable names for line-numbers as
objects of GOSUBs; this increases speed slightly. The effect is
that the fairly complex shape of the Enterprise moves across the
screen from right to left. Each previous image is wiped out by an
eleven-byte string of spaces repeated four times. One disadvantage
of this is that the area really occupied by the Starship is
slightly more than it appears, being a 44-byte rectangle on the
screen, and anything else that appears within that rectangle will
be wiped out by line 50. You could alter this by using four dis-
tinct strings of different lengths to achieve the erasure of the
four strings making up the image, and indeed you could eliminate
the leading spaces which are included in the string-literals
quoted in line 30. Then, however, you would need a number of
numeric variables to act as different PRINT TAB position, whereas
the existing technique lets you use just one (P). The longer the
variable table gets, the longer the ZX81 will take to retrieve a
variable value from it.

If you type in and run the program as shown, there is a final
display of a different kind; the Starship moves from the bottom of
the screen to the top. This time there is no impression of a
picture constantly being erased and redrawn, and the display is
altogether smoother. This is achieved by using SCROLL, which
relocates all the screen lines by moving them one line up, some-
what faster than can be done using a BASIC routine. The SCROLL
statement offers the opportunity for fast graphics of a particular
type, best exemplified by the game '"Meteor Storm'. An example of a
program of this kind is given in Listing 4.4, which is only a
partial implementation of the game. Plus-signs representing the
meteor shower are printed in random positions on the bottom row of
the screen and scrolled up in an infinite loop. This means that the
spaceship, represented rather unimaginatively by a black square,
must continually be printed again in its fixed position at the top
of the screen. By hitting the keys at either end of the bottom row
of the keyboard, the ship can, however, be made to move left and
right to dodge the meteors. The next step is to give the ship a
laser cannon to destroy meteors directly in its path. This can
certainly be done, but as soon as one adds the necessary logic to
the program, it begins to slow down too much. SCROLL is a good way
of moving the entire screen display, but the slow execution speed
of ZX81 BASIC represents a barrier to the development of sophisti-
cated graphics which can't be overcome. The best advice to those
who do not want to move on to machine-code in order to sidestep
the problem is to restrict one's ambitions to small displays.

46




Listing 4.4

FRET
LET
=ET
LET
LET
EEL
EEL
LET
LEl
LET
REND

LET DPE="FEER {(Z+1+PEEK R+PE

EX Pz} v
48

sS2
a8
T8
Q8
iad
i38
148

SRINT AT

LET U$=“EH
FRST
CLS
iEy
SLOW

PRINT AT O.Z;U4%;
PRINT RT L,.RBNDsJ: "+

SCROLL

IF URL DE=L THEN &GOTO F

IF INEEYg="Z" THEN LEYT Z=Z-
IF INKEY&=" THEN LET =Z+
IF Z<0 THEM LET =0

IF Z2)J THEN LET Z=uJ
2070 ©

IF Z¢2 THEM LET Z=o
iFf Z:29 THE& LET =23
@_& n‘han.

Z=15

-

It
=

=

=

BT 1.=2

Listing 4.5
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A surprising amount can be achieved within these limits.
Listing 4.5 is a rather entertaining example of animation which
uses a technique familiar to all those who have worked in the
field of cartoon animation: one part of the image is unaltered but
is printed in different screen areas in succession; meanwhile,
other parts of the image alternate between two different versions,
giving the impression of a running dachshund.

The program is structured so as to minimise the amount of
printing-and-erasing that has to be done. The top two strings pro-
duce the head, tail and body of the dog, and C$ portrays straight-
ened legs. It's then necessary to insert a short delay into the
program to allow this visual image to register with the viewer.
PAUSE would be the obvious choice here but, unfortunately, it
produces a screen flicker which we want to avoid. It turns out
that a FOR/NEXT loop takes a little too long for the interpreter
to evaluate even if it is set to count FOR D=1 TO 1, so instead we
use, in lines 134 and 170, the dummy expression which is shown in
the Listing, and which is evaluated by the interpreter after just
the delay period we need. A slightly longer delay can be produced
by substituting a numeric literal for PI. We need the delay after
D$ is printed as this represents the legs at an angle, and again
the viewer needs a split-second to take it in.

Very little visual information is in fact produced by the
entire program, and yet it's sufficient to convey the right per-
ception in the user, who supplies most of the missing information
in the act of "recognising" the view of a running dog. Similar
effects can be produced by careful selection of print-string
symbols,

SCREEN DRAWING

All the images used in the Listings in this chapter could of
course be produced by using PLOT, but if you try to recreate even
the smallest of these by this means, you will soon see that it's
far too slow for most practical purposes. There is, however, a
very useful application for PLOT in the planning stages of any
graphics program that will need a complex figure, to be built up
with graphics characters. The idea is that it's quite tedious to
work out the combination of graphics characters needed to make up
a given shape; it has to be done on a trial and error basis, and
editing long strings to change one or two characters is time-
consuming. One would like to just draw the figure on the screen,
and then have a routine which automatically works out the equiva-
lent byte-values for the graphics strings. Naturally one wants the
best resolution possible, which will mean using all the available
graphics symbols, and yet it seems that the only way to build up a
picture at maximum resolution is to use a program which PLOTs
pixels onto the screen.

In fact it's possible to build up the image using PLOT and still
have the program work out the byte values for the graphics charac-
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Listing 4.6

rR>11

=
eRTh 21
PRINT AT
LET PR=182
LEY
FOR
FOR
LET

=alé
=2asa
=282
=878
28868 LET
2022 PRINT
RIR, CY;"™ m;
21282
21318
2118
=21l28a
=138
2148
22068
peindn ]
S2alg
3828
3IAa3d
4888
4@la
4828
4232

-H

-3 giz=2 2
=135 §i33 @
gizs =2 =5

= == el

Z+31

NEXT
LET PC=2
LET Z=Z+27

NEXT

STOP

BPLOT R.T
UNPLDT R.CT
PLOYT R.C
RETURN
UNPLOTYT R.C
PLOT R,C
UNPLOT R.C
RETURN
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INKEYE="D"
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<36 THEN 1 537
PLOT THERN SGsus
NOT O BPLOT

=

LET R=2

S =3n

SRS
THERM SGSiiER £3889

=28 TooNET;

4
(=3

BT PR,PC;CHRZ: IR C};
LET sz?%ﬁ-i-ﬁ

LET Pg =FR+2

BONE

|1z
giza

S deoe




ters. Listing 4.6 shows how to do this. The essential idea is that
a one-byte graphics character is only the equivalent of a combina-
tion of four PLOTted or UNPLOTted points, so far as the ZX81 is
concerned. For example, suppose you executed:

10 PRINT AT 0,0;'"(black square)"

As a result of this, the memory location holding the first byte of
the Display File would contain the value 128. If you were to clear
the screen and then execute:

10 PLOT 0,43

a pixel would appear top-left on the screen, and the memory loca-
tion holding the start of the Display File would now contain the
value 1. This isn't a special byte-code for PLOT values, it's just
the character code for a graphics character made up of one black
pixel top left and white space for the other three pixels. There-
fore, you could PLOT the three adjacent pixels to the one you had
already PLOTted, and then the memory location in the Display File
would once again contain the value 128, since a square of four
PLOTted points is equivalent to the black square graphics
character.

Of course, it can get more complicated if a black square on the
screen is really made up from a black rectangular graphics charac-
ter on one line, and another rectangular character in the same
column of the next line down. Then you have to look up the two
different characters and put them into the appropriate one-line
string literals. Listing 4.6 is designed to avoid this procedure,
by allowing you to draw any image you like using PLOT and then
working out the equivalent in terms of lines of graphics charac-
ters. A$ is used to hold the string representation of a function
which will find the memory location of a given byte in the Display
File; lines 200-400 centain the drawing routine. It incorporates a
repeat-key effect, so that you can draw a line from left to right
just by holding down the R key. The keys L, U and D handle move-
ment left, up and down. If you want to erase part of the picture,
hitting X will put the routine in UNPLOT mode, and of course this
key is also used for moving the 'paintbrush'" to another part of
the screen without leaving a black trail behind. Hitting P will
put the brush back in PLOT mode.

In the listing, the picture is built up in the top left part of
the screen, allowing an 8 by 12 pixel grid; it could be larger,
but you need room on the screen to display the equivalent graphics
characters and byte values. A small refinement in the program is
that the current location of the brush on the screen is indicated
by flashing that pixel on and off, making things much easier.

When the picture is complete, the user hits the Z key. The
routine will then fill up the array A with the byte values repre-
senting the 24 graphics characters that make up the pixture. It
does this by PEEKing directly into the Display File, using A$ to
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calculate the locations to examine. At the same time it prints the
graphics character, immediately followed by the equivalent byte
value, arranging this material in a 4 by 6 chart on the screen.

It can be seen that the Listing as given doesn't actually need
an array, but the advantage of storing the values in an array is
that one can clear the screen and draw another picture without
losing the information about the first one. For example, if a
third dimension of ten elements is added to A, ten pictures can be
built up in succession, and then each one can be displayed on the
screen by writing a routine to print the CHR$ equivalent of the
values held on each '"page' of the array.

The one limitation of this program is that it can't handle grey
characters, but of course the Sinclair character set is also
limited; of the various permutations of four grey pixels within a
graphics character-square that can be worked out, only a small
number are actually available in the character set and therefore
printable on the screen,

By combining all the techniques described in this chapter, the
BASIC programmer can achieve effective graphics animation at a
modest level of sophistication; and that's all he can do with a
ZX81. The limiting factor is the speed of the BASIC interpreter
and, until BASIC compilers become available for the machine, the
programmer must turn to machine code for more elaborate programs.
It is worth pointing out that there are two possible approaches to
the use of machine code for this purpose. If we once again consider
Listing 4.3, and compare it with the effect it produces when the
program is typed in and run, it becomes quite clear that some frag-
ments of the BASIC program are already adequate to our requirements,
and it's only a few lines that are slowing down execution to the
point that no further enhancements can be added to the routine
without ruining the animation effect. One problem is that the four-
line image does not appear instantly, but takes a perceptible
split-second to build up. On the other hand, one notices no problem
with the part of the program which erases this image. As a matter
of fact it takes about the same length of time for the erasing to
take place, but because of the way our perceptual systems work, we
tend not to notice it so much.

The PRINT AT statement is also quite slow; this is not so
apparent from the program, but soon becomes obvious when one
experiments with it. The delay is in that part of the ROM routine
which calculates the new position for the screen cursor and stores
equivalent values in the operating system extension in low RAM.

Finally, the FOR/NEXT loop is itself slow, particularly when it
has to count backwards as in Listing 4.3. Other parts of the pro-
gram, such as the GOSUB calls, do not add any noticeable delay and
there would be no particular point in writing a machine-code
equivalent for them unless we had in mind a very ambitious pro-
gramming project.

We could therefore consider writing about three short machine-
code programs, each one intended to replace one of the lines in
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the program. Each would have to be accessed with its own USR call;
in some cases it would be necessary for the result of the routine
(such as a new PRINT AT location for the cursor) to be passed back
to BASIC, which is something the USR statement can do. One would
end up with a thoroughly hybrid program, alternating between BASIC
lines and machine-code fragments.

The attraction of this technique is that the minimum of machine-
coding has to be done. However, the limiting factor is the execu-
tion time of the USR statement; this is still part of BASIC, and
effectively adds a fixed time-overhead to each machine-code routine
that is called directly from BASIC. The other problem is that the
programmer will have to be very careful that the routines he uses
carry out exactly the same housekeeping tasks as are implemented
by the BASIC statements they replace. As an example of what is
meant by housekeeping, consider the PRINT AT column and line
numbers which are stored in locations 16441 and 16442. Nothing is
easier than to write new values to these locations during a machine-
Code program, in order to move the cursor around the screen.
However, this is not all that the BASIC PRINT AT statement does;
it also has to adjust the values in 16398 and 16399, which repre-
sent the memory location within the Display File into which the
next PRINTed character-value should be loaded. Working out one set
of values from the other is not entirely straightforward, but if
the programmer does not emulate BASIC in this way, strange things
may happen to his program during subsequent execution. Most of
these problems can be avoided by staying in machine code until all
the necessary visual effects have been produced, and only then
returning to BASIC; the machine-code routine will then be longer,
but the programmer will have to spend far less time worrying about
the way the operating system works. Examples of both approaches to
the problem will be given later, but in most cases I would strongly
recommend against attempts to replace isolated BASIC statements
with machine-code routines on a one-for-one basis; the way in which
the BASIC interpreter works is much more complex than this.
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Chapter 5 Artificial Intelligence:
Simulating intelligence

Artificial Intelligence programming plays a large and increas-
ingly significant part in the application of computers to
commercial and leisure activities. There are a number of reasons
for this. A great deal can be achieved with a sophisticated number
cruncher, such as the large computers used in scientific and
technical processing, but a machine of this kind is still limited
to the sequential treatment of a very large number of pieces of
data, and will have to be told by its program exactly what to do
with each one. It would be much more interesting if we could feed
a computer all the information we could lay our hands on, sit back
and ask it the answer to Life, the Universe and everything.

What prevents us from doing this? For one thing, the computer
doesn't understand English, and we must communicate with it in one
of the available computer languages, none of which seems to have
made provision for enquiries of this kind. Nor is the machine
designed to mull over a large number of pieces of data, looking
for interesting connections and analogies; the fifth generation of
computers now being planned may include parallel processing cir-
cuitry which makes this idea a little more feasible. Finally, it
seems that an enormous amount of effort, represented by extremely
long programs, must be put into an AI project in order to produce
even the simplest result. Such a program may allow the computer to
give the impression of competence within a very restricted field,
but the "payoff" is so limited compared to the input that we feel
that, surely, this can't be the way intelligence works. Further
progress is hampered by the fact that we really don't know how
human intelligence works; the more we consider the matter, the
more our ignorance becomes apparent.

The question of natural-language input to computers is central
to AT and will be considered in Chapter 6. The kind of computer
that is currently available to the home user is hardly powerful
enough to undertake the sophisticated data-manipulation operations
that are involved in any program that ''searches its memory' in an
intelligent way, and can come up with unexpected answers. However,
there are various ways in which a computer can be programmed to
give a variety of interesting responses, all of them relevant,
after a comparatively small effort has been made by the programmer.
Successful programs of this kind are nearly always games.

Consider the definition of a good game. The rules are unambig-

uous and not too extensive. The playing area and playing pieces,
if any, are usually not too numerous and are known to both players
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in advance. The outcome of the game depends on the skill of the
players in operating within the rules, and although all the facts
about the mechanics of the game are known, the result of play is
very difficult to predict merely from a consideration of the
strategies being used by the players; it's necessary actually to
play the game to find out who will win, and the number of possible
different outcomes of the game should be extremely large.

One approach that has been taken by AI researchers is to write
a program that plays a particular game well, preferably to an
unbeatable standard. The ZX81 programmer who is interested in the
problems of AI may well want to follow this route. He should,
however, be careful about the choice of game. Probably the simplest
game that is commonly implemented on microcomputers is Noughts and
Crosses. There are two ways of doing this; one is to work out
algorithms corresponding to optimal strategy in the game, which is
not too difficult, and feed them into the program. The other is to
make the computer choose moves at random, but only after discard-
ing moves that it has previously tried in losing games. Eventually
all the bad responses are discovered and entered into the database,
although it can take quite a few games before this happens.

Not a lot about AI techniques can be learnt from such an
exercise. The "brute force' approach of trying all the moves, good
and bad, does not correspond at all to human practice and is feas-
ible in this case only because Noughts and Crosses is such a simple
game; to attempt the same approach with a more complex and inter-
esting game will lead to an enormous increase in the permutations
of moves that must be tried before intelligent play can be achieved
by the computer. Working out the algorithms is a programming exer-
cise for someone who wants to develop his understanding of a
particular computer language, but this is not the same as discover-
ing how intelligence works. After all, the programmer already knew
how to play Noughts and Crosses well, but he had to make the effort
of translating his knowledge into a computer program; having done
so, his skill at the game is unlikely to be any greater than it
was before.

At the other extreme, there are already several Chess programs
for the ZX81, and there is no reason why one should not write
another, or try something less ambitious like Draughts. Even a
Draughts program is still a major project, and many hundreds of
man-hours should be set aside for it. The programmer should also
consider what he will achieve as a result. Ability to play Draughts
well is after all a very small aspect of an individual's total
intellectual capabilities. It is an ability not an aptitude, that
is, it represents the result of playing many games of Draughts and
inferring correct strategy from this experience. The programmer is
smart enough to carry out the same procedure with any other game
that he wishes to play well, but his smartness is not contained in
the strategy for Draughts; this strategy can be programmed into a
computer as a Draughts program, but the computer will not thereby
become any smarter, and the program will not enable it to play any
other game.
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The program for the ZX81 which makes up the rest of this chapter
is the result of taking a different approach to the problem. It's
a game, but of an unusual kind. The computer controls one playing
piece and the player another, the object being to destroy the
opponent's piece. The player, however, does not make moves during
play; instead, he must write down his entire strategy for the game
in advance, in the form of a sequence of instructions to the play-
ing piece. This is in fact a program, written in a very simple
language devised specially for this particular game. The computer
similarly manipulates its piece by following a program chosen in
advance.

Acknowledgement should be made to the inspiration for the game,
called Arena. The American company Muse Software released a pro-
gram for the Apple computer in 1981, called Robotwar. I have never
seen the game, and indeed it has attracted little attention in the
UK, but the idea for Arena came from reviews of Robotwar. The
point should be made that Arena is a much simpler game, and is
intended as an example of a particular approach to games program-
ming on which the reader will probably be able to improve.

Why choose this approach? Arena was not very difficult to write,
but a number of interesting conclusions emerge from it which seem
to repay the effort. The rules are so simple that the player ought
to know in advance exactly what will happen, but this is not the
case in practice. The player can study everything there is to be
known about the "strategy' that the computer will use, since this
is contained in the program that will govern the actions of the
computer's playing piece, and the player has access to this
""program". The player himself can write any program he likes to
govern the actions of his piece, but it turns out to be remarkably
difficult to visualise the effect of a given program and thus
deduce the optimal, winning program.

There is also the consideration that this level of programming
complexity is about right for the 16K ZX81, assuming that we are
writing in BASIC; anything more complex would probably run too
slowly to be practicable, or take up too much space. At this level,
however, there are many games of the Arena/Robotwar type that
could be written, and each should offer some insights into the
abilities and limitations of computers in the field of AI
programming.

ARENA

Imagine a futuristic battleground in which robots do the actual
fighting, following programs built into them by their makers. Such
programs cannot cater to every contingency, but must seek to give
the maximum amount of combat effectiveness in the various general
situations that may arise. The authors of the programs have to
envisage possible battle conditions and construct a series of
instructions which tend to give a robot - depicted in Arena as a
kind of ponderous tank - the best chance of destroying its enemy.

55




No program can be endless, so the set of instructions will loop
back on itself sooner or later. They must, therefore, be devised
in such a way that the robot is not trapped in a futile sequence
of actions that does not lead to tracking down and eliminating its
opponent.

In the game Arena, the battleground is a 10 by 15 grid on the
screen, and there are two robot tanks, one controlled by the
player, one by the Enemy. Turns alternate, and at each Turn a
robot can do one of five things:

MV Move one square in the direction it is facing. If this
brings it to the edge of the grid, the program automatically
reverses it to face in the opposite direction.

RL Rotate left. The robot turns 90 degrees anticlockwise.
RR Rotate right. The robot turns 90 degrees clockwise.

FR Fire. The robot has a front-facing cannon with a range of
five squares. Firing it causes a black blob to move away
from the front of the robot tank, and if it coincides with
the enemy tank, this scores one Hit.

FD Find. This causes the robot to turn towards the enemy tank.
In practice it can only turn in the general direction since
it is limited to orthogonal facing.

This is not, however, an "interactive' game in which the player
inputs his moves Turn by Turn. Instead, he must use a "program"
consisting of 22 commands, each of which must be one of the five
actions given above. The Enemy robot will have a similar program,
also of 22 commands. Once the game starts, both machines relent-
lessly execute their programs, action by action, returning to the
beginning of the sequence as they reach the end. The game con-
tinues until one robot has destroyed the other. There are two ways
of doing this. If a robot "rams'" its opponent, it automatically
destroys it, winning outright. Otherwise, if a robot receives two
Hits from its Enemy's cannon, it is eliminated and the opponent
wins.

The point of the game, of course, is to devise the most effec-
tive program for eliminating any opponent. The set of commands is
about as elementary as it could be, and it shouldn't be difficult
to work out the optimum program. After all, the potential of the
game is limited by the geometrical characteristics of the Arena
and the restricted abilities of the robots. There are, however,
many millions of possible programs and it turns out to be not at
all easy to work out the best one. It should be possible to deduce
the optimum program in the abstract, by reference to some standard
principles of game theory, but I know of no way of doing this; in
practice, one must devise a program, test it by running it against
a variety of opponents, and then rework it. The optimum program
will, of course, be the one that not only wins the game for its
robot, but does so in the shortest average period of time against
all opposition.
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If you type in and run Arena, it will begin by initialising a
number of variables and then displaying a menu of choices. There
is a Player-program built into the game - it's in line 2510 - and
you can use this to control your own robot without having to
devise a program of your own. In that case you have to select one
of four possible opponents. Programs for these opponents are also
in the listing, and have been worked out to show the effectiveness
of various simple combat strategies. Killer uses a lot of Fire
commands, trying to spray the whole Arena with cannon-shot, and
periodically Rotating to make sure of covering all angles. The
Player-program can usually beat him although it may take a while.

Seeker emphasises use of the Find command, usually following
this with a Fire instruction or two. This ought to work rather
well, but it can lead to some very protracted "end-games' against
the Player program. The reason is the inadequacy of the Find
algorithm, which checks the relative locations of the two units on
the X axis and then on the Y axis and changes the facing of the
Finding unit accordingly. If the enemy unit is diagonally removed
from the Finding unit, this will return only an approximate vector
and Seeker may tend to run past the Player robot without noticing.
The Player program is similar to Seeker, but includes a few Move-
Find-Fire sequences intended to overcome the inadequacy of the
Find mechanism.

The program for Random was worked out by the simple expedient
of printing out 22 random values between one and five and using
them as the program - the Arena-program uses numeric values from
one to five to store the robot-programs rather than storing the
two-letter abbreviations. This may sound flippant, but in fact it
is essential to test any new player-program against the Random
program to get an idea of its effectiveness. Since we don't under-
stand (yet) the full significance of the mechanics of Arena, we
don't know that a new player-program will perform better than the
results that could be achieved purely by random actions. It could
be that we have included a sequence of instructions within our
program which has a counter-productive effect, making it less
efficient than it would be by random action alone. Fortunately,
the player-program provided in the Listing passes this test;
Random tends to make little headway, as its program resembles a
Drunkard's Walk routine, and the player-program can usually catch
it from behind.

The final Enemy program, Runner, does surprisingly well; this
is because it tends to move on after it has been located by the
Player-program and before the Player-program has had time to fire.
In the end, though, the statistics catch up with it; it has very
few Fire instructions and so is a bit toothless. This illustrates
the point that you only have 22 instructions to play with, and so
any instruction that is included in the series must be more ''cost-
effective" in its particular location in the program than any other
instruction that might have been substituted. Unfortunately, Runner
occasionally overruns the player-tank in one of its mad dashes and
earns a quick victory.
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If you choose one of the Enemies and run it against the built-in
player program, your unit appears on the screen first, followed by
the Enemy. However, the Enemy unit executes its first command
first, followed by your first command, and so on. Initial dis-
positions are random. If you want to interrupt the game, which can
sometimes take a long time to reach its conclusion, hit any key
and hold it down; you will be returned to the menu.

If you type in your own program, enter 22 instructions using
the two-letter abbreviations for actions listed above (invalid
input will be rejected). The Arena program will then auto-run your
program against Killer, but you can of course interrupt this and
choose another opponent. You can preserve your program, which has
overwritten the built-in player-program in the first row of the E$
array, by hitting Break and entering GOTO 9000. This will SAVE the
whole Arena program to tape, including the variable table with
your program. Reloading Arena takes about 3% minutes, as it's
about 10K, and it will auto-run on reload.

Listing 5.1
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5 SL0u

18 PRINT ,..,.,.,.7T8F 1 "ARENR".
s ,TRB 13; "BYSTASE 5 “MIKE CGSTEL
LOY; TRE 1&8; "&RD BNy (2 1222, TE

B T: PLEARSE STaND BvV

1§ PRUSE =&

28 FRST

3@ LET INITIRLISE=Z000

38 LET STORE=S008

34 LET MENU=TOOS

38 LET COMMRND=5008

38 LET NEUFPROG=55008

id LET FLECE=S00O

458 LET UIPE=-£288

48 LEYT DISF=S58&&

55 DIM E$iS.2}

£S5 DIH Di=2=.53

78 LET XE="1INT {BND=1S) 243 +3°

T2 LET YE="{INT ({END:1OF 243 +5"

78 GOSUE INITISLISE

&8 LET PLAYER=2

S2 LET PPETR=%

83 LET EPTHR=FFTR

84 LET PTR=FPTH

S& LET WIPESUT=5

8& LET FDEF==

3@ LET FDEF=2

=8 CLS

295 GOSUB MENU

2@5 IF N=25 TRHREN SOTO NEUPROS
IBE LET ENEMY=N-Z5

BT LET FRAS ING=EREMY

=208 CLS

2i® PRINT B&:

=250 GOSUE PLECE
ﬂgga REM TRHRIS IS START OF MHAIN L.
318 GOSUE COMMEND

338 IF INNEYS:"" THEN &OTO =80
2@ IF LIPEGUT THEN &oOTH 1580
AGE LET SHASING= iENEMNY anNd oRAS
éﬁggs%n?sﬁi+£pLﬁvEﬁ SND PHASING=
419 LET PTR=I{PPTHE &ND DPHASING=:
} + (EPTR aND PRAESING LT

415 LET DIR=I(LOCDIR AND FPHASING
;$%HVER)+£FSEQIR ABRD PHRASING=ENE
428 LET XP=i{NLOC &ND DHAESING=PL
AYERS + INFOE SND SRS TRG=ENEMNY}
4@ LET YE={vLOO SGND DHAOSING=FPL
SYERS + IYFOE &ND SRGSINSSEREMYS
iGPE GOTO =68
1881 REM END OF LOOD
1SBE REM *+£:::s:UTREOUTEEE:E£:
15i® CLS
1S28 PRINT “END OF GSaME™
1S538 PRINT ..
1686 IF MIRESUT=2 TREN GOTC 1760
é@ia PRINT “"PLARYER UNIT DESTROYE
1620 PRUSE 56
16§58 GOTO =8
1700 PRINT “ENEMY UNIT DESTROVED

1718 PRUSE E&
172368 GoO7To =8

59



'y

2008 REM &« #ssINITIOIL ISEsxs
Bges LET £ s iy
2808 LET_A& =§$!+“¥‘ 3 2 NI A B

5§11 §

2019 L%T Eg=""
S@2@ FOR X=1 TO 18
2830 LET BE=BEcRE

Z848 NEXT
BE@ LET BEs=F ,(.--“Wr

S2PSS RAEAND

K

2188 LET ESty! =a2"Mu>

219= LET EgiS: =" b

2194 LET EgiI:=rE"

21898 LET EStd: ="Fr"

21898 LET EGI(S) ="FD"

2388 REM sid ENEMY PROGRAMS s
2519 E="040i104B8502010483010

S I e o
18105 Ii04ABICANSBASIEGASAD LY
2318 LET ENEMY=Z
2328 GOEUIE STORE
2332 LET NE="040Z05S01030401010183
1884004054 SBASSESEADSY
2348 LET ENEMY=S
=358 GOo51B 5TORE
2358 LET BE="00=0503518208
J BS80S BAOSEEDEOSEIRINED
23ITE LET ENEMY=4
2388 GOSUBE STORE
2388 LET S&="04i8310i1&10>0381C48308
21214301 IDIEZGIOLY
2408 LET ENEMY =S
=418 GOSUE STORE
2488 REM F 5 S ErfE st sssses
2508 REM PROGESM PROUIDED FOom
PLEBYER TO TEST &ESINST ENEMIES
2518 LET SS="0SCASSOLsCi0=Sa481858
4210504402584 10S8ABIB3 Y
2528 LET ENEMY=3
25368 GSOoSUE STOoRE
2548 RETUEN
S22 REM 2232 :r::2:S5TOREsrsereees
SP0E LET ¥=1
IB18 FOR X=31 T =2
S818 LET ZT¢=Li¢iY TO Vel
SB28 LET DIX,.ENEMYI=UAL =%
ZBEE5 LET VY=vVex
S@38 NEXT N
=848 RETULEN
ESEE REM S ELEsspefRNGOEFE Z BETHSET
L RTINS S R S B R L R L R B L E L2 22 R 283
SBB8E RAND
SR18 LET XLOC=URL xXg
SB28 LET YLOO=URL Y&
SUES LET LOCDIR=IWNT 1l 243 3%
SB27 LET DIR=LOCDIE
E038 LET XE=NiL OO
S48 LET ¥E=vi.ol
SHEE SoSLuE D IEm
SiP8 LET XFOE=UHRL ~N&§
S1BS IF XFOE=NLOD THER GOTS =108
19 LET YFOE=URL vs$
1S IF YFOE=VYLOO THEN GOTO 5118
17 LET FOEDIR=INT (BNDzd} +1
%g LET DIR=FOEDLIR
63

SI&LOZD

=
Stl

LET NE=NFOE
LET YP=VFOE

60



5148 GOSUE DIsSE
SEEE RETURM
SEs8 REgT*tﬁkﬁﬁfazaﬁkﬁﬁﬁﬁﬁiﬁ

@62 PLOT XEP-1,.YP-3
6063 PLOT XP+i.¥P
@64 PLOT NP+i,vE-i
S@EF RETURN

EBE7R PLOT NP-1.YE
@71 PLOT XP.¥H-3
5@FTE PLOT NDeL, vE-3
EBFS PLOT NB, . VvE+
BB7TA PLOT NP&i.vEei
@77 RETURN

ERE8 PLOT XP,.¥YE-3
EB@81 PLOT XP-1.v¥F

854 BL NE-1.NPel
&E85T RETURR
&B38 PL XE-L.,¥PF-1

E@87 RETURN

SEZ08 REPM 2L 28I E e
G285 UNPLOT XE,.¥YFE
52310 SOTD E2=EES+DIRXLE
EEEE UNBL OT HE ., ¥WE+%
E2E1 LNPLEOT XNE-=-3.VE
S2S62 LUNBLOY XPE-1L_ .WEPE-1
SEE3 UNBPLOT XDei,.VE
G254 UNPLOT NE+IL, . VWE-L
G287 RETLIRR

S237TE UNBLOT XF-1,.¥F
B271 UNPLOT WNF,.YF-=-1
EETE UNPLOT XFPF+L,YEPE-=-1
G273 UNPLOT XBE,¥YE+1
BE3T4d UNPLOT NE+L.V¥YE+L
5277 BRETUERN

BISE UNPLOT ®NB . YE-1
S281 UNPLDT XP-1.Y¥YP
SS82 UNPLOT NP+i.vE
S283 UNPLOT XP+3i.vE+2
52354 UNPLOT NP—&;?P+1
B2ET BRETURRM

DESE UNPLOT XNE-i1,.YE-1
SE281 UNDLOT XE,.¥EPE-3%
S282 UNPLOT XF+1.YPE
§295 UNPLOT NE-3 . WE+1
o234 UNPLOT XP,¥YF+i
5287 RETURN

THES REM rrsrreseMHErlrsrreryrss
TEE1L SLOW

Taeig LS
7B1Es LET T==2%
T2 PRINT .T8E I1Z;:"MENUT,..THB

®; "WRITE NEU PROGREN™;IAB Ti iv
;s TRE @; TEST CURRENT“:TRE &:“PR
SGRan GoERINST: v,
53 PRINT TRE S “HILLERY;TAB T
3%, TRE ©: 'SEEHER“:TGE T.V3",.T
1o] @.“RRN&QH“‘TR& e A JTaR a.“
RUNNERY:TRE T. 5"
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FRE2 PRINT

E‘II

s s BLEGSE SIUVE & OHOZI

“"FROM 1 TO =»

71086 LET NX=CODE INNEY S

7110 GOTO TiP8+2Dx {INRKREYE<»""

AN

D X>:28 8ND X343

"]iND

PRINT
PRUSE 1@
RETURN
REM
REM =2FIMD NEXT COMMARND=s:
LET X=DIiPTR.PRESING]
GOsSUsB
=21 + {S§388 {/ND

"CRHOICE: VOHRE X

HBITH X=2%-535

15158 A/ARND
X

X=1} + {35288
=3 + {2388 &N

D X=4) +{85358 &ND N=5}

Sills Ik

PHRSING=PLYER THEN LET

FPETR=PPTR+1

5128 IF PROSING=ENENY THREN LET E
PTR=EETR+2

3122 IF PEPTR=23 TREMN LET PPFTR=1
5154 IF EETE==S THEN LET EPTHES=
8138 RETLEN

SIED REM s&s2eMOLE DOMMONDEEEESE
3152 GOSUE WIFE

S155 LET ND=NP+I{IDIR=d OND NP (55
1 ~iDIR=2 &ML NEIZF G sd

S1S8 LET ¥YP=YP+{iD0IR=1 &ND YPc¢al
I-(DIR=3 GND YP ST} x4

S1E0 IF NXB=2 &ND DIR=Z TRHEN LET

DIm=a

sis8= éF RE=SS AND DIR=4 THEN LET
SIRs=

S154 IF YEB=S SND DIN=3 THEN LET
oIR=1

8%§§ éF YE=432 SND DIR=% THEN LET
8170 COSUS 5475

S1iTE G0SiiE DIss

2188 IF PHRAESING=FLSYER THEN LET
RLOC=XP

gégawéF CHASINGC=ENENY THEN LET X
Eégg';g EROSINO=FLESYER THERN LET
5%2?;£F PHAS ING=ENEMY THEN LET Y
F =

2190 IF (XLOO=XFOS? anND (YLOO=YFE
OE} THEN S0OTO =122

§181 RETURN

=la=z2 IF

PHRSING=PLAYER THEN LET

UWIPEQUT =2

S183 IF FPRESIRG=ENEMNY THEN LET @
IFEQUT=1

8186 RETLEN

S200 REM 2 rxROTHTE LEFT 2
S22 GOSUE WIPE

S288% IF
3218
2212
215
S22
258
3252
S25%5
S=EH
S2ES
S=288

2290

IF

DIR=4 THEN LET DIR=D

LET DIR=DIR+1
GoSUE DIEE
GOSUE 5475
RETUIRM

RERM
GOSUE WIFE

¥EFEROTHTE RIGHT :EEE®

DIE= THRER LET DIiE=

LEYT DIR=DIN-3
GOSUE DIEP
GOSUE &47S
RETURN
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STSEE BERM S L L EFIRBErr s eress
3IZBS LET FX=xP

S3IBE LET FY¥Y=vE

S3Lis GLSUuE SAEE

S3I23Z FOR X=1 T4 =

STIES LET FM=FX+lIiDIR=a21T -IDIR=211]

[I2F LET FY=FY+i{iiDIE=1} -LiDIR=31}

332 IF FNIEE OR FX 2 OB FY<¢s OF
FY *4d1 THER RETURN

SITZTTZT PLOT FX . .FY

S334 UNDPLOT FN.FY

5335 IF ITN=Fx &80 Tv=FY! THEN &
Q7o S348

S338 NEXT N

335 BRETLURR

348 IF PRESING=FLEYEER THEN LET
FDEF=FDEF -1

B3I42 IF PHESINSG=FENEMMY THEN LFT B
DEF=FDEF -1

BE44 LET MHIPESUT=VUIDESIU T+ {{FDEF=

B 22y ¢+ {PDEF =5

SE548 RETURN

S350 REM 222+ sFINDEETESES LT EE22S

2TIE2 SOSLIE MIBEE

SZ5S EOSUB SASSE

S3ZIER IF XPEITN THERN LET DIR=4

SIS IF XPr7TX THENM LET DIR=2

8378 IF YR TY THEN LET DIk=31

S3TE IF YWB:rTY THERNR LET DIB=3

3383 SORE SATES -

S3E8E5 SosuE nIsE

8388 RETURI

S400 REM S22 L S LT ELEER2EEEF

24=E IF PHASING=FLSYER THEN LET

TX=XFQE

g#gEQéF PHERSING=ENEMY THEN LET T
8488 IF PHRASING=FPLBYER THEN LET

TY =¥YFDOE

SASE IF PHAESEING=ENEMMY THEN LET 7T

YaVLoo

S4TE RETURM

BATE BEM s o s S S L S L L LEXESEEEEEE
24ATFTE IF PRESING=FLAOYEER THEN LET
. GCDIR=DIR

S48 IF PROSING=ENEMNY THENMN LET F

QEDIR=0IR

E48E RETLRRM

S582 REM £+COLLECT NEW PROGRAM:»
S518 OLS

8528 FOR X=8 74 =i

SESH PRINT TooMMEan D2 oA e =
8548 NEXT X

SeRd PRINT AT &.,15:

S8 FOR X=31 TO =22

S628 INBPUT &%

SE5ESE coSulEs oTiEE

2IEAET IF Y=£ THEN o743 55228

25658 LET Dix.it=Y

EES2 PRINT THRE =2E5:&8s%

SEEBE NEXT W

I5EE LET ENEMY==S

SESS LET PHES ING=EMEMY

Se59 BOToD 2&8E

SEES REM 2 S iirsorissrsyrsses
STEE FOR Y= To =
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8718 IF Ss=sEFiV THEN RETURN
RENT

ST28
85738 RETUREN
STEE REM S FEEEEEESEECSLESLEEES

3888 PRINT 87T 8,1&; "INUALID";
S81l@ PRUSE 38

8528 PRINY HY B.XE T *3
SS825 PRINT 87 ¥-1,313,

538 GUTL S8=E8

SR8 BEM 2RSS EELEEEEERESEERERS
9388 SHUE “"HRENR™

2938 GOTO 58

The only criticism I have seen of the original Rokbotwar is that
one of its built-in Robot programs has a disappointingly simple
but optimum strategy, so that it can't be beaten. This seems to
have something to do with the set-up, which is non-random; the
optimum program ''cheats'' by relying on its '"knowledge' of likely
initial dispositions and catches the player's Robot before it has
had time to manoeuvre. This approach is not possible in Arena, but
there may indeed be a simple optimum strategy; however, it hasn't
occurred to me yet.

There follow some notes on the way that the Arena program,
listed in full in Listing 5.1, is structured, with explanations of
how the various subroutines work. After that, we will consider
room for possible improvement of the program and look at some of
the conclusions that can be drawn from it.

In addition, here is some explanation of the functions of
individual groups of lines in the program:

L00-430: this is an example of the use of AND as a "flip-flop"
to load one of two values into a local variable such
as DIR or PTR. Once this has been done, such variables
can be used in common subroutines which implement the
Turns of either player. Turns alternate, so each pair
of values is loaded into the appropriate local vari-
able alternately.

2190-2198: the numeric equivalent of the '"MV'" command, for
example, is 1. There's no need to store the value 1
anywhere, as the program notes that it has found MV in
element 1 of the E$§ array when it is searching for
matches to command-codes input by the player.

2300-2510: the values held in Q§ are the numeric equivalents of
the five command-codes, and the commands shown in the
string will be executed in sequence. As two characters
are used to hold each numeric value, this section of
the coding could be used to hold a much wider range of
numeric values to cater for an expanded version of the
game which included additional commands.

3000-3040: the numeric values are loaded into the D array which

the program will refer to when finding the next
instruction to execute.
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8155-8158:

8326-8329:

8360-8375:

8700-8730:

this is the awkward problem of altering the XP and YP
values so that they reflect the unit's new position in
the playing area. The unit is depicted as six PLOT
points and the value for XP and YP will be the PLOT
co-ordinates of the central point of the six (the
routine at 6000-6097 works out where to put the other
five, depending on the unit's facing). XP is either
incremented or decremented depending on the unit's
facing, and then multiplied by four which represents a
move to an adjacent square on the grid. AND is used to
decide whether to increment or decrement, and the same
technique is used for the YP value. The lines also
incorporate a check that the unit has not already
reached the edge of the playing area, and all this can
be contained in two lines. However, the routine to
reverse the facing of the unit is contained separately,
in the next four ljines.

a similar technique is used to decide where the PLOT
point should appear to represent the cannon firing,
and again this is followed by a check for the edge of
the playing area.

this is the Find algorithm. It will turn the unit
towards its Enemy, by checking the relative values for
the locations of the units in terms of PLOT co-
ordinates, but the Y axis takes precedence over the X
axis if, for example, it is a case of choosing whether
to face South or West.

when collecting a new instruction from the player, to
be included in a new version of the Player-program,
this routine will search through the E$ array which
contains the five instruction-codes, loocking for a
match. If it doesn't find one, line 8640 gives an
error message. Otherwise, an equivalent numeric value
is stored in the D array, the value being simply the
element address in E$ at which the match was found.

Figure 5.2 is a type of flowchart showing the main aspects of
the flow of control in the program. Not all subroutines are item-
ised, but those that are included are referred to by their names
in the program listing itself; lines 30-48 of the Listing show
some variable-names that have been equated with line-numbers that
are objects of GOTO and GOSUB calls within the program.

Table 5.1 shows the important variables used by the program,
and dillustrates how local and global variables have been kept
separate (insofar as BASIC allows this) for clarity.
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Figure 5.2
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Re-entry point (4)
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player-Turn
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Call Command
to execute next
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Move:

Call wWipe to erase current screen
image

Move unit, checking for new direction
and edge of playing area

—=1Call Disp to show new image on
screen

Set Wipeout variable if tank has
overrun opponent

Update variables to show new
player-position

Rotate left:

Call wipe

Change facing

Call pisp
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™ (as rotate left)
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Table 5.1

Table 5.1 ARENA significant variables

Arrays

D-(22.,5) holds 22 commands comprising "program', as
numbers 1 to 5. Player-program in row 1, Enemy
programs in rows 2-5.

E$ (5. 2) holds two-letter commands such as MV.

String variables

X%, Y hold string-equivalents of expressions (lines
- 70-72) for selecting random starting locations
for the robot tanks at the start of the game.

Global variables

XLOC, YLOC Player's current location on screen.
XFOE, YFOQE Enemy's current location on screen.
PPTR, EPTR pointer to next command to execute, for Player's

unit and Enemy unit respectively.

LOCDIR, FOEDIR direction of facing for Player's unit and Enemy
unit respectively.

PLAYER, ENEMY PLAYER=1 and ENEMY=2-5; these values are loaded
into PHASING to show whose Turn it is.

FDEF, PDEF Hit-point allocation for Enemy and Player units
respectively; decremented as Hits received.

WIPEOUT initialised as zero. 1=Player's unit destroyed,
2=Enemy unit destroyed.

Local variables

XP; X¥P current location on screen of Phasing unit, used
by common subroutines.

DIR direction of facing for Phasing unit. 1=North,
2=West, 3=South, 4=East,.

PTR pointer to next command for Phasing unit.

PHASING value 1-4 representing Phasing player.
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CONCLUSIONS

First of all, the Arena program is not being offered as the best
program that can be written of its general type, and the reader may
well be able to improve on it. It would become much more complex if
two or three more commands were added to the "instruction set" that
the robot tanks understand. A range-finding mechanism would be
particularly useful, saving a great deal of wasted ammunition. The
Find instruction would be greatly improved by a routine which
allowed a tank to get at an opponent which was diagonally removed
from it, and so on. The first thing that becomes clear when one
tries to work out such improvements is that some kind of condition-
al instruction is required, along the lines of IF RANGE LESS THAN
6 THEN FIRE. This is hardly surprising; conditional instructions
are one of the five or six essential components of any computer
language, and the five-keyword language contained in Arena is just
that - a language for controlling the actions of mechanical
devices. It is a metalanguage in the sense that it is implemented
through a language (BASIC) which is used to control the actions of
the computer, but the user of the ZX81 is already familiar with
this idea, since the BASIC language itself is in turn implemented
through the use of packets of Z80 instructions contained in the
ROM.

Writing your own computer language sounds like a daunting task,
but, as it turns out, a simple language of this kind can be imple-
mented in BASIC in 10K, leaving enough room in memory to add
perhaps as many as seven or eight further commands. The language
would then approach the complexity of the simplest computer lan-
guages that are in everyday use, such as Tiny BASIC. It should be
borne in mind that the game-mechanics would become correspondingly
intricate and it would take a long time to evaluate a new Player-
program by running it against all the opponents; as the program
stands, this is already time-consuming.

On the subject of time, the program runs rather slowly, but
this is not so much because of any inherent complexity. It's
because it was written for clarity and contains a number of
features which make the program easier to understand, but result
in slow execution. Primarily, the long routine-names hold up pro-
gram flow considerably, and could be replaced by one-letter names.
It would also pay to replace numeric literals like 58 and 41 with
numeric variables, and all variable-names should be one or (if
necessary) two letters in length. Various other speeding-up tech-
niques, such as putting the subroutines at the beginning of the
program, are discussed in Chapter 1. The comments about tradeoff
apply, of course, and once the program had been altered in this
way it would be a bit impenetrable.

Does Arena match the definition, given earlier, of a good game?
At any rate it has some of the necessary qualities: the rules are
extremely simple, the playing-area and pieces are satisfyingly
abstract, and, although all the facts about the mechanics are
known to the player, he will have comsiderable trouble in guessing
in advance of a trial-run whether his latest program will beat the

70




>

opposition. As a matter of fact, it's comparatively easy to work
out the result of a given game once you know the initial disposi-
tion and the "listing'" of the two programs. It's quite a different
matter to deduce in the abstract which program will win most often
against a specified opponent, given random setups.

Arena is, therefore, offered as a simulation of machine intel-
ligence which does not require a disproportionate amount of effort
on the part of the programmer. It may be objected that, like the
Draughts program, it is not intelligent because we have injected
our own intelligence into it, in the form of strategically optim-
ised programs. This is true, but think how easy it would be to
make the program play one opponent against another, independent of
participation by the player. For example, Killer can be matched
against Runmer by copying the contents of row 2 of the D array
into row 1, and selecting option 5 on the menu. A natural exten-
sion of this is to make the Arena program generate its own robot-
programs, by a methodical iteration of all the possible permuta-
tions of instruction-sequences. Probably it ought to test out
each new program at least five times, to make sure that it was a
winner in all circumstances. Then it would match it against the
next automatically generated permutation, and so on. Admittedly
this would take a long time, but there would be no need to stand
and watch; one would go away for a week or two and leave the
program running. At the end of the process, the computer would
have done something we can't do: figure out optimum strategy for
Arena. What we can do, and the compufer can't, is write Arena in
the first place.

But perhaps the project of writing a game such as Arena, which
uses the concept of a metalanguage, gives us some insight into the
way in which computers will in due course be able to manipulate
symbols more effectively and more independently than they do at
the moment. Probably such a machine will use a hierarchy of
languages, from very primitive ones at the bottom of a stratified
layer of available languages, to more abstract and powerful ones
at the top. This is thought to be the way in which our own mental
processes work; the fact is that we have to discover a great deal
- more about our own thought-processes before further progress can
be made in this area. Games like Arena may be able to provoke us
into some insights into the way our own minds work, and what the
definition of "intellicence" reallv is.
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Chapter 6 Artificial Intelligence:
Language

"Writing a program which can fully handle the top five words
of English - 'the', 'of', 'and', 'a' and 'to' - would be
equivalent to solving the entire problem of AI, and hence
tantamount to knowing what intelligence and consciousness
are." :

- Douglas R. Hofstadter,
Godel, Escher, Bach: an eternal golden braid
(Basic Books Inc., 1979)

Hofstadter is not a pessimist on the subject of progress in
Artificial Intelligence, but he is aware of the difficulties
involved. This quotation is not meant to intimidate the reader,
just to point out that this area of computing applications is a
big problem and only a start has been made so far. So far as the
ZX81 is concerned, there's a severe limit to what can be done on
such a machine and we will look in this chapter at what is feasible.

Hofstadter also realises that AI research nowadays really means
language research. There are a number of reasons. for this, but it
is essentially a question of our own limitations rather than the
computer's. If we want to start asking really interesting questions,
and expect to get answers that are not only interesting but compre-
hensible to us, we are going to have to use our own, natural
languages to put the questions, and whoever or whatever gives the
replies must do the same. We can invent any number of artificial
languages or proposition-generating systems, and these can play an
intermediate part in such a dialogue, but our definition of what
intelligent behaviour means is inseparable from our views on the
correct way to use natural language. Hence, a great deal of work
has been done to make computers simulate natural discourse, the
most advanced effort probably being the program SHRDLU; this
allows a computer to give idiomatic and intelligent replies to a
series of commands and questions concerning the movement of
blocks, boxes and pyramids within a strictly defined universe.

However, the average computer enthusiast is more likely to have
encountered other examples of programs which appear to understand
and speak English. Programs of the Eliza, Doctor or Parry type are
quite widespread and allow the user to hold quite an interesting
conversation with a computer-generated adviser or Counsellor,
along the following lines (human responses preceded by a dash):
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YOU SAY YOUR RELATIONSHIP WITH YOUR BROTHER IS NOT AS GOOD

AS IT WAS

-YES, HE HAS BEEN BEHAVING VERY ERRATICALLY

HOW LONG HAS THIS BEEN GOING ON?

-0H, SINCE OUR PARENTS WERE SEPARATED

DO YOU THINK HIS ERRATIC BEHAVIOUR IS LINKED TO THE

SEPARATION OF YOUR PARENTS?

-1'VE BEEN THINKING ABOUT THAT

IF YOUR RELATIONSHIP WITH YOUR BROTHER WAS BETTER, YOU COULD

DISCUSS YOUR THOUGHTS WITH HIM

This sounds very impressive, but there is not even a simulation

of intelligence here. A databank of stock phrases is held by the
program, and built up into sentences by interleaving them with
fragments of the human's replies whenever these replies contain
keywords which the program is looking out for. Due attention is,
of course, paid to grammatical rules governing such things as
construction of plurals; it helps considerably that most people,
when in discussion with a Doctor or similar figure, expect to have
the conversation constantly turned back on their own emotions and
do not actually want to know anything about the Doctor's feelings.
However, once one knows how the trick is done, the program can
easily be led hopelessly astray; it has no defense against such

tactics, since it carries out no analysis at all on most of the
phrases which it receives and then spits back:

YOU SAY YOUR RELATIONSHIP WITH YOUR BROTHER IS NOT AS GOOD
AS IT WAS

=YES, | THINK IT'S BECAUSE | CASTRATED HIM

HOW LONG AGO DID THIS HAPPEN?

-0OH, AT THE SAME TIME THAT IT ELECTROCUTED MY PARENTS

DO YOU THINK YOUR POOR RELATIONS WITH YOUR BROTHER ARE
LINKED TO THE ELECTROCUTION OF YOUR PARENTS?

-NO, HE HELPED ME DO IT

PERHAPS THIS PROVIDES THE COMMON GROUND ON WHICH YOU CAN
IMPROVE YOUR RELATIONSHIP WITH YOUR BROTHER

Writing Eliza-type programs can be a lot of fun and is not such
a difficult task as might be expected, but it doesn't really have
anything to do with AI. A more interesting challenge is posed by
the problem of writing a language-input analyser for an Adventure-
type game. One of the more sophisticated games of this genre that
is available on microcomputers, Zork, was originally conceived as
an Al research project, centred around the task of giving intel-
ligent responses to an individual (the player) who had been trans-
posed to an imaginary environment and wanted to act within it.
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A certain degree of protection is provided to such a program
because its universe is strictly defined in advance and it only
needs to have competence within that universe; it is entitled to
dismiss as irrelevant any attempt to lead it into discussion of
matters outside this domain.

Even so, programming a sentence-parser for Zork was a major
effort and brought home to the programmers the extreme subtlety of
everyday English. To see what sort of problems have to be overcome,
let's begin by studying the simplest possible type of Adventure
and working up to the more advanced examples of the genre.

The easiest arrangement from the programmer's point of view is
to use single-key entry of a limited number of one-word commands.
Probably the bare minimum would be:

FIGHT

RUN (AWAY)

(GO) LEFT

(o) UP (and so on for down, back etc.)
GET

DROP

e SR e 1R com B g = = i i

Many of the games available for the ZX81 are indeed of this
type, and share some of the characteristics of the typical
Adventure game. The player controls a single puppet figure which
can move around in an environment divided into a number of loca-
tions; the environment is limited and its exact nature is fixed
either at the beginning of each game, or by the program itself
(that is, there is no random element involved in the arrangement
of locations and the objects within them). The player has to dis-
cover the nature of the environment during the course of the game,
by moving around in it, and can interact with it to the extent of
obtaining portable objects found in the locations, transferring
them from one location to another, and leaving them there.

Using single-key entry makes it very easy to write the input
routine that the program uses to find out what the player wants to
do, at the beginning of each cycle of the program. Little more
than a single INKEY$ statement is required, and the choice of
options open to the player is so limited that very little process-
ing is needed to work out the correct response to be made by the
program to the player's action. The problem is, of course, that
the program is handicapped by the simplicity of its own vocabulary,
that is, the list of terms that it understands when they are input
by the player. Typically, the player will be confronted by a
monster of some kind when he enters a particular location as a
result of using the movement commands. He is supposed to exercise
his skill and judgement to decide whether to fight or run away,
basing his decision on the program's description of the monster.
To add complexity to the game, the player's chances of defeating
the monster will vary depending on the portable objects that he is
holding, for example, magic swords and so on.
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Supposing that the player is holding enough aids to be able to
vanquish a given monster, the programmer has to decide how this is
to be represented as a screen display. The problem that arises
here is that, whatever happens, the player will be reduced to a
spectator. Ideally, a series of rounds of combat would ensue in
which the player had to struggle mightily with the monster before
eventually overcoming it. The vocabulary does not, however, permit
the player to struggle mightily, feebly or in any other way; he
just fights. The programmer may decide to spin out the combat,
either by inserting a graphic display or by printing a lengthy
narrative describing the fight; either way, the player can ignore
this section of the game as it can have no influence on his subse-
quent input decisions. Alternatively, the program may just print
out MONSTER DIES and allow the player to get on quickly to the
next location.

Programs of this type often include a large number of locations,
sometimes over 200, and many different monsters, in compensation
for the lack of a proper input-analysis routine. However, this
can't really affect the complexity level of the game and make it
more interesting to play. The only yardstick that is relevant when
evaluating an Adventure is the size of its vocabulary, since this
is what governs the range of actions the player can take and, in
turn, the range of situations that can be built into the game as
puzzles to be solved. To take an example from one of the Scott
Adams Adventures, you may decide that bees should be put in a
bottle in order to be transported from one location to another.
This feature can't be included until you provide the player with
some way of issuing a command equivalent to:

TAKE THE BEES AND THE BOTTLE, AND PUT THEM IN IT

This seems to plunge us into a much trickier problem than the
programmer of the single-key input game had to face, involving
full-scale sentence analysis. We know from earlier chapters in
this book how to use a routine to collect multi-character input
from the user, and it is not too difficult to break this sentence
down into its component parts by regarding it as a string and
using the TO slicer, but this is only the beginning of the task.
To get an idea of the problem, imagine how many different versions
of this example sentence you could write down which would all con-
vey the same meaning to a human listener. The program will have to
be able to understand all of them; on top of that, it will have to
understand (but to reject as invalid) the set of all sentences
which are meaningful but inappropriate under the current circum-
stances (the player is already holding the bees; the player is not
holding the bees but is already holding the bottle; the player is
holding neither but the bottle has been left in an adjacent loca-
tion; the bees and the bottle are both here but the bottle broke
when it was dropped three cycles ago; etc; etc.).

The solution most commonly adopted, which is a compromise, is

to allow only two-word sentences and allow for them to be strung
together where appropriate. The example sentence given above could
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be implemented as follows (player input preceded by a dash):

-TAKE BEES
oK

-TAKE BOTTLE
0K

-STORE BEES
IN WHAT?

-IN BOTTLE
0K

The program must still make all the checks for valid input that
it would have to make if the input were a single sentence, but in
practice the coding will be much less complex and occupy less
memory. For instance, action taken by the program will always be
the same for every example of player-input in which the first word
1s TAKE: find the record of the player's current location, find
the record of the current location of the object named in the
second word of the sentence, and print the message I DON'T SEE
THAT HERE if the two do not match.

I would not describe such a program as a parser, simply because
it does not have to make any decisions about parts of speech. The
first input word is found in a table of the words understood by
the program, and the usual approach when writing such programs is
to store a numeric value next to each word, which can.be collected
by the look-up routine and saved in a variable for subsequent pro-
cessing. Then the second word is found in a second table of nouns
that the program understands, and a second numeric value is
derived. If either of these searches fails, the input is invalid
and the user has to find some other combination of words. The pro-
gram never has to consider a word in the context of another word
in order to decide its meaning or grammatical correctness.

That is not to say that the programmer's problems are over; the
logic of the program still has to be able to decide whether the
particular two-word combination is sensible under the current cir-
cumstances and what action it should take as a result. Before we
move on to more complex sentence analysis, we had better be sure
that the ZX81 will be able to handle two-word input in an Adventure
of reasonable sophistication, and a study of the techniques neces-
sary to do this will underline the amazing multiplicity of inputs
that can be generated by such an apparently restricted input-
format.

In Chapter 1 a short routine was given using an array V$ to
allow a branch to one of sixteen lines, by exploiting the expres-
sion-evaluation facility which is one of the ZX81's few real
advantages over versions of BASIC on other computers. Now we have
found an application which matches this facility; we can handle
the permutation of meanings arising from all possible combinations
of two words in a sentence in a very lucid fashion, by cross-
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referencing the first word with the second in a2 two-dimensional
array, and extracting an array element which will tell the program
what to do next.

In order to illustrate the method, I've made up a vocabulary
for an admittedly rather unimaginative Adventure, and the details
are shown in Figure 6.1. There are only five verbs and eight nouns,
but the same principle can be used for larger vocabularies without
slowing down program execution, which is reasonably fast for a
BASIC Adventure. As a matter of fact the eight words which can be
the second word in the input sentence are not all nouns, and there
is a slight element of grammatical subtlety in allowing the use of
the word "'down".

Figure 6.1

ARRAY V§ (5,8)

NOUNS

1=N** 2=8%** 3=E** 4=W** 5-WAN(d) 6=BOX 7=DOW(n) 8=HOL (e)
VERBS
1=G0* A A A A B B A A
2=GET C 6 (& C D D A C
3=DRO C G (& C E E C C
4=WAV C & & C F H C €
5=L00 G G G G I J G K

A= (1) check he can go that way (2) "OK"

B= "DO YOU WANT ME TO TAKE AN OBJECT?"

C= "I DON'T UNDERSTAND'"

D= (1) check object in same room (2) "I'VE TAKEN IT NOW"

E= (1) check he is holding that object (2) "I'VE DROPPED IT NOW"

F= (1) check he is holding the wand (2) "I'M ENVELOPED IN A
MISTY GLOW"

G= QK"
H= (1) check he is holding that object (2) "OK"

I= (1) check he is holding the wand or it is in the same Toom
(2) "IT SAYS 'WAVE ME!'"

J= (1) check he is holding that object or it is in the same
room (2) ™MOK"

K= (1) check he is in the same room as the hole (2) MoKV

757}




The array can be set up by the use of a number of lines such as:

50 LET VS$(1)=""AAAABBAA"

which can be deleted later in program development if memory is
tight, once they have been preserved in the variable table. The
letters in the array are to be equated with numeric variables
which hold values for line-numbers, so one also needs a series of
lines such as:

100 LET A=2000
110 LET B=2200

and so on, and these can also be deleted in due course. If this is
done, you may well need a little subroutine for use in debugging,
to remind you of the current values stored in the vocabulary array;
Listing 6.1 is an example of such an aid.

Listing 6.1
S@PBErORrR Z=1 TD =
|RIA FOR Y=1 TO &
2RA28 LEPRIMT UE(Z .Y =" USI(E

e
483238 NEXT ¥
SPAR LERINT
SPSE HENT =

The five verbs in the vocabulary are GO, GET, DROP, WAVE and
LOOK. The way they are shown in Figure 6.1 is the way they would
most likely be stored, perhaps in another string array, with
characters after the first three chopped off and a dummy character
such as an asterisk used to pad out two-letter words. An INKEY$
subroutine is made up, similar to those shown in earlier Listings
in this book, which will accept two words, taking the input of
(say) a full stop to signify the end of one word and the start of
the next. It then discards letters after the first three of each
word, and adds asterisks as necessary, after which the program
searches through the permitted words stored in its dictionary-
array to find matches, returning with element-addresses from one
to five (verbs) and one to eight (nouns).

The nouns are also shown in Figure 6.1, and you can see that
only the initial letters of the four points of the compass have
been used to denote these four words. The effect of this, when
used in conjunction with the INKEY$ routine described above, is
that the player can go north just by typing GO N, as the program
will fill in the missing characters with asterisks; players like
to have such shorthand methods of entering commands.

Once the program has found the two element-addresses, which
might be held as the variables FIRST and SECOND, the programmer
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can simply code:

1000 GOTO VAL VS$(FIRST,SECOND)

The effect of this is that if, for example, the input is DROP
BOX, V$(3,6) will return "E". This will be looked up in the vari-
able table by the interpreter which will evaluate E as the line
number chosen by the programmer when setting up initial values;
thus, if E=3000, the program will GOTO 3000 where the programmer
will have put a specific routine. In the example given, the
routine must check that the specified object is being held, and if
so print a message such as "I've dropped it"; if it isn't being
held, it can display a message such as "I'm not holding it to
start with".

Other actions to be taken by the program are listed in the
diagram, and are meant to cover all conceivable circumstances that
can arise from the combinations of first and second words. Of
course, there may be other checks to be made; perhaps it's danger-
ous to go down the hole if one is not carrying the wand, and so on.
Allowing GET DOWN but not GET HOLE is a nice touch because it gives
the impression that the program has some grasp of idiomatic usage,
but at the same time will reject anything that is clearly not
normal English.

Normally an Adventure will have a larger vocabulary than this,
and the programmer may well find himself running out of single-
letter variables. Probably a larger array of three dimensions (the
third holding two characters) will have to be used, and then
single-letter numeric variables can be reserved for FOR/NEXT loops
and other purposes. Even so, a vocabulary of 25 verbs and 60 nouns
will only occupy 3010 bytes in the variable table, not including
the space taken up by the list of truncated three-character words
themselves. This may sound like a lot, but it replaces a great
many tedious IF-THENs which would otherwise have to be coded.
Generally, the memory consumption of an Adventure goes mainly on
the logic that decides what to do as the result of a given input,
and of course on the messages. Storing the map of the environment
and keeping track of the current status of objects is less of a
problem.

Even larger vocabularies could be used, but in practice it
would be very surprising if the programmer could make use of the
extra words without running out of 16K memory. Remember, 25 words
and 60 nouns means 1500 possible permutations. Admittedly many of
them don't make sense, and can be handled by the general-purpose
"dustbin' routine used for option C, which just rejects the input
as meaningless. On the other hand, many of those that do make
sense require further processing in several stages. There is an
element of duplication here; consider options E, F, H, I and J,
which all require a check to be made that an object is being held.
In programming terms, the way to keep track of this sort of thing
is to have a variable for each object, the value of which denotes
its location, and to include not only all the rooms of the envir-
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onment but also the player's ''pocket" as locations. Then a routine
can be written which checks IF OBJECTLOCATION=POCKET to see if the
player has the object.

It might therefore seem that such a routine, option L, should
be created and that control should be sent to it first, instead of
to E, F, H, I and J. The trouble is that the circumstances are
slightly different in each case. With option E, the command is
accepted if the player is holding any object that can be held.
With option F, on the other hand, the special message (which pre-
sumably will have deep significance within the context of the
game) is printed only if an object is being held which is the wand.
With option H, the criterion is as option E but the message is
different; with option J, the only criterion is that the named
object must either be in the room (on the floor) or be held.

There are, of course, various ways around this duplication.
It will almost certainly pay to create a subroutine which can be
called with GOSUB from various points in the program, and will
check whether a specified object is being held. It's also possible
to create secondary string arrays, also containing variables
representing line numbers, which will allow these further permuta-
tions of possibilities to be tabulated. If the Adventure contains
a large number of '"room-specific' events, which occur only in
certain locations, then a one-dimensional array of the rooms them-
selves may help in directing execution to the appropriate routine.

Several things are apparent from the above account. One is that
writing Adventures is by no means as enjoyable as playing them. In
the main, it's an extremely dull business involving the methodical
itemisation of every situation that can occur during play, so that
an appropriate message can be included to cover it. The programmer
doesn't have to cover every specific contingency in this way; if a
particular action is specious in the context of the plot of the
Adventure, he can just let it fall through to the default "I don't
understand" routine and make the player try again. However, the
penalty he pays is that his program will appear more stupid as a
result; it has been maintaining an illusion of comprehension of
the player's input, and it can be quite disconcerting when the
illusion is suddenly dropped in this way.

Other conclusions that can be drawn concern the inherent limita-
tions of this approach to sentence analysis. A vocabulary of 25
verbs and 60 nouns produces permutations of meaning which can be
sorted out in the array V$ using 3010 bytes of memory, as described
earlier, but there will probably be branches to about 80 different
routines to handle the results. 80 two-letter numeric variables
require another 560 bytes in the variable table, and probably each
routine will need an average of 100 bytes to implement the appro-
priate responses and updating, leaving rather a small amount of
memory in a 16K system for messages, a map of the environment and
all other subroutines. This is partly because ZX81 BASIC is rather
profligate of memory. It would be possible to design a specialised
Adventure-programming language which would optimise memory consump-
tion, and indeed this is exactly what was done when the Zork
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Adventure was reprogrammed to fit onto microcomputer-based systems.
The real culprit, however, is the English language, which can
generate enormous numbers of meanings, and shades of meaning, from
a small dictionary of words. This will be brought home to us if we
actually write an Adventure and ask people to test it out; many of
them will, for example, type in the word TAKE instead of GET, and
we will have to program in a wide range of synonyms to cover this
which will cope with such variant input, although the complexity
of the game itself will not be increased at all. As a matter of
fact the Adventure-writing scheme proposed above is designed to
handle synonyms rather easily; they have to be added to the
dictionary of words understood by the program, in their truncated
three-character form, but it is not necessary to create a new
numeric value to correspond to the meaning of the synonym. If the
numeric equivalent for GET is 20, for example, the same value can
be stored for TAKE; this ensures that the program is directed to
the same row of the V§ array whichever word is used,

Unfortunately, this destroys the capability of our Adventure to
make fine discriminations among idiomatic nuances! We have just
arranged for the program to understand GET DOWN as an indication
that the player wants his puppet character to lower himself into a
hole in the ground which is to be found in one of the locations in
the game. Now we realise that the program will regard TAKE DOWN as
an equivalent command, although it is meaningless in these (but
not in other) circumstances. Of course, it is unlikely that the
player will type in this combination of words since it would be
regarded as meaningless by himself. If he does, though, our pro-
gram will be "caught out" immediately. Its apparent command of the
English language is not so fraudulent as that of the Eliza-type
program, but it is a fake nevertheless.

GET, TAKE and DOWN look like pretty harmless words and one prob-
ably would not appreciate their subtlety under any other circum-
stances; writing an Adventure of the kind described in this
chapter is the quickest way to an understanding of the problems
facing any AI programmer who ventures into natural language.
Remember, we are still at the level of simple verbs and adverbs;
we have not yet tackled Hofstadter's dreadful prepositions such as
OF and TO. The trouble we have encountered has arisen from the
transition from one-word to two-word inputs. If we now look at the
problems of '"real' English sentences, difficulties multiply.

zork allows sentences such as: BURN ALL THE BOOKS BUT THE BLACK
ONE. This looks like an advance, but there are a number of restric-
tions. One is that no adverbs at all are permitted. This seems odd,
as it should not be too difficult (given that one has got as far as
this typical Zork sentence) to figure out how the sentence parser
should cope with adverbs. The reason, as one of the authors of the
program has explained, is that the game itself is too simple to
justify their inclusion. Typically, the player may want to type in:

—~ENTER THE ROOM STEALTHILY

when going into a previously unexplored location, as this would be
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prudent (Zork has a number of monsters). The trouble is that what-
ever happens to the player when he enters the room is fixed in
advance; it makes no difference whether he enters it stealthily,
impetuously or backwards. He would be wasting keystrokes by typing
in qualifications of this kind; the program, although extremely
sophisticated, does not allow for subtle differences in behaviour
on the part of the player-character. Even if it did, further
revisions of the game-situation would be needed; there would have
to be circumstances in which it made sense for the player to move
stealthily, and others in which he might be expected to behave
differently.

This illustrates the point that the complexity of an Adventure
is determined by the complexity of the permitted player-input; the
full range of inputs must be worked out in advance, and game-
situations can then be devised to fit some of them, the rest being
handled by default or '"dustbin' routines. The result will be a
complex but very fragile network; adding just one more word to the
vocabulary can bring down the whole edifice. This can happen
because the player will use the new word, in combination with the
existing vocabulary, to create a whole new class of meanings, all
of which are valid in normal English usage. The programmer must
then re-examine all the existing permutations of meaning to study
the effect of adding the new word to them, and create a new set of
messages and program-actions which cope with the new meanings.
This is, however, much easier in a two-word-sentence Adventure
than in one which "understands' full sentences; the new word, if
it is a verb, can only be used in combination with one of the
existing nouns, so the number of cases of new meaning to examine
is limited to the number of nouns in the vocabulary.

How does one analyse a sentence such as BURN ALL THE BOOKS BUT
THE BLACK ONE? If we are using ZX81 BASIC, the best approach will
be to break the sentence down into its component parts. Probably
we would arrange for the INKEY$ routine to store the individual
words of the sentence in a string array; if this is set up to be
able to handle up to 25 words, this should impose no practical
restriction on the player. Each word is then held in a different
"row" of the array. The first step is to cut out definite and
indefinite articles; the level of analysis we will be attempting
will be so crude that the meaning we derive from the sentence will
not be affected by this. Each word can then be looked up in a
dictionary-table which must also specify the part of speech it
belongs to. We will end up with the following information:

verb qualifier object,plural qualifier identifier object

BURN ALL BOOKS BUT BLACK ONE

It will be clear from this that the program's idea of English
grammar is somewhat different from our own; it is a streamlined
version which is all that the program needs for its analysis.

The next stage involves replacing ALL, BUT and ONE by more
definite terms corresponding to data items held in the program's
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database of objects and object locations. If there is more than
one book, each will be identified to the program by a unique token;
let us describe these tokens as BOOK1, BOOK2 and BOOK3. Each
object will have its own list of characteristics, which will
include its current location. Suppose that the program establishes
that all the books are at the current player-location, and. have
the following additional characteristics:

BOOK1 RED
BOOK2 BLACK
BOOK3 GREEN, HEAVY

The next step is to replace certain terms in the input sentence
with categories that the program can understand. The string array
can be amended to look something like this:

BURN BOOK1,B00KZ2 ,B0O0K3 BUT BLACK  ONE

In practice, the programmer will not want to stay at the string-
level for too long; he will find it easier to shift the words into
a numeric array, using numeric equivalents for each word. First,
though, the idioms in the original sentence have to be replaced by
expressions that are easier to process. The rule with ONE is that
it always refers to a physical object, and that this will be the
last-quoted object in the case of a sentence containing references
to more than one type of object. The rule with BUT is that it
cancels out a previous reference to an object (the parser is not
able to cope with the full range of meanings that the word BUT can
have in normal English). Putting these facts together, we can
amend the sentence to read:

BURN BOOK1,B00OK3

This is a considerable advance over the original, but of course
a number of stages of processing were needed to get to this point.
The program must be able to recognise that BOOK1, BOOK2 and BOOK3
all belong to the category BOOK, and so it will not be enough to
store each of these objects as a single identifying numeric value.
More likely, the characteristic BOOK (or its numeric equivalent)
will be stored along with other characteristics such as RED and
HEAVY for BOOK1, BOOK2 and BOOK3. Then, when the program is con-
templating the word BOOKS in the original input sentence, it can
perceive that it is a plural and search through the list of charac-
teristics to find all objects that have the characteristic BOOK.
Having also found the objects that have the characteristic BLACK
(only one of them in this case) it can subtract it from the 1list
of books to be burned.

This account omits reference to a number of subroutines that
will have to be added if the program is to maintain its apparent
comprehension of English. For example, in the circumstances des-
cribed, the program ought to reject BURN ALL THE BOOKS BUT THE
BLACK ONES since there is only one black book. This means creating

83




S

a subroutine which checks that the player never tries to refer to

a singular object in the plural, and vice versa. The subroutine
would have to be called every time an input sentence needed to be
analysed, ‘although under normal conditions it would have no notice-
able effect on play (except to slow it down).

After considering the depth of processing needed to cope with
multi-word sentences, I think we will conclude that a 16K machine
is not the right vehicle for such applications. Surprisingly, all
the statements that we need in a programming language that can
handle such a task are present in ZX81 BASIC; we might wish for
some extra statements that would provide short cuts, such as a
statement FIND that would search for a given string in an array
and return its location, but these are not essential. What makes
the proposition impractical is the exponential increase in the
total number of meanings that have to be analysed, caused by the
increase in the size of the vocabulary and the number of words in
the input sentence. It is rather like the exponential increase in
the number of moves that have to be considered by a look-ahead
Chess program, but there are two important differences.

One difference is that, although the structure of a sentence-
parsing program can certainly be flowcharted or diagrammatised,
the resulting visual depiction of the workings of the program will
be a great deal more untidy than a corresponding diagram of a
Chess-playing program. The latter will operate in a methodical way;
it will consider in turn all the possible moves it can make. For
each one, it will consider all the responses that the opponent
might make. For each response, it considers each valid second move
that it might make, and so on for as far ahead as it is programmed
to look. The sentence parser, on the other hand, must break down
the original input and build it up again as a different structure,
one which is more amenable to analysis. The structure that it
builds up will vary widely depending on the type of input sentence,
and will not be created according to the same rules for each
sentence.

The other difference is that the sentence parser spends most of
its time trying to decide whether it understands the input, or
whether it should reject it as invalid. A Chess program will, of
course, check for input that conflicts with the rules of Chess,
but this will be a very small part of the complete program and the
checking can be done in the abstract. The program needs to "know"
the rules and needs to be aware of the board position, in the
sense that the destination square given by a player for his piece
must be one that this piece can reach from its current position.
All this is, however, divorced from the in-depth analysis of the
board position that constitutes the program's claim to intelligence.

By contrast, the parser will have to progress almost to the end
of its analysis before it can decide whether the player's input is
valid in the program's terms. Sentences which are perfectly accept-
able in some circumstances must be rejected in others, because the
player's environment is different. In order to perceive that the
player's input is incompatible with his environment, however, the
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program first has to decide the "meaning" of the input. The fact
that the validity of a statement cannot in practice be decided
without reference to its meaning (in other words, cannot be evalu-
ated by a mechanical examination of the words in the sentence,
without regard to the environment) is the major stumbling-block in
the way of programmable linguistic analysis.

Despite all these cautions, the reader may still want to
attempt the construction of a sentence-parser on the ZX8l, even if
it fills up all the memory by itself. It should be pointed out,
though, that this is not necessarily the route that AI research is
taking. The program SHRDLU, referred to at the beginning of the
chapter, works in quite a different way to the Zork-type parser we
have been describing. Instead of waiting until the input has been
collected and then breaking the whole thing down into simpler
structures, it starts work as soon as the first phrase comes in,
simultaneously carrying out the activities of parsing, semantic
analysis and deduction. This procedure of narrowing down the range
of possible meanings of a sentence to one unique meaning corres-
ponds much more closely to the way that human language understand-
ing works, but it also demands much more powerful computers!

The two-word sentence analyser described in this chapter is on
the other hand suited to the capabilities of the ZX81, and the
reader who has the patience to work out a plot and then implement
it in the manner described should be able to come up with a
successful program. There is, of course, a different approach to
language manipulation on a computer, which is to concentrate on
the machine's ability to generate language rather than its powers
of comprehension. Programs of this kind are a great deal easier to
write, but perhaps have little to tell us about Artificial
Intelligence. They rely on grammatical rules which are embedded in
the program, and which are used to select words from a section-
alised vocabulary.

A modest example of such a program is shown in Listing 6.2, and
it will generate profound utterances about existence for as long
as you want to leave it rumning. It can, of course, be given a
much larger vocabulary than the one included in the program, and
this will avoid the problem of repetition of words from one sen-
tence to the next. The first row of the array A$ should be filled
with words like ''some' and ''every', spaced out to ten characters
each by adding full stops as appropriate. Row 3 holds nouns, and
the trick here is to use abstract nouns which will give an impres-
sion of profundity irrespective of the context in which they
appear. As you can see, row 2 holds adjectives, but lines 130 and
400 give only a 50% chance that an adjective will be printed in
the output sentence, just to add a touch of variety. Row 4 is used
for any verb-auxiliary that will fit in the grammatical context,
and the final row must hold transitive verbs. If you want more
than six words in each section, change line 1000 so that the RND
multiplier matches the number of words.

The subroutine at 1000 picks a word from the appropriate section
and allocates it to B$. The subroutine at 7000 prints the word on

85




Listing 6.2
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the screen, followed by a space. The first three words of each
sentence are saved in Z$, Y$ and X$ so that the program can check
that it is not repeating them when it makes up the final three
words.

When adding vocabulary, it might be a good idea to stress tech-
nical terms drawn from Existentialism and German philosophy; any-
thing too literal might give the game away. If the vocabulary is
large enough, and the program is left running long enough, I
suppose it is bound to generate some quite perceptive imsights.
Does this mean that the ZX81 is intelligent? The answer must be no;
not only is the ZX81 unable to produce a justification for any of
the pronouncements it makes, but it has no idea which of them are
true and which are nonsense. Even someone who is quite naive about
the power of computers is unlikely to believe that the machine is
"intelligent'" just because it is capable of generating an infinite
number of sentences. It would be different if it could analyse its
own output and only print sentences that offered a genuine advance
in human understanding. That day, unfortunately, is still a long
way off.

87




Chapter 7 Using assembly
language on the ZX81

One of the themes of this book has been that the programmer who
wants to do advanced work on the ZX81 will sooner or later be
frustrated by the limitations of ZX81 BASIC, and will need to use
machine-code programs or routines in order to achieve particular
effects or simply to speed things up.

Using machine code on the ZX81 presents special problems
because of the design of the machine, and the next three chapters
will give the necessary information for a machine-language program-
mer who wants to use the computer in this way. The chapters are,
therefore, very specific to the ZX81, and the techniques described
in them are not necessarily applicable to other computers.

The chapters are not by any means intended as a general intro-
duction to assembly-language programming with the Z80 chip. A
whole book is needed for this, and indeed there are a number of
excellent books on the market which teach Z80 mnemonics and the
conventional methods of applying them. I will assume, therefore,
that the reader is familiar with a standard work on the subject
and is looking for the additional information on the design of the
2X81 that he will need if he is to be able to get straight into
the task of constructing workable machine-code programs. However,
full details will be given of the various subroutines in Chapters
8 and 9, showing how they work, and any special programming tech-
niques that are used in them will be pointed out and explained.

What are the particular problems involved in machine-code
programming on the ZX817 Machine-code programs fall into two main
groups; those that include their own routines for I/0, that is,
for collecting user input and displaying results, and those which
are self-contained in the sense that they merely manipulate values
which have been passed to them, storing the result in a register
or somewhere in memory. The first type of program is machine-
specific in the sense that the procedures for putting material
onto the screen display, collecting keyboard input, sending data
to the cassette port and so on, will always vary from one computer
to another because they depend on the architecture of the hardware.
Once this architecture has been established, the programmer can
always write standard Z80 instructions to fulfil the procedures.
One example of this might be the common practice of displaying
information on the screen by finding the memory locations of the
Display File on the ZX81, and loading byte values into some of
these locations so that the equivalent characters will appear on
the display. There is nothing wrong with such an approach, but it
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repeats work that has already been done by the computer. Since the
ZX81 ROM handles all such I/0 in the course of implementing BASIC
programs, it must contain the necessary routines to do this, and
time as well as space can be saved by CALLing the appropriate
routine in ROM instead of writing one's own input or output
routine.

In practice it turns out that it is sometimes very easy to do
this, and sometimes rather tricky. Full details will be given of
the method for implementing I/0 on the standard 16K ZX81l. It might
be thought that the second type of machine-code program is easier
to handle because the programmer need not concern himself with the
architecture of the machine. That is true as far as it goes, but
there is not much point in a machine-code program which puts a
result in a register or a memory location inaccessible to the user.
In practice, such programs will usually be the object of USR calls
from BASIC; this means that the result of the calculation, in the
BC register pair, can be loaded into a BASIC variable and thus
retrieved. The method for using USR needs further explanation as
no facility is provided in ZX81 BASIC for passing parameters to
the machine-code routine in the first place.

There is another variety of machine-code program which is com-
monly encountered although it does not display its results directly
to the user, and this is the program which operates on in-memory
BASIC programs in some way. The most obvious example is the
Renumber program, of which there are several on the market, but
many other programs of this type still wait to be written. They
can be regarded as implementations of statements which are missing
from the 8K BASIC of the ZX81 but which would be invaluable to the
serious programmer if they were available, and can increase pro-
gramming efficiency dramatically. Some examples of this kind of
program, available for other computers, are:

SQUASH to remove redundant spaces and REM lines from a
program

VARLIST which creates a list on the screen of all the
variable-names found within the BASIC program

SEARCH finds all occurrences of a given sequence of
characters (or tokens) within a BASIC program and lists
the line-numbers in which they occur

REPLACE as SQUASH, but replaces all instances of the given
sequence with another given sequence

All such machine-code aids require knowledge of the way in
which BASIC programs are stored by the ZX81 and the way in which
the ROM carries out internal housekeeping, during program execu-
tion and editing, by updating various pointers in the operating
system extension into low RAM. As these details are unique to the
ZX81, programs of this type are in this sense still machine-
specific. At any rate, information will be given in the later
chapters for any programmer interested in developing utilities of
this kind.
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There is, however, a limit to the modifications that can be
made to the execution of BASIC programs and machine instructions
on the ZX8l, assuming that the programmer is not planning actually
to start cutting tracks on the board. This limit is encountered,
for example, if one tries to interrupt the execution of a BASIC
program at the end of each line, perhaps in order to provide a
TRACE facility, or if one wishes to display individual pixels on
the screen. In the first example, the absence of vectors to RAM
during BASIC execution will prevent the programmer from interrupt-
ing the BASIC program if he is not using an explicit USR call in
the program itself. Essentially, this is because the machine was
not designed to be expanded beyond 16K, and no "hooks'' have been
built into the design to enable enhancements to be added to the
operating system and BASIC interpreter at a later date. The
various ROM routines will vector to addresses which are all
located within the ROM itself.

By contrast, the owner of a machine such as the Model 1 TRS-80
or BBC Micro will find an enormous number of these software hooks
in the operating system, because these computers are intended to
be expanded to include additional hardware and software facilities.

In the second example, it will be discovered that the ZX81 has
been hardwired in a non-standard way in order to simplify the
board architecture, with the result that some of the Z80 instruc-
tions contained in the ROM do unexpected things. The instruction
JP (HL) at location 44 hexadecimal actually causes the computer to
hang fire for a specified period while a picture is sent to the TV;
when the Z80 attempts to execute the instruction, a complicated
sequence of events is set in motion on the board, the details of
which are not accessible to a programmer who would like to make
individual modifications to them.

This point raises another; is the ZX81 really a suitable choice
of machine for a machine-code programmer? It is probably not very
suitable for someone who wants to gain experience of standard pro-
cedures for designing microcomputer systems, as the design is
unique to Sinclair Research. It is not very suitable either for
someone interested in the very specialised subject of writing
ROMable interpreters for machines that have BASIC built-in. Full
details of the working of the ZX81 interpreter are still not avail-
able, but it is already clear that it is affected at a number of
points by the hardware design of the machine and can be fully
understood only in this context; it is also clear that it contains
a number of errors and examples of awkward coding which one would
not necessarily want to imitate. The attitude taken in the present
work is that one should retrieve the necessary information on I/0
CALLs and so on from the ROM, and then keep well clear of it; the
Assembly-language programmer will not normally need to know any
more about the ROM than this.

A note on conventions; I will use standard Zilog mnemonics and
the conventional way of referring to hex addresses, that is, hexa-
decimal 44 will be shown as either 44H or 0044H. The Assembler
that has been used to generate the listings in this book is
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EDTASM+ on a TRS-80. Although one or two Assemblers have appeared
for the ZX81, they are still very primitive, and in some cases use
non-standard conventions. The reader should be able to "translate"
the routines listed here to the format required for his Assembler;
EDTASM+ is fairly standard, but the following information should
be borne in mind:

The first column of the Assembly listing gives the hex address
of the first byte of the instruction.

The second column shows the values, in hex, of the byte or bytes
making up the instruction.

The third column is just a line number, used by the Editor that
is provided with EDTASM+.

The fourth column may hold an optional label; this may be a jump
or CALL vector or just the title of a subroutine, to make it easier
to distinguish it from the rest of the coding.

The fifth column holds the instruction itself. Note that this
Assembler will represent the instruction SUB A,B as SUB B, not per-
mitting the A register to be quoted in the instruction. The
Assembler ZXAS does allow the programmer to enter SUB A,B but will
regard it as the instruction SUB A,A and assemble accordingly,
giving no warning that this is being done. This can cause many
hours of fruitless debugging and has been attributed to a bug in
ZXAS, but it is just a non-standard convention compounded by inade-
quate error-trapping in that Assembler.

The final column holds explanatory comments.

EDTASM+ also permits the use of a number of instructions to the
Assembler which are not part of the Z80 instruction set, but are
""pseudo-ops". These include:

DEFB This allows the programmer to define the value to be
stored at the current memory location (one byte) in the
listing. If this pseudo-op is lacking from an Assembler, the
one-byte space can be 'reserved" during Assembly by using
NOP and then the value can be POKEd into the memory location

subsequently.
DEFW As DEFB, but defines a two-byte value held as LSB then
MSB.

ORG This specifies the first byte of memory that will be
occupied by the program on Assembly.

EQU This pseudo-op allows the programmer to equate a

numeric value with a label at the beginning of a program,

and aids clarity in listings. If, for example, 16388 is
equated with the label RAMTOP, instructions such as LD HL,
(RAMTOP) can be typed in and will be largely self-documenting.

In the Preface I mentioned that there are (at least) two versions
of the ROM on the ZX81, the "old ROM" issued with the original
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machine, and the "new ROM" which takes care of bugs in the arith-
metic routines and the PAUSE routine. It is not beyond the bounds
of possibility that further versions of the ROM will come into
circulation in due course - manufacturers commonly make minor
alterations to BASIC ROMs without publicising the fact. The follow-
ing table should, however, allow the reader to establish whether
he has one or the other of the known versions:

PRINT PEEK Teturns old ROM new ROM
3875 253 205
5274 128 42

From the point of view of the Assembly-language programmer, all
he has to remember is that one or two of the ROM routines he may
want to CALL will be at one address or another, depending on the
version of the ROM that he has. We will give listings using the
new-ROM addresses, and then show the old-ROM equivalent in
brackets.

ROM CALLS

This is a list of the addresses of ROM routines that may use-
fully be CALLed from one's own machine-language program. They are
mostly concerned with I/0; there are other routines in the ROM,
concerned with interpretation of BASIC programs, that are usable,
but there are few applications that really need them. The informa-
tion that you will need to be able to use the CALLs includes
registers used by the routines, differences between use in FAST or
SLOW mode, and so on, and this basic information is also given.
Note, however, that it will in practice be necessary to write a
routine around the CALL in order to be able to use it safely, in
some cases; these encapsulating routines are given in Chapter 8.

The authors of the ZX81 ROM tend to make full use of the
registers and in many cases, the phrase "'uses all registers' will
be encountered in the descriptions, meaning that you cannot safely
leave information in a register at the time that you CALL a rou-
tine; it will be destroyed on RETurn. In fact there are some
routines which will not necessarily use all the registers, depend-
ing on the circumstances in which they are CALLed, but it is less
complicated in such cases to assume that no registers can safely
be used and code accordingly; you can always store information on
the stack and then retrieve it later.

Remember, finally, that some of the registers are used by the
interrupt routines which implement SLOW mode and that others are
supposed to contain fixed values at certain times. All the routines
in this book attempt to avoid using these registers at all, but
when it proves impossible to avoid using (for example) IX and IY,

a special note is made of the fact in the accompanying explanation.
At any rate, this peculiarity of the ZX81 (explained on page 167 of
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the Sinclair manual) should be taken into account when planning
register use.

SLOW
Address: OF2BH (old ROM: OF28H)

Uses all registers.

Enters or confirms SLOW mode. You can CALL SLOW at any time.

FAST
Address: 0F23H (old ROM: QF20H)

Uses no registers (but see Sinclair manual p.167).

Enters or confirms FAST mode. You can CALL FAST at any time,

CHAR
Address: 0010H

Uses alternate register set. It appears that values in the main
register set at the time the call is made are unchanged by the
call, but this has not been thoroughly checked out.

This of course is one of the Z80's RST addresses, so the idea
is to code RST 10H whenever you want to print a single character
on the screen, at the current cursor location. The cursor location
MOvVes on one space, ready to print the next character.

The Sinclair character code of the character to be displayed
can be found in the table in the Sinclair manual, and this value
should be loaded into the A register before invoking RST 10H.
Registers unaffected by RST 10H include B, H and L. The only con-
trol code understood by RST 10H is 76H, which is NEWLINE; if this
value is loaded into A, the cursor location will be moved to the
beginning of the next line.

Caution: RST 10H will make no investigation of the contents of
the memory location within the Display File that it is loading up
with the character you have chosen. What this means in practice is
that if the current cursor location is one of the 76H's at the end
of each line in the Display File, this will be overwritten by your
chosen character, which will actually appear on the screen, within
the blank margin at the right-hand side of the screen that is
normally inaccessible. All may appear to be well at the time, but
the Display File now contains one too few 76H's. As soon as the
operating system discovers this, as it is bound to do in the
course of its periodic housekeeping, you will get a system crash.
To use RST 1CH, you need to know that the cursor location will be
at a permitted position within the Display File; otherwise, you
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will need to use the PRNTAT or PRINT$ routines, described below.

CLS
Address: 0AZAH

Uses all registers.

Clears the screen, exactly as the BASIC CLS statement. The
screen cursor moves back to the top left position, and locations
16441/2 are updated accordingly; that is to say, 16441 contains 33
decimal, corresponding to the first column, and 16442 contains 24
decimal, corresponding to the first row.

BREAK
Address: OF46H (old ROM: OFL3H)

Uses all registers.

This will strobe the keyboard to see if BREAK is being pressed.
The same thing can be achieved by using a subroutine built around
the keyboard STROBE routine (see below), but this is quicker.

Note that only one check of the current status of the keyboard is
made, lasting only a tiny fraction of a second; you may need to
put this call inside a loop. On return from the call, the carry
flag is set if the BREAK key was not pressed at the time the
strobe was carried out; otherwise the carry is reset. This call is
principally of value in allowing you to step through short chunks
of machine code of your own devising, during debugging, as it
allows you (for example) to RETurn to BASIC if things seem to be
going wrong.

BYTQUT
Address: 031EH

Uses all registers except HL pair.

This will send one byte to the cassette OUT port, and is used
by the BASIC SAVE routine for saving BASIC programs to tape. The
byte to be saved is not in a register, but in memory, and HL must
point to this memory location at the time that BYTOUT is called.

The computer must be in FAST mode when BYTOUT is called, or the
routine will RETurn with no output. BYTOUT incorporates a CALL to
BREAK, so there is no need to worry about providing the user with
a method of cancelling an instruction to output a large section of
memory to tape.

Normally, one would dump a series of consecutive memory addres-
ses to tape, using INC HL {or possibly DEC HL) and decrementing a
loop counter. The waveform that is sent to tape and which repre-
sents the binary data will be identical to that used for Sinclair
BASIC programs. BYTOUT contains a number of timing loops which
ensure that the blips on the tape are properly ''spaced out", and
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there is generally no need for the programmer to worry about the
duration of the ins*tructions in his own program, which are
executed between each CALL to BYTOUT. It is of course true that
there will be a variable delay between each such CALL, depending
on the particular instructions that the programmer has put in his
program, but the BYTIN routine (see below) will not be thrown out
of phase by this. The very slow baud rate (averaging 290 bps) used
by BYTOUT is in marked contrast to the speed of execution of Z80
instructions.

There is of course a BYTIN routine in the ROM, but it happens
to be unusable by the programmer because it is constructed in such
a way that it destroys the return address. The thing to do is to
construct a slightly altered version of this routine which RETurns
in the usual way, and such a routine will be found in Chapter 8.

PRNTAT
Address: 08F5H

Uses all registers.

This will relocate the screen cursor to any chosen position
within the Display File. You have to put a value corresponding to
the desired line in the B register, and a value for the column in
C. Note that, for this routine, the values are those that you
would use for the BASIC PRINT AT statement; that is, the value in
B will be 0 if you want the first line and will not exceed 21
(assuming you are keeping to the top 22 lines), and the column
value in C will similarly vary from 0 to 31. Load BC with a value
that fits these parameters, and CALL PRNTAT.

PRINTS
Address: 0B6BH

Uses all registers.

This will print any sequence of characters that are contained
in memory onto the screen. The string starts to appear at the
current cursor location; the cursor moves on so that, at the end
of the routine, it is at the next unused Display position. You
have to put the length of the string in the BC pair, and the
memory location of the first character in DE. The values in memory
will be converted to characters according to the Sinclair charac-
ter codes.

It might be expected that this routine would use a straightfor-
ward LDIR, but in fact all it does is make repeated use of RST 10H
to get the characters onto the screen. The reason for calling this
routine instead of using RST 10H within a loop is that it will
look out for the end of a Display line; if your string is too long
to fit on one line, it just continues on the next, skipping the
76H byte at the end of the line in proper fashion, and avoiding
the system crash problem mentioned earlier.
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STROBE
Address: 02BBH

Does not use E register; uses HL, BC, A, D.

This routine will make one strobe of the keyboard and return
whether a key was being held down at the time or not. It is capable
of differentiating between all the possible combinations of multi-
key entries that the keyboard allows. What happens is that a value
is returned in the HL register pair corresponding to the key
depression; however, the value bears no relation to the Sinclair
character codes and further processing is necessary to discover
what it represents. There are two ways of doing this: one is to
have a table showing the correspondence of HL values with charac-
ters, and test for each of the values that one is looking out for.
Typically, one might ask the user to press either "1" or '"2" on
the board, and would ignore any other key depression, cycling back
to call STROBE again until one of the specified keys is pressed.
Such a table is printed on page 162 of Ian Logan's book Understand-
ing the ZX81 ROM, and the reader is referred to this. Alternatively,
you can use the DECODE routine in ROM ([explained below) to convert
the HL value for you.

DECODE
Address: 07BDH

Uses all registers.

To use DECODE, transfer the HL value to BC and CALL DECODE. On
return, HL points to a memory location which contains a byte
corresponding to the code of the character you are after.

In fact the HL value will be an address in the ROM, within the
""character table', This is where the ZX81 stores all the characters
that it understands and also the expanded BASIC keywords, as well
as the one-byte tokens that represent them. This account may seem
somewhat confusing, because of the sequence of steps necessary to
get hold of the desired character that has been input at the key-
board. However, a routine will be listed in Chapter 8 to explain
the whole procedure in stages. There are a couple of pitfalls
involved in using these ROM routines, and Chapter 8 will show how
to avoid them.

In the meantime, let's just note that there is an alternative
way of collecting a keyboard value. Instead of CALLing STROBE, you
can look at the contents of locations 16421/2, which will contain
the value 65535 if no key is being pressed or some other value if
a key depression is currently being detected - just like the value
in HL. There is no particular advantage in one technique over the
other, and the remainder of this book will use the STROBE CALL.
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TAPE FORMAT

A final word on the format used to store ZX81 BASIC programs on
tape, which may be of use if you want to operate on ZX81 tapes in
interesting ways; you may, for example, want to write a machine-
code program to scan a tape looking for program lines in the range
2000-5000 and load them into memory, ignoring the rest of the
BASIC program. This is perfectly possible, provided that you are
clear about the way in which the program listing, Display File and
variables are stored in memory.

When the SAVE statement is encountered, the ZX81 will first of
all "output" five seconds of silence. It then outputs the byte
values of the name of the tape, which can of course be of variable
length, and adds 128 decimal to the final byte (in other words,
SETs bit 7). This is followed by a dump of memory locations 16393
to 16508, comprising most of the low RAM operating system extension.
Then comes the BASIC program from 16509 onwards (variable length,
of course). The 118 decimal byte at the end of the last BASIC pro-
gram line is followed by another 118 signifying the start of the
Display File, and the whole of the File is output. Then, if the
location pointed to by locations 16400/01 contains 128 decimal,
there are no variables and output stops; otherwise, the variables
are output until the routine has reached the memory location
pointed to by 16405, the start of "free memory". The BASIC stack,
up at the other end of memory, is never saved to tape, hence the
warning that one should not SAVE from within a GOSUB call; the
return address is stored on the BASIC stack.

The BASIC LOAD routine does not look out for any particular
end-of-file byte when reading in a tape; it just notes the value
held in 16404/5, which of course was put there near the beginning
of the LOAD of the current tape, and ceases looking for data on
tape when it has loaded the appropriate number of bytes in.
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Chapter 8 Assembly-language
subroutines

This chapter provides two kinds of subroutines for a ZX81
Assembly Language programmer. The first kind uses the ROM calls
described in the previous Chapter and shows how they can be
applied safely. The second type comprises general-purpose sub-
routines which are likely to be needed by any programmer doing
work in Z80 Assembler, and will save him time which might other-
wise be spent reinventing the wheel. Some of the routines are
quite short and may tempt the BASIC programmer into learning
Assembler in order to make his ZX81 a more powerful machine, which
in effect is what Assembler has to offer him. However, to repeat
the point made earlier, this book does not teach Assembler from
scratch although the routines may be found worth studying as
examples of applications techniques on the ZX81.

All the routines listed here are assembled with an Origin at
location 32000; this is an arbitrary choice and the programmer may
choose to locate his versions of them elsewhere in memory. It is,
of course, possible to type the routines in by POKEing the decimal
equivalents of the machine code to consecutive memory locations,
but some sort of Assembler utility will have to be used if serious
programming is to be done.

Whatever the location chosen, it will need to be protected by
reserving memory. It may be advisable to give a warning at this
point: the impression seems to have spread that reserving memory
means POKEing values into locations 16388 and 16389. Reserving
memory really means relocating the stack pointer, and this can
only be done by executing NEW.

When NEW is executed, the ZX81 will investigate the values held
at 16388/9 and interpret them as a memory address, then arrange
for the stack to build downwards in memory from a location start-
ing just below that memory address. Thus, if you have stored a
machine-code routine above this point, it will not be corrupted by
values placed on the stack during program execution. Of course, it
won't necessarily be corrupted anyway; some routines don't use the
stack at all, or it might be that only a few bytes of stack are
used which do not overlap your own routine.

A number of programs for the ZX81 have been described as
"reserving their own memory'. In fact these programs, such as ZXAS,
merely load the appropriate values into 16388/9; the stack pointer
still points to top of memory until NEW is executed. Another mis-

98




-

conception is that memory can be reserved by using the BASIC CLS
statement; this results from a misreading of page 177 of the
Sinclair manual. CLS will investigate 16388/9, but only to decide
what format to use for the Display File; it sets up a full or
"minimal" file, as described on page 172 of the manual, depending
on the amount of memory it thinks is available.

There may well be a USR call that can be made to reserve memory
in the proper sense, but it does not appear to have been found yet.
RAND USR 1040 is one of the calls that have been put forward as
reserving memory; it doesn't work. Of course, you don't need to
find a ROM routine if you just want to move the stack; the Z80
instruction set contains explicit instructions for altering the
value in the SP register, and setting up your own temporary stack
is a normal programming procedure.

VIDEO DISPLAY

The routine called DISP, shown in Listing 8.1, can be used when-
ever you want to print a message on the screen. The message needs
to be stored in memory as a series of consecutive byte values
corresponding to Sinclair character codes. In the Listing, the DEFM
facility available under EDTASM+ has been used to make the .
Assembler generate the appropriate values corresponding to the
message ""HELLO", and these values can be seen in the Listing
occupying locations 7D24H to 7D28H. They are followed by a 76H
byte which is used by the routine to signify the end of the
message. It had better be explained that DEFM has been used in
this Listing merely for explanatory purposes; the byte values
shown correspond to standard ASCII whereas Sinclair character
codes are non-standard. The assembly-language programmer wanting
to include messages in his coding must either look for a ZX81
Assembler which understands Sinclair character codes, or make up
his message by looking up the ccdes in the Sinclair manual letter
by letter and POKEing them into memory.

A typical program might contain half a dozen messages, stored
one after the other, separated from each other by 76H's. To print
a particular message, the programmer must know the location in
memory of the first byte of the message, which in the case of
Listing 8.1 is 7D24H. He doesn't need to know the length of the
message so long as he is sure that it will not take up more than
five lines of the screen. He does need to locate the screen cursor
to the desired position on the screen, but only if he has special
requirements concerning particular rows and columns at which
different messages must appear.

The address of the first message byte is then loaded into HL
and the routine is CALLed. The routine will make sure that the
computer is in SLOW mode and will then ensure that printing a long
message will not cause a system crash. It does this by CALLing its
own subroutine, SCRCHK. This will investigate location 16442 to
find out whether the position of the screen cursor allows for the
printing of five lines of message plus a carriage return at the
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end of it, while remaining within the top 22 lines of the screen.
If not, the screen is cleared so that the new message will appear
at the top. When making calculations concerning line positions,
one should remember that the twenty-fourth line of the screen
corresponds to the value zero in 16442, so one generally wants to
avoid printing while 16442 holds a value between zero and two
inclusive given that the printing-routine will execute a carriage
return at the end of the message.

Listing 8.1

7Dep 08100 ORG 32009

4034 00110 ROM EQu 14442

DAZA 06120 CLS EQL 0AZAH

7000 ES 00130 DISF  PUSH  HL $3AVE MESSAGE START ADDRESS
7D01 CDZEOF 40140 CALL  OFZBH  :BLOM

/D04 CDi07R  fe1Sd CALL  CGLRCHK

7007 E1 06140 FOF HL JMESSAGE ATDRESS TO HL

/D08 E5 fg170 FUSH  HL 1AHD COFY..s

7007 Bl E01E0 FOF JE $e4.70 DE

/D34 (10006  0pi%0 L8 BC. @ : INITIALTSE MESSAGE LENGTH COUNTER
700D 7E Ge208 LOGF LD fi: THLY FIRST CHARACTER 70 4

700E 23 8g21a N HL

7D0F FEZA pozis CF 74H JEND OF MERSAGE®

D11 23 §6230 JR I.FIMAL 1AMF IF SO

M2 03 paz4d I &L +ELSE ADD 1 YO MESSAGE LENCTH

7D14 18F7 fezse JR LOOF
“Clo CDAEDE 0250 FTNAL  CALL [HAEH  jPRTHTS

N7 ES iy Lo &.76H  GEXECHTE...

R 07 §o2ag0 RST 10H Do NEMLTHE

R Lazed RET

7010 JA3AY0 MO3R0 SORTHE UD f, (ROW) JCHECK SCREEN STATUS
N6 FEO7 jezain o 7k P00 FOR 5 LIMESY
OrE DC2A0A AE3M CALL C,0LS VIF MOT. HalC ROOM
07% o9 26320 RET

7ITE 38 11340 DEFH THELLOY

P LA

7028 4C

7D2% 8

LA 4F

7b2e 75 #0250 DEFE 7&H

ik B9346 END

{0808 TOTAL ERRORS
CL5 0424
pisk 7Dl
FINaL  7Dié
UIOF 7DOD
ROM 4034
SCRCHE 7DID

DISP will use the PRINT$ routine in ROM, described in the
previous chapter. In order to do this it needs to know the message
length, and lines 200-250 of the Listing use a loop to build up
the length of the message in BC, by checking consecutive memory
locations to see if the end-of-message byte has been reached yet.
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The start address of the message has already been saved in DE, and
so the PRINT§ routine can be CALLed in line 260. After this, a
carriage return is implemented and execution RETurns from DISP.
Many programs will be of the type which print a series of messages
during execution, each one beginning at the start of a new line,
and if the programmer simply wants to do this, DISP will take care
of all the details without requiring him to worry about the current
screen cursor location before each CALL to DISP. If, on the other
hand, there are short messages which must appear near the bottom

of the screen, the value used in line 310 can be reduced to permit
this.

LINE INPUT

If the user of a program is required to type in more than one
Character at a time, the program must be able to store such a
string of input somewhere so that it can operate on it. Of course,
a machine-code program may run so fast that it can perform any
necessary operations on each key depression before the user has
time to hit the next key, and programming of this kind will be
found in most machine-code arcade games. There are, however, many
occasions when it is inconvenient or impossible to structure code
in this way, and the normal approach is to use the input buffer to
store the series of characters. This is an area of RAM set aside
for such data, and the bad news in the case of the ZX81 is that it
doesn't exist, nor is there a ROM routine which would be able to
use it.

Multi-character or line input from the user is handled by the
ROM in a variety of ingenious ways, none of them of much use to
the assembly-language programmer. The solution is to build up a
routine which can handle keyboard input of this kind and to
include in it some otherwise unused memory locations where the
input can be stored, to replace the missing input buffer.

There is a little more to it than that. The routine needs to be
able to display the input on the screen character by character; it
follows that there must be some control over the number of charac-
ters the user is allowed to input, otherwise he might provoke a
system crash just by typing past the end of a line on the screen.
The ZX81 keyboard allows the user to type in multi-character BASIC
keywords with single strokes; most programs that the assembly-
language programmer will want to write must positively prevent
this happening, as the only input needed will be from the alpha-
numeric character set, and the appearance of expanded BASIC tokens
on the screen as multi-character keywords will mess up the display.
Although the routine will allow input characters only up to a
certain maximum, it should nevertheless allow the user to terminate
input before this maximum of keystrokes is reached, or it will be
far too inflexible for general use. Finally, something has to be
done about the latent '"keybounce" problem in the ZX81 keyboard. An
assembly-language routine which continually strobes the keyboard
looking for input will detect a key depression easily enough, but
unless some extra routine is added, it will continue to detect the
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same key depression over and over again until the user 1lifts his
finger from the key. There are several ways of coping with this,
the one used in Listing 8.2 being a simple delay loop; some such
routine is necessary to avoid an unwanted auto-repeat or '"‘bounce"
on keyboard input.

Listing 8.2

7Ddo joi0g ORG 32000

07ED 80110 DECODE EQU 07EDH

7000 ES 00120 GETSTG PUSH HL +0AVE START ADDRESS OF INFUT EUFFER
7001 34 10130 L DH ;CLEAR, +\

7002 3D 10140 Lb E,L fe0oEUFFER, 44

7D03 13 10150 N DE HPH

7004 3500 00140 LD (HL),0 ... FREVIOLS..,

7D0& EDED 00470 LDIR o0 INPUT

7D0g Ei bo180 FOP HL

7009 140F 10190 LD B, 15 (MAXIMM INFUT LENGTH

7DOE ES 00200 LOOPR PUSH HL

7D0C €5 B0210 FUSH  EC

700D CDIE7D 00220 CALL  INPUT  (COLLECT MEXT VALID CHARACTER

7Dib .1 B0230 FOF BL

7Dii Ei 10240 PaF H

7D1Z FE76 10230 [y 76H +END OF INFUT?

7014 (8 10249 RET z +RETURN IF 80

7015 D7 10270 RST 10H +ELSE ECHO TO SCREEN

7016 77 0z80 LD (HL);A }AND STORE IN HIFFER

D17 73 00230 NG HL +H. FOINTER TO NEXT FREE EUFFER LOCATION
7018 10F1 00300 DNZ  LOOFR

7D1a C9 00319 RET +AUTO-RETURN IF USER DNPUTS MAXTMUM-LENGTH STRING

B03Z20 O R X XK KR OO
701E CD4F7D 00330 INFUT  CALL STROBE GET KEY DEPRESSION

7D01E 2R 00340 DEC H +BACK TD KEYHIT VALLE

7D1F 7D 00330 o #,L

7020 FEFF 103410 cr 25 $SHIFT KEY TLY?

7022 78F7 00371 &R Z,INFUT IGNORE IF 50

7024 CD307D 00380 CALL  ALPNUM 3ELSE ANALYSE FLRTHER

7D27 30F2 00390 JR NC,INPUT}NOT IN PERMITTED CHARACTER SET, IGNORE 4WD TRY AGAIN
7D2% 44 fo4co LD EH

7024 40 00410 LD C,L

7026 CDBDO7  ©042C CALL  DECODE 3MWITH KEYHIT VALUE N EC

7DZE 7E 0430 LD A, (HL) (CHARACTER TO A FROM ROM TABLE
70ZF €9 00440 RET

IEGTIRP S 000 0abe o0 s 10080 d s sdtivessitidttisdsnassssetd
00440 ;PERMITTED CHARACTERS HAVE OFEH OR O7FH IN L OR HAVE ONE ZERD EIT IN H

7D30 70 00470 ALPNUM LD AL

7031 FEFE o480 ce UFEH

7D33 2818 00490 JR Z,LAST JOK

7035 FE7F 00500 cr 7FH

7D37 814 00510 JR I,LA5T 0K

00520 INOW COUNT UP NUMEER OF 1-EITS IN INPLT EYTE

7039 7C 10330 LD fH

7D3A 1500 10540 LD D:0

7D3C 1508 00550 b E,8

7D3E 17 00540 LOOFR  RLA
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7D3F DC4E7D 005710 fAall  C. I

7047 10FA #8580 DJMZ  LOOFR

7044 7h 00591 Lo &:D

7045 FEO7 10404 cr 7

7D47 7804 095110 JR I,LAST (DK IF EXACTLY SEVEN 1-BITS
00420 :AT THIS FOINT BYTE HAS FATLED AL TESTS

7049 B7 10230 Or A sCLEAR CARRY = RELECT CHARACTER

D4A 09 10440 RET

7D4E 14 00550 INC e 0 ;40D ONE TO COUNT OF 1-EITS

7D4C 9 10640 RET

04D 37 10670 LAST  SOF +SET CARRY = PERMITTED CHARACTER

7D4E C9 00430 RET +WITH C SET/RESET SHOWING WHETHER FERMITTED CHARACTER

10690 $D0DONO X RO R OO N X
7D4F CDEEDZ 90700 STROEE CALL 0ZEEH  ;LOOK AT KEYEDARD

7052 23 00710 INC HL +ADD OME TO KEYHIT VALUE

7053 7C 10720 ip A H

7054 BS 00730 R L

7D55 28F8 00746 JR Z,STROBE;ZERQ MEANS NO KEY BEING DEFRESSED, TRY AGAIN
7037 (EZD 08750 LD C,45  JDELAY = 1/2 SEC,

7039 Q6FF 00760 QUTER LD B, 255
7D3E 10FE 00770 DELAY DJNZ  DELAY
705D 0D 00780 DEC c
7D3E CB 00790 RET I +HITH KEYHIT VALUE + 1 IN HL
7D5F 18F8 10800 JR OUTER
gaoo 00810 END

00000 TOTAL ERRORS

ALPNUM  7D38

DECODE  07ED

DELAY  7DSE

GETSTG  7Dod

NG /DB

INFUT  7DIE

LAST 7DD

LooPR  7D3E

LooFR - 7DOE

GUTER  7D5%

STROBE 7D4F

The line input routine called GETSTG is shown in Listing 8.2
and consists of a number of subroutines performing different tasks,
to overcome the difficulties described above. Probably the best
thing to do is to start in the middle of the complete routine and
show how the various subroutines in it function; in any case many
of them can be used independently, in your own programs. Then we
can see how the routine as a whole is constructed.

The subroutine STROBE at lines 700-800 will scan the keyboard
using the ROM routine at 02BBH, described in Chapter 7. If no key
is being depressed at the time, the value 65535 is returned in the
HL register pair. To detect this, it's convenient to increment HL
by one and test for zero; the lines from 720 to 740 show the con-
ventional way of testing a register pair for zero on the Z80. The
subroutine keeps cycling around until a key is hit, then waits for
half a second before returning with whatever value is in HL. The
nested loop at 750-800 is, again, a conventional way of implement-

103




>

ing fairly short delays of this kind, and prevents the same
depression being read several times before the user has time to
remove his finger from the keypad; half a second may seem exces-
sive, but the value in line 750 can always be altered to give a
different period.

Now that the key depression has been translated into a value in
HL, the DECODE routine in ROM will translate it again into a
character code. However, it would be disastrous to CALL DECODE
with this value, without further processing. This is because the
value in the L register may be 255, and, if so, the ROM routine
will go into an infinite internal loop; it does not expect to be
called with that particular value in L. There is also the question
of undesirable input outside a permitted range; the GETSTG routine
will allow input of the letters A-Z, the numbers 0-9, and the
punctuation symbols on the bottom row of the keypad, accessible
through the Shift key. It will not accept other key combinations,
and the subroutine which tests key depressions for admissibility
is called ALPNUM.

ALPNUM is located at lines 460-680. It turns out that three
tests have to be carried out on the HL value to establish whether
it is in the permitted range; line 460 gives further details. A
jump to LAST is made if the L register contains either of the two
values which show that the value is permissible. If not, the H
register has to be tested to see whether it holds exactly one zero
bit, and this is done in lines 530-610. The method used is to
transfer H to A and perform eight left-rotates, the Carry being
set if the bit that falls out of the byte is a one. The little
subroutine INC will tot up the number of times this happens and
send control to LAST if the answer is 7. LAST will set the Carry
flag to show that the value is OK, otherwise the Carry is reset.

Let us now look at the INPUT subroutine, lines 330-440. It
begins with a CALL to STROBE, and then decrements the HL value;
the reader will instantly recall that we incremented HL in STROBE,
S0 we need to adjust it back again. We now have a special test to
see if the Shift key (and only the Shift key) is the one that is
being depressed; if so we reject it and try again. Otherwise we
CALL ALPNUM, and on return (line 390) test the Carry to see if the
Character is in the permitted range. If it is, the HL value has to
be transferred to the BC register pair, and we can then safely
CALL DECODE.

On return from DECODE, there will be a value in HL pointing to
the address of the character in the ROM character table. Line 430
therefore transfers the correct Sinclair character code to the A
register. At long last we are in a position to write a routine to
collect key depressions in A and store them in our own input
buffer. First, though, we should remember to delete any previous
input from the buffer that may be left over from some other use of
it - as a matter of fact it may be used to store all kinds of
temporary values generated by other parts of our programs. It may
not be necessary to carry out this deletion, depending on the way
in which your program examines user input in the buffer, but at
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any rate the GETSTG Listing commences with a procedure at lines
130-170 to do this; it writes zeros to memory locations commencing
with the location pointed to by HL, and continuing until BC has
been decremented to zero by the LDIR instruction. It should be
noted, therefore, that the address of the start of your buffer
should be in HL at the time you CALL GETSTG, and (if you are
intending to use GETSTG without amendment) you will need to store
the length of the buffer in BC.

Once the buffer is clear, GETSTG still needs to know the start
address (in HL) and the maximum permitted length of input, which
must be stored in B. The process of collecting input is then
carried out in lines 200-300, by repeated CALLs to INPUT. Each
time we return from INPUT, a valid character code is in A. NEWLINE
1s one of the characters that the routine permits, so this is how
we can detect premature termination of input by the user, and line
260 causes a RETurn from the GETSTG routine if NEWLINE is hit.
Otherwise the character is printed on the screen; RST 10H is used,
so the screen cursor must be at a pre-calculated position where it
is safe to print the characters. The character is stored in the
buffer and another CALL to INPUT is made, but if enough characters
have been collected to fill the buffer, the routine automatically
RETurns without any further action by the user.

You may want to abstract some of the subroutines in GETSTG for
your own programs, or use it with little alteration. At any rate
it provides a ZX81 assembly-language programmer with a fairly
powerful tool, as there is a limit to the range of programs that
can be written without some kind of line input routine, and it
would be too restricting to implement user input in BASIC with
frequent jumps to machine code and back again.

READING TAPES

This is an explanation of the subroutine BYTIN, shown in Listing
8.3, and intended to be used to complement BYTOUT, the ROM routine
which sends a byte to the cassette out port. As a matter of fact
there is not a lot of explanation in the Listing; a full account
of the way BYTIN works would also require a detailed description
of the waveform format created on tape by BYTOUT. Basically, lines
110-220 cause the computer to look to the in port for any kind of
signal; in practice, "signals" of all kinds are constantly being
Teceived, mostly transients of very short duration which are not
Part of a tape recording. These lines contain a rudimentary filter
to cut out some of this noise, although it is still "echoed" to
the screen as the familiar diagonal black bands. As soon as some-
thing comes in which looks more like real data, it is passed to
GETBIT at 230-370 to analyse whether it is a one or a zero; the
ZX81 tape format is rather unusual in that all data consists of
bunches of sine waves of different duration. Absence of signal
does not signify a zero bit, as on some other systems, but merely
the absence of data.
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Listing 8.3

7Di0 10100 ORG 32000

7D08 OEDY 00110 EYTIN LD C:1

7002 Bé00 00129 LOOPA LD B,

7004 3E7F 00130 LOOPE LD A 7F

7DEé& DEFE 00140 IN A (OFEH};STROBE IN FORT

7008 D3FF 80130 out (OFFH) ,AZECHO TO SCREEN
7D0A 1F 10140 RkRA

7D0E DZAZ03  §0170 7 NC, D3AZHIEREAK

7DIE 17 10180 RLA

7DOF 17 10190 RLA

7019 3805 jez00 JR C,GETEIT

7DiZ 10FC 09210 DJMZ  LOOFE

7D14 C30070 0022 JF BYTIN

7D17 1E94 00230 GETEIT LD E;09H
D17 041A 00240 LODPC LD E, 0184

7D1E 1D 09250 LODFD DEC k:

7D1C DEFE 40240 IN A (OFEH?
7DIE 17 00270 RLA

7D1F CE7R 00280 EIT 7,k

7021 7B 00290 LD Ak
7D22 38F5 to300 JR C,L00FC
7024 10FS f0312 D2 LOOFD
726 2004 00328 4R NZ,SKIP
7D7R FESE 00330 iy 056H
7024 3006 fi034u JR NC,L00FA
7D2C 3F 00350 SKIF  CCF

7020 CRil 00341 RL C

7DZF 3001 D371 JR NC,LOOFA
7031 09 19380 RET fFROM BYTIN MITHEBYTE IN C
i 00378 END

06060 TOTAL ERRORS

BYTIN 7000

CETEIT 7Di7

LOord  7D02

LOOFE  7D04

LOOFC  7D1%

LOOFD  7DiB

SKIF  7DZC

GETBIT assesses the incoming signal by creating a value in the
E register which corresponds to signal duration. There are two
ranges of values which may be in E and which correspond to the
"one" and "zero" signals; in this case the bit is loaded into the
C register. If the E value is outside both these ranges, the
signal is ignored and GETBIT starts looking for another one. When
eight bits have been loaded into C, the routine RETurns and the
programmer can extract the byte from C without difficulty.

The routine is actually quite precise about the data that it
will accept as valid and rejects poor-quality input, hence the
reputation of the ZX81 as a "difficult loader'". Unfortunately, if
the quality is too bad, the machine just gives up and returns the
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user to the inverse-K mode without giving any diagnostic informa-
tion. At any rate the programmer doesn't need to worry about any
of this; he can just CALL BYTIN whenever he wants to read a byte
from tape. BYTIN will loop round until the data starts coming in,
then read a byte and RETurn. It is the programmer's responsibility
to keep up with the baud rate in the sense that there must not be
too much coding between each CALL to BYTIN, or it's possible that
the routine will miss the beginning of the next byte on tape. In
practice, as mentioned in the previous chapter, the baud rate is
so low that there is time for scores of instructions to be
executed between each byte.

BYTIN is coded to match BYTOUT exactly and will read any tape
that can be read by the BASIC LOAD routine. There is, of course,
nothing to stop you creating your own tape signal format, in which
case you can opt for a much higher baud rate, but then you will
have to write your own signal-output routine to replace BYTOUT. It
seems preferable to stick to the Sinclair format as this means
that you can use BYTIN to read BASIC tapes; you have to be clear
as to how many bytes of data are going to be on the tape and how
to discover this while reading it in, and some information about
this is given in Chapter 9.

As a final point, you should be in FAST mode when you CALL
BYTIN, and you can safely use the HL register pair, which will be
preserved during the CALL. In practice it is almost certain to be
used to hold a pointer to a memory address and to be INCremented
by one between each CALL.

NUMBER CONVERSION: from binary

When a user inputs characters we can store them and later
analyse them comparatively easily, but when he is going to be typ-
ing in numeric values we are going to have to do some conversion
work as well. We may be able to persuade him to use hex rather
than decimal, but either way we will have to convert the value to
binary so that it can be transferred to a register or register
pair. Similarly, if we want to display numeric values on the
screen, we will always be starting with a value stored in binary
form and will have to convert it to something more comprehensible
before printing it out. Number conversion routines are needed by
all programmers on all computers (even an arcade game will display
your current score at the top of the screen), and the routines
provided in Listings 8.4 and 8.5 are intended to be useful to a
Z2X81 programmer who doesn't want to work them out for himself.

Generally, decimal is much more awkward to deal with than hex.
In Listing 8.4, the routine BINDEC in lines 110-300 uses a table
of decimal values (lines 450-490) to make things easier. On entry
to the routine, the number that we want to convert to decimal
representation is stored in the HL pair as an unsigned binary
number. Suppose that this value is 32767. The routine will collect
the first value (10000) from DECTBL and subtract it from the
original value until the number goes negative, incrementing A each
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Listing 8.4

7D0i

7000 11337D
7063 1A
7004 4
7005 13
7004 1A
7007 47
7D08 AF
7007 B7
7DGA ED4Z
7D0C 3803
7D0E 3C
7DOF 18F9
7011 09
7D1Z TA%C
7big 07
7bi5 79
7Dis FEOI
D13 .8
D7 13
DA 18E7

nic 23
7010 COZS7D
7020 2B
7021 CD267D
7024 3EAD
7025 D7
707 .7
7078 CDZE7D
702k EDaF
702D E&OF
702F C6%C
7031 D7
7032 C9
7D33 1027
7033 EB0Z
7037 6400
7037 DABD
703k 2100
4ocg

go100
00110 BINDEC
00120 EDL
10130
B0140
00130
10140
10170
10180
00390 BDZ
00208
10219
10720
0230 EDZ
10241
10231
00244
262710
bzan
pozeo
§o300

LD
LD
LD
INC
D
Lo
XOR
Or
SEC
JR
INC
JR
#0D
ADD
RET
Lo
E-F-
RET
ING
JR

32000

DE,DECTEL

Ay (DE} }FIRST.4s

C;A 3+ DECIMAL. ..

DE 3o MUMEER. ..

ﬁp(DE) ;f'!TD")!

B8 HIP

A

A

HL.,BC  jSTART SUETRACTING DECIMAL NUMEER FROM EIMARY MUMELR
C;BD3  JHAS BECOME A HINUS VALUE
f

EDZ

HL,EC  JRESTORE TO POSITIVE VALUE
;156  CONVERT TO INVERSE 0-9
1iH

#.C s TEST FOR END OF DECTEL

1

z (RETURN IF 50

DE

el $ELSE KEEF GOING

J0210 FOEOOO OO DO O OO N

08329 EIEX
02330
10z40
19350
10z40
10371
09380
00370 GENIUZ
Do400 GENIUS
1041t
00420
00438
60440
00450 DECTEL
d0440
10470
o048l
00490
IS

00000 TOTAL ERRORS

ED1
BDZ
ED3
EINDEC
EINHEX
DECTEL
GENTUS
GENTUZ

7003
7D0A
7D11
7p0o
7pic
7033
7D7R
7028

INC
CALL
DEC
CALL
LD
RST
RET
CALL
RLD
AND
ALD
RST
RET
DEFH
DEFH
DEFY
DEFH
DEFH
END

HL ;FOINT 7O M5B
GENIUZ

HL (FOINT TO LSE
GENIUZ
Ay 173
10H

3SINCLATR INVERSE-H

GENTUS

34 BITS 70 EITS 3-0 OF &
$ZAF BITS 7-3 OF A
sCONVERT TO IMVERSE 0-F

0FH
f:156
104

10000
1000
100
10

1
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time until (not including) the time this happens. A therefore con-
tains the value 3, which is the first number we want to display on
the screen; the routine jumps to BD3 (line 230), adjusts the HL
value back to 2767, adjusts A so that its value now corresponds to
the Sinclair character code for "3'", and prints it on the screen.
RST 10H is used to do this, as in the binary-to-hex conversion
shown in the second half of the listing, so the usual precautions
must be taken to ensure that the character appears in the correct
location on the screen. Note also that the routine prints leading
zeros; a decimal value of 456, for example, will appear as '"00456".

The routine then cycles back to BDI in line 120 to deal with
the remaining four decimal characters. When the last of them is
printed, the C half of the BC register pair will contain a one, as
this was the last decimal value to be loaded from DECTBL, so a
RETurn is then made from the routine. The routine will handle any
value from zero to 65535 and, like most routines which use table
look-up techniques, is very fast, although longer than absolutely
necessary; an entirely different algorithm could be used to com-
press it into about half its length, but there is no other
advantage in doing this.

The binary-to-hex routine in lines 320-440 of Listing 8.4 is
more straightforward, as hex notation is a little closer to the
number format that the computer understands. This routine uses a
rather elegant technique involving the RLD instruction. This is
normally reserved for BCD arithmetic, which tends to be under-
utilised on the Z80. The best way to regard Z80 instructions, how-
ever, is in terms of what they actually do rather than the purpose
that their designers may have had in mind, and RLD is a useful way
of moving groups of four bits around between registers.

To use the routine, a value must be placed in HL which will be
a pointer to a memory location containing the binary value that we
want to convert. Again, the routine will deal with unsigned
integers between zero and 65535, It expects the value to be stored
in two bytes in the format most common on the Z80, that is, LSB
followed by MSB. We will want to print this on the screen as four
characters representing a hex value, and the first two characters
will correspond to the contents of the memory location holding the
MSB; the routine therefore begins by incrementing the HL pointer
so that it points to that address.

The actual work is done by the subroutine GENIUS; conceited
labels of this kind are the privilege of the assembly-language
programmer who has done a neat bit of coding. GENIUS must be
executed exactly twice before a RETurn is made to BINHEX, and a
useful way of doing this is to use the call-and-fall-through tech-
nique shown in lines 390 and 400. The RLD instruction will collect
the four high-order bits of the MSB in memory and transfer them to
the low-order bits of A; at the same time it moves the four low-
order bits of the MSB to the high-order bit positions of the same
memory location, so that another RLD will be able to collect them
next time.
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The four bits that have been moved to A represent the first hex
character to be printed on the screen, so all we have to do is
mask out the high order bits of A in line 410 and then convert the
remaining value to correspond with the Sinclair character set.
Even this is easy because the authors of the ROM have thoughtfully
arranged that the letters A-F will follow 0-9 in their character
set; we can alter our number to fit into this range by adding 156
decimal to it. This will in fact print the character in inverse
video, but a different constant can be chosen for black-on-white
representation.

After two executions of GENIUS, both nibbles of the MSB have
been dumped to the screen; line 340 will decrement HL to point to
the LSB, and the same procedure is repeated. Finally, line 360
arranges for the letter "H'" to appear immediately after the hex
number on the screen.

NUMBER CONVERSION: to binary

Listing 8.5 shows routines for converting from decimal, and
then from hex, to binary, within the same number ranges as were
used for Listing 8.4. DECBIN is fairly intricate and the reader

Listing 8.5

7000 gotog ORG 32008

7D0G €D230F 00110 DECEIN CALL  OF23H  jFAST

7003 D5 00120 FUSH DE $ADDRESS OF FIRST DECIMAL DIGIT
7004 FDEL 00130 FOF TI¥ 10 IY

7D0é DDES bo140 FUSH  IX :5AVE TX VALIE

7048 210000 00150 LD HL1

700 DD21407D 00140 Lo T¥,DECTRL

7DOF DEBD 40171 LD €1

7Dil FD4400 00180 LOOF3 LD B, (IY) DECIMAL DIGIT TOE

7014 04 il INC E sONE HORE THAN ACTUAL VALUE
7D15 FD23 pazaa IHC IY $POINT TO MEXT DIGIT

7017 DD7EQO 00210 LD g (TX10)

701A FEO4 B0220 ce 1 +LAST DECTEL MUMEER?

7DiC 2002 00230 JR NZ,NOT N0, SKIF MARKER

7DIiE OE01 poz40 LD Cy1 sEND-OF-ROUTINE HARKER

7020 DDSEQD 00250 NOT Lb E, (IX+0}

7D23 pD5s01 G02a0 LD 0, (TX+1)

7024 DD23 027 ING X

7028 D023 0oz80 ING X

70248 19 00290 DECZ  ADD HL,DE  ;ADD DECTMAL NUMEER FROM DECTEL TO CURRENT TOTAL
7DZE 19FD bo3on DNz DECZ

702D AF 10310 XOR A

7DZE EDSZ 00320 SEC HL,DE  }ADJUST FOR EXTRA ADD IN LINE 190
7030 79 B0330 LD a,C

7031 FEO1 00340 cr i ;END-OF-ROUTINE MARKER?

7033 7802 00350 JR Z,LASTD

7035 1804 G360 JR LOOF3

7037 DDE1 00370 LASTD FOF IX +END OF ROUTIME, RESTORE IX
7037 FDZ10040 00380 LD IY,4000H;RESTORE IY VALUE
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7030 E5 00370 PUSH  HL

7D3E TD2RBOF 00400 . CALL OFZEH  ;5L0W
7041 E1 a0410 FoP Hi. ;HL HOLDS EINARY EQUIVALENT
704z 09 o64z0 RET
10430 ;xxxxxxxxzxxxxzxxxxxxxxzxxxxxxxxx
7043 DS 00440 HEXEIN FUSH DE ;ADDRESS OF FIRST HEX DIGIT...
7044 E1 00430 FOF HL $eeeT0 HL
5 7E 0440 Lb A, (HL)
7096 CEZ7 00471 SLA A $MOVE, 5
7048 CEZ7 #0480 SLA A $+0+T0 BITS...
7D4a CEZ7 00470 SLA # HEPLS BN
D4 CEZ7 09500 SLA f reesl0F B
704 23 00510 NG HL
7DAF 86 00520 ADD A (HLY IMEXT DICIT TO BITS 3-0
7050 &7 00530 LD 0.4 SAVEIN D
05t 73 010540 INC HL +FOINT TD THIRD DIGIT
7052 7 00550 LD Ay (HL)
7053 CBZ7 00540 SLA A +REFEAT FROCEDIRE
7055 CB27 00570 SLA fi
7D57 CEZ7 00580 SLA i
D59 CB27 00590 SLA A
7D3E 23 Doand INC HL
705C 85 bos1d ADD Ay (HL)
7030 5F bpazo Lo E:A ;TRANSFER TO E
7D3E EE 00530 EX DE,HL  JEINARY EQUIVALENT IN H. ON RETURN
7D5F €% fos40 RET
7060 1027 00650 DECTEL DEFM 10000
7D4Z EBO3 LT DEFH ioeg
7054 6400 boa7a DEFH ion
7D56 04D 00680 DEFH 10
7D6E 0104 DDA%0 DEFW 1
gooo 070 END
00000 TOTAL ERRORS
DECZ 7024
DECEIN 70440
DECTEL 7Da0
HEXEIN 7D43
LASTD 7D37
LOOF3  7D11
NOT 7020

may prefer just to use it rather than spend a lot of time studying
it. It has to use IX and IY, and so a number of precautions are
taken in the first few lines; the routine executes in FAST mode as
SLOW mode requires these registers for the display routines, the
IX value is saved on the stack and, at the end of the routine, the
value 4000H is put back in IY. On entry to the routine, DE con-
tains the address of the first of the decimal digits to be con-
verted. These values must be "prepared" correctly: leading zeros
must be added to the decimal number so that it always occupies
five consecutive bytes in memory. In practice, DE will normally
point to the start of an input buffer where user input has been
stored. These memory locations must contain the actual values of
the decimal numbers rather than their representation as Sinclair
character codes; for example, if the number is 32767, the address
pointed to by DE must contain the value 3, and this value is
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transferred to B. DECTBL is again used, and the technique is
similar to BINDEC: the value 10000 is repeatedly added to HL to
build up the total. B is decremented each time to ensure that the
correct number of loops is performed. The routine then obtains the
next character from the input buffer and the next entry in DECTBL,
and the process is repeated. At the end of the routine, the
cumulative total is in HL.

HEXBIN in lines 440-640 uses variations on the techniques
employed in the other routines. Again, the four hex digits are at
a memory address pointed to by DE, in four consecutive bytes, and
have been prepared so that each byte contains a value from zero to
15. The address is copied to HL and the first byte value loaded to
A. This value will be the More Signicant nibble (MSN) of the MSB,
and it is destined to be saved in the MSN of the D register. Four
left shifts are performed to get the value into the MSN of A, and
then the second of the four hex digits can be collected from the
next location in the input buffer and added into A by line 520,
occupying the low-order bit positions. The contents of A are then
copied straight into D. Lines 540-620 repeat the procedure with
the third and fourth digits, putting them in E. Line 630 merely
swaps the completed binary value into HL so that it will be a
little more convenient to access on RETurn from the routine.

The reader may readily see that the HEXBIN routine is nearly
twice as long as it needs to be; two sections of coding are
duplicated and could be replaced by CALLs to a common subroutine.
Anyone who would like to develop his assembler skills is invited
to rewrite it in a more compact form. The attitude often taken in
these matters, however, is that when a machine-code routine actu-
ally works, it's already quite good enough, and no further time
need be spent on it.

The routines in this chapter give the programmer the beginnings
of a library of subroutines which will enable him to tackle a
range of projects. They are not very exciting in themselves, but
in the final chapter we will consider some more interesting appli-
cations programs which can achieve valuable results, and show what
considerations need to be taken into account when planning them.
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Chapter 9 Assembly-language
applications programs

This chapter will illustrate some applications of the routines
discussed in Chapter 8 and point out some interesting assembly-
language applications for the ZX8l. In general, many programs
which ought to be available for this computer have not yet
appeared on the market, and this includes programming utilities
which can speed up development work on BASIC programs. Utilities
which have been published include renumbering facilities, block
line deletion and the equivalent of the VERIFY command on the
Spectrum, so it would be a good idea to look for something that
hasn't been done yet.

HYBRID PROGRAMMING

This term refers to the practice of interleaving BASIC coding
with calls to machine-code routines via the USR statement. It is
possible in theory to replace any given BASIC statement with the
equivalent in machine-code, but it's considerably more difficult
with saome statements than others. In practice there are two com-
pelling reasons to write programs of this kind: to speed up BASIC
program execution, or to do something that can't easily be done in
BASIC at all.

One of the tasks that is difficult to perform in ZX81 BASIC is
the manipulation of individual bits in a byte. The need for this
is most likely to arise if the programmer has a lot of data to
store and wants to compact it into the minimum of memory. Suppose
that we wanted to store 5000 values, each in the range zero to 13.
ZX81 BASIC only permits single-precision numeric variables, each
occupying five bytes, and a relatively enormous amount of memory
would be needed to store the data in a numeric array. It would be
much ''cheaper" to POKE the values into individual bytes, but this
would still take twice as much memory as necessary; a nibble (four
bits) is capable of storing any value between zero and 15, so it
should be possible to store two values in each byte and hold all
the data in 2500 bytes.

In order to do this, we need a way of constructing a value
between zero and 255 which represents two of the items of data,
and then a way of retrieving the individual items. Constructing
the byte value is, in this case, easy; multiply the first item by
16 and add the second. It would however be more complicated, in
BASIC, to build up a byte value representing three items, if, for
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example, the first one occupied bits 7-6, the second one was held
in bits 5-3, and the third in bits 2-0. We need a way of modifying
individual bits while leaving the others unchanged. To extract
these data items, we need to be able to mask out specified bits so
that the ones containing the item we are after can be copied out
to a variable value,

The logical operators AND and OR in the Z80 instruction set
perform exactly this function; AND will mask out unwanted bits
while OR will write values to specified bit locations in a byte.
The illustration of the OR instruction in Figure 9.1 shows how
this works; it should be borne in mind that to use this technique,
the bits to be modified should all be zero to start with, as OR is
not capable of forcing a zero into a bit location holding a one.

Figure 9.1

7 bit number 0
o[o}o]o 1jofrjo ] = 10

1j0j0jojojofoj0 | = 128

10 OR 128 writes a 1 to
bit 7 of the byte, giving
a result of 138

AND and OR are available as statements in ZX81 BASIC, but have
entirely different definitions. They can operate only on complete
five-byte values rather than the individual bits of a byte, and
are useless for the particular purpose we have in mind. By con-
trast, an assembly-language routine to execute bitwise logical
operations is very straightforward to write, and is a suitable
application for hybrid programming techniques. We will write a
program to implement logical-OR in BASIC with a USR call to such a
routine; this will also illustrate one of the problems of USR on
the ZX81, that it does not allow any easy way of passing arguments
from BASIC to the routine.

The BASIC program, as well as the machine-code routine, will
have to be tailor-made to our particular requirements. In this
case we'll assume that we want to take two four-bit values and
store them in one byte; the machine-code routine will not only OR
the two values together but will perform the bit-shifting necessary
to ensure that each one occupies the required four-bit field in the
byte. As mentioned earlier, this could be done by multiplication in
BASIC, but it would slow down the program considerably; the BASIC
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ROM multiplication routine is a general-purpose routine for dealing
with all possible cases of multiplication that may arise in a BASIC
program during execution, and is very slow. All we want to do is
shift bits, and the Z80 instructions allow us to do this directly.

In the BASIC program shown below, the two values are shown as
ARGl and ARG2, where ARGZ is to end up in bits 4-7 of a memory
location and ARGl should occupy bits 0-3. The location used in the
BASIC program is identified as 28000, but normally you would be
writing to a series of such storage locations. It may be questioned
why the actual storage of the OR'd value is done by a BASIC POKE
rather than by the machine-code routine. It would be possible to
pass the memory address to the routine along with the arguments,
the catch being that it is first necessary to break it down into
two bytes (LSB and MSB) so that the machine-code routine will
"understand" its number-format and be able to load it into a
register pair. Although this can be done in BASIC, it's messy and
slow; other ways of passing arguments to machine-code will be con-
sidered later in the chapter.

Listing 9.1

7000 no108 ORG 32000
7D00 210F7D 00110 LD HL,ARG1
7003 3A107D 002 LD A, (ARGZ)
7004 17 10130 L4

7007 17 Bo140 FLA

7008 17 §4150 LA

700¢ 17 16140 RLA

7004 B4 §8170 Or {HL)
700E 1500 16180 Lo Bl
700D 4F 190 LD C.A
700E €7 B9200 RET

7DOF 20 00710 ARG DEFE 1

7010 09 00220 AREZ DEFE D

i 052310 END

00000 TOTAL ERRORS

ARGI  7DOF

ARGZ 7DD

Here is the BASIC program, which operates in conjunction with
the program in Listing S.1:

10 LET ARG1=12
20 LET ARG2=7
30 GOSUB 100

Lo POKE 28000,X
50 STOP

100 POKE 32015,ARG1
110 POKE 32016 ,ARG2
120 LET X=USR 32000

130 RETURN
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The BASIC subroutine at line 100 will POKE each pair of values
into the area set aside for storage in the machine-code routine by
the DEFB pseudo-ops. Execution of the USR call will transfer
machine execution to the machine-code routine; this will put the
ARGZ value in the A register, shift it left four times to get it
into the correct bit positions, then OR the ARGl value into the
four free bit locations in A. The result is then transferred to C,
and B is zeroed to make sure that there are no extraneous values
in it. On RETurn to BASIC, the value in the BC pair is transferred
to the variable X, and on RETURN to line 40, this value is POKEd
to the storage area.

Retrieval of the values from storage requires a similar pair of
programs. In the machine-code routines, AND would be used instead
of OR, and right-shifts instead of left-shifts. Only one argument
would have to be passed to the machine-code program, which would
be the byte value extracted from storage by a PEEK, but a problem
arises with the results; there are two resulting arguments and the
only way of transferring a result back to BASIC is to put it in
the BC register pair. We could put one result in each register,
but then we have to separate them out again in BASIC (dividing by
256 and noting the result and the remainder).

This example illustrates both the strengths and the weaknesses
of hybrid programming with USR. Most of the coding that is being
used is taken up with passing arguments back and forth; perhaps
this is an extreme example of the problem, but in general, the
programmer will need a more convenient way of transferring multiple
arguments between BASIC and machine code if he is to use the
technique frequently. The answer to the problem is to develop ways
of reading arguments out of BASIC programs directly, and of ''zapp-
ing" the results back into a BASIC program listing. In order to do
this, we will need to understand how to use assembly language to
scan a BASIC listing in memory when searching for an item of data,
and how to modify a BASIC program in memory so that it will execute
differently (but without crashing!) when subsequently run under
control of the ZX81 ROM.

These techniques will be covered later. First, a final example
of hybrid programming which takes us back to the problems of slow
execution encountered in the chapter on Supergraphics. The diffi-
culty was that we could not define a multi-line graphics image in
a single string, except by including in the string a large number
of blank spaces which would erase other images on the screen as the
first image moved around.

We used instead a set of string-literals or variables, one for
each line of the image, but this gave the BASIC interpreter more
work to do and made the program run a little too slowly. Once we
have decided to venture into machine code to fix the problem,
several solutions suggest themselves. The byte values representing
the graphics image can be stored somewhere in memory and sent to
the screen either by loading to the Display File, using RST 10H,
or using PRINT§. Special byte values can be interspersed among
these strings, signifying a carriage return or a PRINT AT position,
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and the =mz=chine-code routine can be designed to execute these as

it encounters them in reading through the strings. The particular
solution suggested here is put forward, in preference to other
techniguss. only because it requires the minimum of machine-
languzge coding and leaves as much as possible to BASIC. In parti-
cular, the strings making up the image are all in the BASIC pro-
gram znd this speeds up the editing process that is likely to be
necessary curing development of graphics-based programs.
Listing 9.2

13a0BSLOW

ig2l LEYT RS$=" i
I282 LET HM=3z0&a&

1283 LET F=4
l@a@d4 LET S5=22008
183823 FoOR T=5% TO.

1188 5TOP

=2@eld PRINT AT F.LC;
2818 PRINTY RS
2328 RAND USR M
S838 PRINT R
2249 RARND USR M
2058 PRINT A%
2@65@ RETURN

8.2 shows a short BASIC program to print an image con-
sisting of three lines, each five characters long, and move it
across the screen while erasing previous images. The program could
probably be speeded up further; for example, the erasing is done
with three lines of five blanks, but in fact only the first char-
acter in each line needs to be erased, since the succeeding image
will itself overwrite the rest of it.

The point of the program, however, is to show how the cursor
position can be moved around the screen by a short machine-code
program instead of using the BASIC PRINT AT statement. The machine-
code program must be tailored to the requirements of the BASIC
program and in this case we need to move the cursor down one line
and five spaces left, ready to print the next five characters,
after each PRINT statement has been executed. The machine-code
assembly is shown in Listing 9.3, which also serves to illustrate
use of the PRNTAT routine in ROM.

In order to calculate the correct adjustments to make to the
PRINT-position, we have to realise that the ZX81 stores informa-
tion about the current cursor location in different ways. The
values used for column positions in the BASIC PRINT AT statement,
for example, vary from zero to 31 from left to right across the
screen. The current value for the column position is stored by
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Listing 9.3

7Dt 00160 RG 32009

BaFs 00110 FRNTAT ERU 08F5H

434 (0120 RON equ 14442

4437 06130 COL Ew 1641

7000 213496 09140 LD HL RO

7003 7E 10130 Le fis (HL}

7pig 47 00140 LD B.A (SAVE ROW IN B

7005 3E18 0p17¢ LD h:24

7007 20 da180 SUE E +RESULT IN A TS BASIC ROW MUMEER
7008 3£ ag190 N A tHEXT LINE DORM

b 47 24200 Lo B4 +ONE PRNTAT PARAMETER
7084 713790 00210 L HL,COL

00n 7E 082210 Lo A, (HL)

7IOE 37 107238 Lo D;4 ISAVE COLUMN IN D

7DBF 3EIC aez40 w A,z

D11 92 14258 SUE D $RESIET IN A IS BASIC COLUMN NUMBER LESS S
D12 4 G0240 LD C.A +OTHER FRNTAT PARAMETER
7013 CDFS0E 0827 CALL  FRNTAT

7Dis 9 10282 RET

tope 26290 END

03900 TOTAL ERRORS

=1 4039

FRNTAT 0BFS

fel 4034

BASIC in location 16441, but it's the other way round; the value
decreases from 31 to zero as we go from left to right across the
screen. However, when working out a column parameter for the ROM
PRNTAT routine, we have to use the BASIC convention for the column
value, which is loaded into the C register before CALLing the ROM
routine. Similarly with the row number, a value from zero to 21 is
loaded into the B register as a parameter for PRNTAT, and corres-
ponding to the BASIC convention; the value is stored '"in reverse"
in location 16442,

To find out the current cursor location on the screen immediate-
ly on departure from BASIC execution via a USR call, we can just
read 16441/2, and this is done in lines 150 and 220 in Listing 9.3.
However, we can't change the cursor location just by loading new
values into these addresses; we have to use PRNTAT. The program
therefore converts the values representing the cursor location
from one convention to the other. Line 180 creates the row number
as PRNTAT understands it, and the next line increases the row num-
ber since we want to print on the next line down. Line 250 does
the same for the column, but the value 28 in line 240 allows for
the fact that we want to move the cursor five places left because
the image is five characters long. A one-character image, for
example, would require a value of 32 in line 240.

Having placed the parameters in the B and C registers, we can

CALL PRNTAT and RETurn to BASIC, which will print the next
character-string on the screen in the correct position. The effect
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of the machine-code routine is therefore similar to that of a
specialised cursor-control code embedded in the BASIC program,
moving the cursor location in just the right manner for this
particular image.

There are some disadvantages to this technique. If the image is
accidently sent too far to the left or too far down by the BASIC
program, for example, the parameters sent to PRNTAT will be
invalid. However, this shouldn't cause a system crash; the program
will terminate with a B error code. The machine-code routine is
not a general-purpose utility; this would require two separate
routines, one for moving the cursor down and one for moving it to
the left. Probably one would arrange for BASIC to POKE an argument
into the LEFT routine, specifying the number of spaces that the
cursor position should be moved to the left.

The graphics of the BASIC program are speeded up by the proce-
dure considerably, and the remaining delay is largely attributable
to the FOR/NEXT loop. Any idea of replacing this with a short
machine-code routine should be carefully considered before any
further amendment is made to the program. It really involves chang-
ing the whole structure of the program, rather than just one part
of it, and it would probably be quicker in the long run to write
the whole thing in Assembler, which is the logical next step.

There is, however, one variation on the technique described
above which makes the BASIC program execute a little faster because
it gives the interpreter less work to do. Two changes have to be
made to Listing 9.3: line 240 has to be changed to read:

LD A,27

so that the cursor location is moved one space left, and a new
line 275 is inserted:

275 LD BC,0

Now we can print a complete screen-image with a single BASIC
line such as:

100 PRINT ''AAAAA'';CHRS$ USR M;''BBBBB'';CHRS USR M;''CCCCC'';

What happens is that, on return from the machine-code routine, the
interpreter is instructed to print the contents of the BC register
pair. However, we have loaded BC with zero, and the CHR§ equivalent
of this is a blank space. The space is dumped to the screen without
being noticed (assuming we are displaying on a white background),
and this moves the cursor back to the position at which we want to
print the next line of the screen image. The single BASIC line
gives the interpreter much less work to do than the sequence of
lines 1020-1060 in Listing 9.2, and the routine executes faster
accordingly.
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READING AND WRITING TAPES

All sorts of applications can be envisaged in which you might
want to be able to read a tape from cassette into memory, using
the BYTIN routine given earlier. In practice, however, these will
be divided into reading BASIC tapes and reading tapes created in
your own format. An example of the first application would be a
project to write a program to discover the name of a tape, where
the name is not quoted in the program listing.

This breaks down into two main tasks: store the name in a buffer
while you are reading it in, and note when the last character of
the name has been read in. The procedure for storing values in a
buffer can be seen in Listing 8.2, although this application will
be much more straightforward than GETSTG, and merely involves
transferring values from the C register to successive memory loca-
tions in the buffer. Alternatively, you could dump them to the
screen as they come in; the values are the codes for the characters
in the Sinclair character set and can be printed using RST 10H
without further processing.

Let's assume that you have a subroutine called BUFSTR to store
the characters in a buffer. How do you know when you have come to
the end of the name? The last character is 'inverted", which means
in practice that it is the only one with bit 7 set; that is why
the user is not allowed to use inverted characters when typing in
the name of a tape. You will be CALLing BYTIN to read in each byte
and could test bit 7 with:

Bl 7.C

However, why not impress your friends by using a more elegant
technique? You can do it this way:

LOQP CALL BYTIN
CALL BUFSTR
JP—P,LO00P

NOP ;program continues

The P/V flag will be set if bit 7 is set; we're not carrying
out a parity or overflow check, as it happens, but this is not the
point. As mentioned earlier, the literal definition of the action
caused by a Z80 instruction is what matters rather than its inten-
ded use. Remember that BUFSTR should not disturb the condition of
the P/V flag.

Perhaps you don't care what the name is but want to extract
some information from the tape, such as the variable table, ignor-
ing the program listing, Display File and the record of the low
RAM values at the time the tape was made. In practice you will
have to read in the values from the low RAM, keeping track of the
number of bytes you have read in so far, until you know that you
have arrived at the two bytes representing the values in locations
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16400 and 16401 at the time that the tape was made. These tell you
the address of the start of the variable table, in LSB/MSB format.
Why not pass them into the HL pair for storage, PUSHing and
POPping as appropriate to preserve their values? That's fine, but
don't forget that the first byte goes into L and the second into

H! This is such an obvious point, but it catches people every time.

Now you can load 16401 into BC and subtract it from HL. The
result is the total number of bytes to be read in from tape, from
the current position in your program onwards, to reach the first
byte of the variables on the tape. You may want to look at page
178 of the Sinclair manual if you have trouble picturing what is
going on here. Any other section of the tape, such as the Display
File, can be isolated in the same way. Perhaps, if you are reading
in the variables, you are writing them to the end of the Display
File in memory, erasing the previous variable table in memory.
This should work out all right; to find out when you have reached
the end of the variable table on tape, you need to subtract the
value that would have been loaded into 16400/1 from the value that
would have been loaded into 16404/5 (start of free memory), so
these values had better be read off the tape as well, and can be
used to update the low RAM so that it corresponds to the new
version of the memory map that you have created.

Reading tapes made in your own format is much more straightfor-
ward; you will have created the format to make things easy for
yourself. For example, if you have a routine to dump sections of
memory to tape using BYTOUT, and want to be able to read them back
into the same locations, there are two pieces of information you
need on loading: the address to load the first byte, and the
length. These values can be sent to tape first of all (four CALLs
to BYTOUT), after which the core dump is executed by incrementing
HL to point to each memory location in turn and CALLing BYTOUT
each time. BYTOUT always dumps the contents of the memory location
pointed to by HL, so you can either put the first four values in
memory immediately preceding the addresses to be dumped, or else
use a tiny buffer, put the values there and make HL point to it.

On loading, the first four bytes can be transferred to two
Tegister pairs, probaboy HL and BC, and saved on the stack. Load-
ing the remaining bytes on the tape will then involve incrementing
HL while decrementing BC to zero.

SEARCHING IN-MEMORY BASIC PROGRAMS

Earlier I complained about the difficulty of implementing cer-
tain types of hybrid program on the ZX81, owing to the awkwardness
of passing arguments to machine-code routines. The answer is to
make the machine code do the work, by collecting the arguments
from the BASIC program, This eliminates the need for any POKEs,
but makes it necessary for the machine-code routine to be able to
scan through the BASIC program looking for an identifying marker-
value which will signify '"argument follows', after which the
argument can be collected and processed.
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In practice there are two different kinds of problem. If the
argument you want to collect is 'fixed'", it can be stored in the
BASIC program listing; if it is "wvariable'" in the sense that it
changes or is determined during program execution, then it is
going to be somewhere in the variable table, and that is where you
have to look.

An example of the second kind of problem would be the task of
scanning through the variable table looking for the current values
of ARGl and ARG2, as used in Listing 9.1 and the associated BASIC
coding earlier in this chapter. You have to find the start of the
variable table from the values stored at 16400/01, look at the
name of the first variable, skip to the next if it is not the one
you want, and so on. The different types of variable have differ-
ent lengths in the table and it is tedious, but fairly straight-
forward, to work out the logic of this skipping process. The
information necessary to do this is all contained on pages 172-174
of the Sinclair manual; the only thing that might lead you astray
is the misprint on page 173. In the first byte that is used to
store the control variables of a FOR/NEXT loop, the value in bits
4-0 will be the character code of the control variable-name minus
20H, net just the character code.

Working out a routine of this sort gives you the equivalent of
the VARPTR statement available in more sophisticated BASICs, which
will return the address at which a specified variable is stored.
Values computed by the BASIC program and not shown explicitly any-
where in the listing will then be available for inspection. There
is, however, a catch; all the numeric variables will be in five-
byte floating-point format! You could consider writing a routine
to convert from this format to binary so that the values can be
passed to your machine-code program, but I would advise against
it. The floating-point routines are the longest and most complex
in the ROM; it is better to make the ROM do the work of conversion.
How is this accomplished?

The answer seems to be to use STR$. By using a line like

100 LET A$=STRS ARGI

you can compel the interpreter to work out the decimal representa-
tion of the current value of ARG and store it as a string of
decimal numbers, in the variable table, as the variable A§. This
makes it possible to pick it up from the table, and send it to the
DECBIN routine described in Chapter 8, after which it will be in
the right format for a machine-code program to operate on.

Collecting an argument from a BASIC listing requires a different
approach. It will often not be necessary to scan the whole program;
instead, one can examine the value held at 16406/7 at the time
that the USR call is executed. This value will be the memory
address in the BASIC program containing the character or BASIC
token that has just been executed. Consider the following couple
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of lines:

100 LET X=USR OR
200 REM 10,128

This might be used to pass two values to a machine-code program,
at an address equated with the variable OR, which would perform a
logical-OR on them and pass back the result into the BASIC vari-
able X. When control passes to the machine-code routine, locations
16406/7 hold a memory address which is somewhere within line 100
of the BASIC listing. What we want to do is scan the listing from
this point onwards until we find the two arguments in the REM line.
First we get past line 100 to the beginning of line 200, using
some coding such as the following:

LD HL, (16406)
LOOP1 LD A, (HL)

cp 118

JR  Z,CONT
INC  HL

JR LOOP1

On each iteration of the loop, the routine will examine a byte in
memory to see if it is the NEWLINE marker signifying the end of a
BASIC line. If not, it examines the next byte; otherwise it jumps
to the CONTinuation of the progran.

Having found the end of one line, the idea is to skip the next
four bytes which contain the number and length of the line and
examine the following byte. In the case of the two-line BASIC pro-
gram fragment quoted above, the value in this byte will be 234
decimal which is the token for REM. The routine can check that
this is so, then take values from the following bytes which repre-
sent the arguments.

However, it depends how many failsafes you want to build in;
suppose the programmer has failed to put a REM line as the line
following his USR call? He may have thoughtlessly interspersed
some other line between the two, in which case you still want to
find his REM line, or he may have put no REMs in the program at
all, in which case you want to avoid a system crash as the routine
fruitlessly searches through to the end of the program and beyond.
Thinking ahead in this way, and anticipating user errors, makes
all the difference between a flexible and reliable machine-code
utility, and one which is so demanding and dangerous that even the
author finds himself avoiding the use of it.

The following coding fragment will take care of both the con-
tingencies mentioned above; it can be CALLed from the point at
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which the routine given above has exited the loop and jumped to
CONT:

INC HL ;point to first line number byte
LOOP2 INC HL ;second byte

INC HL ;first byte of line length

LD E, (HL)

INC HL

LD D, (HL) ;now line length in DE

INC HL ;first byte of line text

LD A, (HL)

cP 234 ;is it REM token?

RET Z ;yes, return

ADD HL,DE ;no, so add line length to line

start address to give start address
of next line in HL

LD A, (HL)

CP 118 ;is it another NEWLINE, meaning end
of BASIC program text?

JR Z,ERRORLE ;if so jump to error-handiing
routine for ''no REMs"

JR LOOP2 ;else go back and study the next line

There are all sorts of ways in which you may want to study BASIC
in-memory listings and it isn't possible to give details of all the
contingencies, but the coding shown above should illustrate the
general approach. There are, of course, cases in which you would
need to read through the whole BASIC program from location 16509,
the most obvious example being the implementation of READ, DATA
and RESTORE. No one has got around to providing this extension to
ZX81 BASIC yet, although it is certainly needed. Data items would
probably be stored in REM lines like this:

100 REM DATA ALPHA,45,BETA

and access to the READ utility would require a pair of lines like
this:

1000  RAND USR READ
1010 REM AS$,X,BS

Working out what the utility would need to do allows us to see
what unsolved problems lie in our path. We already have a routine
for picking out the address at which the arguments can be found -
in this case they are three BASIC variables in which data values
have to be stored. The utility will be able to differentiate
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between string and numeric variables by examining memory to see if
a character is followed by the '"$§" character. Data items are read
sequentially as they occur in a BASIC listing, no matter where
they are, so the utility needs to retain an address in storage
representing the point that it reached on the last occasion that
it was scanning the BASIC program, and the next READ statement
will cause it to search for the next data item after that point;
it will have to look at each line commencing with a REM and check
whether it is followed by the characters denoting 'DATA".

So far so good, but how can we get the characters in the REM
line, following the word DATA, into the variable table? We will
have to scan the table for each variable to see if it exists yet;
if so, it is overwritten with the new value, otherwise a new vari-
able is set up at the end of the table. In the case of string
variables, the length of the string in the DATA statement must be
compared with the length of the string currently equated with the
same variable; this information is stored in the variable table
along with other details about string variables. Then the vari-
ables following this variable will have to be moved up or down in
memory, to create the right amount of storage for the new-length
string, and locations 16404/5 will have to be updated accordingly.
Fortunately, there will be no material in the locations following
the variable table that needs to be preserved; this space is used
during editing and during BASIC program execution but not during
USR routines.

Unfortunately we run up against a snag at the last minute; we
have no routine for converting decimal numeric values into five-
byte floating-point format, and as mentioned earlier, even hard-
ened assembly-language programmers are liable to flinch at the
prospect of writing such a routine. Without it, we are unable to
fill the five bytes, reserved in the variable table for numeric
values, with the correct values to represent a number such as 45
in the example given above. A project to write such a routine
would probably quadruple the length of the complete READ/DATA
utility. It seems better to make the ROM do the work, and ask the
user to read all data items into string variables only. This will
in fact simplify and speed up the operation of the utility, and in
order to convert a string value such as "45'" into the numeric value
45, the user only has to write a line such as:

1000 LET X=VALS XS

which will make the ROM do the conversion during program execution.
The reader may of course feel quite happy about writing his own
floating-point conversion routine and getting it right (remember,
the authors of the ROM got it wrong the first time). The point of
the account given here of the planning that should be done before
starting coding, is to show how the fundamental details of the
working of a routine can't be settled until the programmer has
decided how all stages of his task will be implemented.

Modifying BASIC programs is, from the assembly-language program-
mer's point of view, little different from the job of searching
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through BASIC listings. Generally it will be necessary to scan
through the listing to find the area to be modified, after which
the necessary values can be loaded in to overwrite the existing
text. This is already a widespread practice, as it is used to
load the values representing a machine-code program into a REM
line set up to contain the correct number of dummy characters.
Generally the REM line is the first in the program, as the pro-
grammer then knows that the first memory location to be altered
is 16514. As we can see from the material discussed in the last
two chapters, however, there's no real need to restrict oneself
to this practice. Any line can be overwritten provided that it is
preceded by some sort of unique identifying token or tokens, such
as the character-string '"DATA", which is known not to occur else-
where in the program, and which will allow a program-scanning
subroutine to locate the line to be modified.

Nor is it necessary to type in hundreds of dummy characters to
be overwritten. A less tedious procedure is to create the entire
BASIC line. If it's to occur in the middle of a listing, the sub-
sequent lines and Display File must be LDIR'red to higher memory
locations to make room for it; the chosen line number is then
stored (MSB/LSB format) so that it occurs immediately after the
NEWLINE at the end of the preceding BASIC line, and is followed
by the length of the line (LSB/MSB). The required values are then
loaded into successive memory locations, and terminated by a
NEWLINE, which will be followed by the first byte of the remainder
of the BASIC program. The only updating that is then required is
to note the new values to be loaded to 16396/7 (start of Display
File) and 16400/1 (start of variables). The value for 16404/5
(start of free memory) will just be one more than start-of-
variables, assuming that the programmer doesn't mind wiping out
any existing variable table.

CONCLUSION

The programmer may baulk at some of the projects suggested in
this chapter, which seem very ambitious. On the other hand, much
more sophisticated programming aids and other facilities are
available for other computers than have yet appeared for the ZX81,
and there is no obvious reason for this. Probably many professional
programmers have avoided the machine because of the obstacles it
presents to program development or in the expectation that it would
become less popular with users. At the time of writing it seems
clear that there will be at least a million ZX81's worldwide by
the end of 1982, and it doesn't seem likely that the machine will
'"'go away', or be superseded by later models such as the Spectrum.
On the contrary, a wide range of software is now demanded by users,
including BASIC compilers, additional languages, BASIC enhance-
ments and utilities such as object code relocaters and better
assemblers, as well as more sophisticated games and other leisure
programs. Perhaps the information supplied in the present book will
éncourage some readers to set about the task of meeting this
demand.
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