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Fundamental Concepts

This book describes assembly language programming. It assumes that you are
familiar with An Introduction to Microcomputers: Volume 1 — Basic Concepts
(Berkeley: Osborne/McGraw-Hill, 1980). Chapters 6 and 7 of that book are
especially relevant. This book does not discuss the general features of computers,
microcomputers, addressing methods, or instruction sets; you should refer to 4An
Introduction to Microcomputers: Volume 1 for that information.

The chapters in this section provide basic information on assembly language in
general and the MC68000 in particular. Chapter 1 discusses the purpose of assembly
language and compares it with higher level computer languages. Chapter 2 discusses as-
semblers and, briefly, loaders. Chapter 3 describes the architecture of the MC68000
microprocessor, compares it with similar processors, and discusses important features of
Motorola’s MC68000 assemblers.

HOW THIS BOOK HAS BEEN PRINTED

This book contains both boldface and lightface type. The material in lightface
type only expands on information presented in the previous boldface type. Thus you
can skip subject areas with which you are familiar by skipping the material in lightface
type. When you reach an unfamiliar subject, read both the material in boldface type and
the material in lightface type.
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Introduction to
Assembly Language Programming

A computer program is ultimately a series of numbers and therefore has very little
meaning to a human being. In this chapter we will discuss the levels of human-like
language in which a computer program may be expressed. We will also discuss the
reasons for and uses of assembly language, which is the subject of this book.

THE MEANING OF INSTRUCTIONS

The instruction set of a microprocessor is the set of binary inputs that produce
defined actions during an instruction cycle. An instruction set is to a microprocessor
what a function table is to a logic device such as a gate, adder, or shift register. Of
course, the actions that the microprocessor performs in response to its instruction
inputs are far more complex than the actions that logic devices perform in response to
their inputs.
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Binary Instructions

An instruction is a binary digit pattern — it must be available at the data
inputs to the microprocessor at the proper time in order to be interpreted as an
instruction. For example, when the MC68000 microprocessor receives the 16-bit
binary pattern 1101001100000000 as the input during an instruction fetch operation, the
pattern means:

“’Add the contents of Data Register DO to Data Register D1.”
Similarly, the pattern 00010000001110100000000011111111 means:

“Move 11111111 into Data Register DO."

The microprocessor (like any other computer) only recognizes binary patterns as
instructions or data; it does not recognize characters or octal, decimal, or hexadecimal
numbers.

A COMPUTER PROGRAM

A program is a series of instructions that causes a computer to perform a partic-
ular task.

Actually, a computer program includes more than instructions; it also contains
the data and the memory addresses that the microprocessor needs to accomplish the
tasks defined by the instructions. Clearly, if the microprocessor is to perform an addi-
tion, it must have two numbers to add and a place to put the result. The computer pro-
gram must determine the sources of the data and the destination of the result as well as
the operation to be performed.

All microprocessors execute instructions sequentially unless an instruction
changes the order of execution or halts the processor. That is, the processor gets its next
instruction from the next higher memory address unless the current instruction
specifically directs it to do otherwise.

Ultimately, every program is a set of binary numbers. For example, this is a
MC68000 program that adds the contents of memory locations 6000,, and 6002, and
places the result in memory location 6004 4:

0011000000111000
0110000000000000
1101000001111000
0110000000000010
0011000111000000
0110000000000100

This is a machine language, or object, program. If this program were entered into the
memory of a MC68000-based microcomputer, the microcomputer would be able to
execute it directly.
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THE BINARY PROGRAMMING PROBLEM

There are many difficulties associated with creating programs as object, or bin-
ary machine language, programs. These are some of the problems:

+ The programs are difficult to understand or debug. (Binary numbers all look
the same, particularly after you have looked at them for a few hours.)

+ The programs are slow to enter since you must set a front panel switch for each
bit and load memory one word at a time.

+ The programs do not describe the task which you want the computer to per-
form in anything resembling a human-readable format.

+ The programs are long and tiresome to write.

+ The programmer often makes careless errors that are very difficult to locate
and correct.

For example, the following version of the addition object program contains a
single bit error. Try to find it:

0011000000111000
0110000000000000
1100000001111000
0110000000000010
0011000111000000
0110000000000100

Although the computer handles binary numbers with ease, people do not. People
find binary programs long, tiresome, confusing, and meaningless. Eventually, a pro-
grammer may start remembering some of the binary codes, but such effort should be
spent more productively.

USING OCTAL OR HEXADECIMAL

We can improve the situation somewhat by writing instructions using octal or
hexadecimal numbers, rather than binary. We will use hexadecimal numbers in this
book because they are shorter, and because they are the standard for the microprocessor
industry. Table 1-1 defines the hexadecimal digits and their binary equivalents. The
MC68000 program to add two numbers now becomes:

3038
6000
D078
6002
31C0
6004

At the very least, the hexadecimal version is shorter to write and not quite so tiring to
examine.
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Table 1-1. Hexadecimal Conversion Table

Hexadecimal Binary Decimal
Digit Equivalent Equivalent
0 0000 0
1 0001 1
2 0010 2
3 0011 3
4 0100 4
5 01 5
6 0110 6
7 o1 7
8 1000 8
9 1001 9
A 1010 10
B 1011 M
C 1100 12
D 1101 13
E 1110 14
F 1111 15

Errors are somewhat easier to find in a sequence of hexadecimal digits. The
erroneous version of the addition program, in hexadecimal form, becomes:

3038
6000
Cco78
6002
31C0
6004

The mistake is far more obvious.

What do we do with this hexadecimal program? The microprocessor under-
stands only binary instruction codes. If your front panel has a hexadecimal keyboard
instead of bit switches, you can key the hexadecimal program directly into memory —
the keyboard logic translates the hexadecimal digits into binary numbers. But what if
your front panel has only bit switches? You can convert the hexadecimal digits to binary
by yourself, but this is a repetitive, tiresome task. People who attempt it make all sorts of
petty mistakes, such as looking at the wrong line, dropping a bit, or transposing a bit or a
digit. Besides, once we have converted our hexadecimal program we must still place the
bits in memory through the switches on the front panel.

Hexadecimal Loader

These repetitive, grueling tasks are, however, perfect jobs for a computer. The
computer never gets tired or bored and almost never makes mistakes. The idea is to
write a program that accepts hexadecimal numbers, converts them into binary num-
bers, and places them in memory. This is a standard program provided with many
microcomputers; it is called a hexadecimal loader.

The hexadecimal loader is a program like any other. It occupies memory space. In
some systems, it resides in memory just long enough to load another program; in
others, it occupies a reserved, read-only section of memory. Your microcomputer may
not have bit switches on its front panel; it may not even have a front panel. This reflects
the machine designer’s decision that binary programming is not only impossibly tedious
but also wholly unnecessary. The hexadecimal loader in your system may be part of a
larger program called a monitor, which also provides a number of tools for program
debugging and analysis.

A hexadecimal loader certainly does not solve every programming problem. The
hexadecimal version of the program is still difficult to read or understand; for example,
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it does not distinguish operations from data or addresses, nor does the program listing
provide any suggestion as to what the program does. What does 3038 or 31C0O mean?
Memorizing a card full of codes is hardly an appetizing proposition. Furthermore, the
codes will be entirely different for a different microprocessor and the program will
require a large amount of documentation.

INSTRUCTION CODE MNEMONICS

An obvious programming improvement is to assign a name to each instruction
code. The instruction code name is called a ‘‘mnemonic’’ or memory jogger. The
instruction mnemonic should describe, in a minimum number of characters, what the
instruction does.

Devising Mnemonics

In fact, all microprocessor manufacturers provide a set of mnemonics for the
microprocessor instruction set (they cannot remember hexadecimal codes either). You
do not have to abide by the manufacturer’s mnemonics; there is nothing sacred about
them. However, they are standard for a given microprocessor, and therefore under-
stood by all users. These are the instruction codes that you will find in manuals, cards,
books, articles, and programs. The problem with selecting instruction mnemonics is that
not all instructions have ‘‘obvious’ names. Some instructions do (for example, ADD,
AND, OR), others have obvious contractions (such as SUB for subtraction, XOR for
exclusive-OR), while still others have neither. The result is such mnemonics as WMP,
PCHL, and even SOB. Most manufacturers come up with some reasonable names and
some hopeless ones. However, users who devise their own mnemonics rarely do much
better.

Standard Mnemonics

There is a proposed standard set of assembly language mnemonics.! The
amount of use that it will receive is uncertain, but it should at least serve as a basis for
comparing instruction sets and for selecting mnemonics for future processors.

Along with the instruction mnemonics, the manufacturer will usually assign
names to the CPU registers. As with the instruction names, some reg.ster names are
obvious (such as A for Accumulator) while others may have only historical significance.
Again, we will use the manufacturer’s suggestions simply to promote standardization.

An Assembly Language Program

If we use standard MC68000 instruction and register mnemonics, as defined by
Motorola, our MC68000 addition program becomes:

MOVE $6000,D0
ADD $6000,D0
MOVE DO, 56004

The program is still far from obvious, but at least some parts are comprehensible. ADD
is a considerable improvement over D078. The MOVE mnemonics do suggest moving
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data into a register or memory location. We now see that some parts of the program are
operations and others are addresses. Such a program is an assembly language pro-
gram.

THE ASSEMBLER PROGRAM

How do we get the assembly language program into the computer? We have to
translate it, either into hexadecimal or into binary numbers. You can translate an as-
sembly language program by hand, instruction by instruction. This is called hand as-
sembly.

The following table illustrates the hand assembly of the addition program:

Instruction Mnemonic Register/Memory Location Hexadecimal Equivalent
MOVE $6000,00 30386000
ADD $6002,00 D0786002
MOVE DO0,$6004 31C06004

As with hexadecimal-to-binary conversion, hand assembly is a rote task which is
uninteresting, repetitive, and subject to numerous minor errors. Picking the wrong line,
transposing digits, omitting instructions, and misreading the codes are only a few of the
mistakes that you may make. Most microprocessors complicate the task even further by
having instructions with different lengths. Some instructions are one word long while
others may be two or three. Some instructions require data in the second and third
words; others require mémory addresses, register numbers, or who knows what?

Assembly is another rote task that we can assign to the microcomputer. The
microcomputer never makes any mistakes when translating codes; it always knows
how many words and what format each instruction requires. The program that does
this job is an ‘‘assembler.”’ The assembler program translates a user program, or
‘‘source’’ program written with mnemonics, into a machine language program, or
‘‘object”’ program, which the microcomputer can execute. The assembler’s input is a
source program and its output is an object program.

An assembler is a program, just as the hexadecimal loader is. However, assem-
blers are more difficult to write, occupy more memory, and require more peripherals
and execution time than do hexadecimal loaders. While users may (and often do) write
their own loaders, few care to write their own assemblers.

Assemblers have their own rules that you must learn. These include the use of
certain markers (such as spaces, commas, semicolons, or colons) in appropriate places,
correct spelling, the proper control of information, and perhaps even the correct place-
ment of names and numbers. These rules are usually simple and can be learned quickly.

Additional Features of Assemblers

Early assemblers did little more than translate the mnemonic names of instruc-
tions and registers into their binary equivalents. However, most assemblers now pro-
vide such additional features as:

+ Allowing the user to assign names to memory locations, input and output
devices, and even sequences of instructions

- Converting data or addresses from various number systems (for example,
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decimal or hexadecimal) to binary and converting characters into their ASCII
or EBCDIC binary codes

+  Performing some arithmetic as part of the assembly process

+ Telling the loader program where in memory parts of the program or data
should be placed

+ Allowing the user to assign areas of memory as temporary data storage and to
place fixed data in areas of program memory

+ Providing the information required to include standard programs from pro-
gram libraries, or programs written at some other time, in the current program

+ Allowing the user to control the format of the program listing and the input
and output devices employed

Choosing an Assembler

All of these features, of course, involve additional cost and memory. Microcom-
puters generally have much simpler assemblers than do larger computers, but the ten-
dency is always for the size of assemblers to increase. You will often have a choice of as-
semblers. The important criterion is not how many off-beat features the assembler has,
but rather how convenient it is to use in normal practice.

DISADVANTAGES OF ASSEMBLY LANGUAGE

The assembler, like the hexadecimal loader, does not solve all the problems of
programming. One problem is the tremendous gap between the microcomputer
instruction set and the tasks which the microcomputer is to perform. Computer
instructions tend to do things like add the contents of two registers, shift the contents of
the Accumulator one bit, or place a new value in the Program Counter. On the other
hand, a user generally wants a microcomputer to do something like print a number, look
for and react to a particular command from a teletypewriter, or activate a relay at the
proper time. An assembly language programmer must translate such tasks into a
sequence of simple computer instructions. The translation can be a difficult, time-con-
suming job.

Furthermore, if you are programming in assembly language, you must have
detailed knowledge of the particular microcomputer that you are using. You must
know what registers and instructions the microcomputers has, precisely how the instruc-
tions affect the various registers, what addressing methods the computer uses, and a
mass of other information. None of this information is relevant to the task which the
microcomputer must ultimately perform.

Lack of Portability

In addition, assembly language programs are not portable. Each microcomputer
has its own assembly language which reflects its own architecture. An assembly
language program written for the MC68000 will not run on a 6809, 8080, or Z8000
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microprocessor. For example, the addition program written for the Z8000 would be:

LD R0,%6000
ADD R0O,%6002
LD %6004,R0

The lack of portability not only means that you will not be able to use your assem-
bly language program on a different microcomputer, but also that you will not be able to
use any programs that were not specifically written for the microcomputer you are using.
This is a particular drawback for 16-bit microcomputers like the MC68000, since these
devices are new and few assembly language programs exist for them. The result, too fre-
quently, is that you are on your own. If you need a program to perform a particular task,
you are not likely to find it in the small program libraries that most manufacturers pro-
vide. Nor are you likely to find it in an archive, journal article, or someone’s old pro-
gram file. You will probably have to write it yourself.

HIGH-LEVEL LANGUAGES

The solution to many of the difficulties associated with assembly language pro-
grams is to use, instead, ‘‘high-level’’ or ‘‘procedure-oriented’’ languages. Such
languages allow you to describe tasks in forms that are problem-oriented rather than
computer-oriented. Each statement in a high-level language performs a recognizable
function; it will generally correspond to many assembly language instructions. A
program called a compiler translates the high-level language source program into
object code or machine language instructions.

FORTRAN — A HIGH-LEVEL LANGUAGE

Many different high-level languages exist for different types of tasks. If, for
example, you can express what you want the computer to do in algebraic notation,
you can write your program in FORTRAN (Formula Translation Language), the
oldest and most widely used of the high-level languages. Now, if you want to add two
numbers, you just tell the computer:

SUM = NUMBL + NUM2

That is a lot simpler (and a lot shorter) than either the equivalent machine language pro-
gram or the equivalent assembly language program. Other high-level languages include
COBOL (for business applications), Pascal (a language designed for structured pro-
gramming), PL/I (a combination of FORTRAN and COBOL), APL (designed for writ-
ing very compact programs), BASIC (popular for smaller microcomputers), and C (a
systems-programming language developed at Bell Telephone Laboratories).

ADVANTAGES OF HIGH-LEVEL LANGUAGES

Clearly, high-level languages make programs easier and faster to write. A com-
mon estimate is that a programmer can write a program about ten times as fast in a
high-level language as in assembly language.2-4 That is just writing the program; it
does not include problem definition, program design, debugging, testing, or documen-
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tation, all of which become simpler and faster. The high-level language program is, for
instance, partly self-documenting. Even if you do not know FORTRAN, you probably
could tell what the statement illustrated above does.

Machine Independence

High-level languages solve many other problems associated with assembly
language programming. The high-level language has its own syntax (usually defined by
a national or international standard). The language does not mention the instruction
set, registers, or other features of a particular computer. The compiler takes care of all
such details. Programmers can concentrate on their own tasks; they do not need a
detailed understanding of the underlying CPU architecture — for that matter, they do
not need to know anything about the computer they are programming.

Portability

Programs written in a high-level language are portable — at least, in theory.
They will run on any computer that has a standard compiler for that language.

At the same time, all previous programs written in a high-level language for prior
computers are available to you when programming a new computer. This can mean
thousands of programs in the case of a common language like FORTRAN or BASIC.

DISADVANTAGES OF HIGH-LEVEL LANGUAGES

If all the good things we have said about high-level languages are true — if you
can write programs faster and make them portable besides — why bother with as-
sembly languages? Who wants to worry about registers, instruction codes,
mnemonics, and all that garbage! As usual, there are disadvantages that balance the
advantages.

Syntax

One obvious problem is that, as with assembly language, you have to learn the
“‘rules” or ‘‘syntax’’ of any high-level language you want to use. A high-level
language has a fairly complicated set of rules. You will find that it takes a lot of time just
to get a program that is syntactically correct (and even then it probably will not do what
you want). A high-level computer language is like a foreign language. If you have talent,
you will get used to the rules and be able to turn out programs that the compiler will
accept. Still, learning the rules and trying to get the program accepted by the compiler
does not contribute directly to doing your job.

Here, for example, are a few rules for some FORTRAN compilers:

+ Labels must be numbers placed in the first five card columns
« Statements must start in column 7
+ Integer variables must start with the letters I, J, K, L, M, or N
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Cost of Compilers

Another obvious problem is that you need a compiler to translate programs writ-
ten in a high-level language into machine language. Compilers are expensive and use a
large amount of memory. While most assemblers occupy 2K to 16K bytes of memory
(1K = 1024), compilers occupy 4K to 64K bytes. So the amount of overhead involved
in using the compiler is rather large.

Adapting Tasks to a Language

Furthermore, only some compilers will make the implementation of your task
simpler. FORTRAN, for example, is well-suited to problems that can be expressed as
algebraic formulas. If, however, your problem is controlling a display terminal, editing a
string of characters, or monitoring an alarm system, your problem cannot be easily
expressed in FORTRAN. In fact, formulating the solution in FORTRAN may be more
awkward and more difficult than formulating it in assembly language. The answer is, of
course, to use a more suitable high-level language. Languages specifically designed for
tasks such as those mentioned above do exist — they are called system implementation
languages. However, these languages are less widely used and standardized than
FORTRAN.

Inefficiency

High-level languages do not produce very efficient machine language programs.
The basic reason for this is that compilation is an automatic process which is riddled witk
compromises to allow for many ranges of possibilities. The compiler works much like a
computerized language translator — sometimes the words are right but the sentence
structures are awkward. A simple compiler cannot know when a variable is no longer
being used and can be discarded, when a register should be used rather than a memory
location, or when variables have simple relationships. The experienced programmer can
take advantage of shortcuts to shorten execution time or reduce memory usage. A few
compilers (known as optimizing compilers) can also do this, but such compilers are
much larger than regular compilers.

SUMMARY OF ADVANTAGES AND DISADVANTAGES

Advantages of High-Level Languages:

- Easier to learn (and teach to others)

+ More convenient descriptions of tasks

+ Less time spent writing programs

« Easier documentation

+ Standard syntax

+ Independence of the structure of a particular computer
+ Portability

+ Availability of library and other programs
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Disadvantages of High-Level Languages:

+ Special rules

+ Extensive hardware and software support required

» Orientation of common languages to mathematical or business problems
+ Inefficient programs

+ Difficulty of optimizing code to meet time and memory requirements

+ Inability to use special features of a computer conveniently

HIGH-LEVEL LANGUAGES FOR MICROPROCESSORS

Microprocessor users will encounter several special difficulties when using
high-level languages. Among these are:

* Few high-level languages exist for microprocessors. This is particularly true
for processors that are new, relatively unpopular, or intended for simple con-
trol applications.

+ Few standard languages are widely available.

+  Compilers usually require a large amount of memory or even a completely
different computer.

* Many microprocessor applications are not well-suited to high-level
languages.

* Many microprocessor languages produce no object program. That is, they
translate the program and run it line by line — this is referred to as interpreting
rather than compiling — or they produce an output that requires special
systems software (a run-time package) to execute. Either approach may result
in programs that execute slowly and use a large amount of memory. BASIC
and PASCAL, the most commonly available high-level languages, generally
use one of these approaches.

*  Memory costs are often critical in microprocessor applications.

The relatively small number of high-level languages for microcomputers is a
result of the short history of microprocessors and their origin in the semiconductor
industry, rather than in the computer industry. Among the high-level languages that are
most often available are BASICS, Pascals. 7, FORTRAN, C&, and the PL/I-type
languages such as PL/M?9.

Many of the high-level languages that exist do not conform to recognized stan-
dards, so the microprocessor user cannot expect to gain much program portability,
access to program libraries, or use of previous experience or programs. The main advan-
tages remaining are the reduction in programming effort, easier documentation, and the
smaller amount of detailed understanding of the computer architecture that is necess-
ary.

Overhead for High-Level Languages

The overhead involved in using a high-level language with microprocessors is
considerable. Until very recently, microprocessors have been better suited to control
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applications and slow interactive applications than to the character manipulation and
language analysis involved in compilation. Therefore, compilers for some
microprocessors will not run on a microprocessor-based system. Instead, they require a
much larger computer; that is, they are cross-compilers rather than self-compilers. A
user must not only bear the expense of the larger computer, but must also transfer the
program from the larger computer to the micro.

Some self-compilers are available. These compilers run on the microcomputer for
which they produce object code. Unfortunately, they usually require large amounts of
memory, plus special supporting hardware and software.

Unsuitability of High-Level Languages

High-level languages also are not generally well-suited to certain microprocessor
applications. Most of the common languages were devised either to help solve scientific
problems or to handle large-scale business data processing. Many microprocessor
applications do not fall in either of these areas. Instead they involve sending data and
control information to output devices and receiving data and status information from
input devices. Often the control and status information consists of a few binary digits
with very precise hardware-related meanings. If you try to write a typical control pro-
gram in a high-level language, you may feel like someone who is trying to eat soup with
chopsticks. For tasks in such areas as test equipment, terminals, navigation systems,
signal processing, and business equipment, the high-level languages work much better
than they do in instrumentation, communications, peripherals, and automotive applica-
tions.

Application Areas for Language Levels

Applications better suited to high-level languages are those which require large
memories. If, as in a valve controller, electronic game, appliance controller, or small
instrument, the cost of a single memory chip is important, then the inefficient memory
use of high-level languages is intolerable. If, on the other hand, as in a terminal or test
equipment, the system has many thousands of bytes of memory anyway, this ineffi-
ciency is not as important. Clearly the size and volume of the product are important fac-
tors as well. A large program will greatly increase the advantages of high-level
languages. On the other hand, a high-volume application will mean that fixed software
development costs are not as important as memory costs that are part of each system.

WHICH LEVEL SHOULD YOU USE?

Which language level you use depends on your particular application. Let us
briefly note some of the factors which may favor particular levels:

Applications for Machine Language:

+ Virtually no one programs in machine language because it wastes human time
and is difficult to document. An assembler costs very little and greatly reduces
programming time.
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Applications for Assembly Language:

+ Short to moderate-sized programs

« Applications where memory cost is a factor

+ Real-time control applications

+ Limited data processing

+ High-volume applications

+ Applications involving more input/output or control than computation

Applications for High-Level Language:

* Long programs

+ Low-volume applications

+ Applications where the amount of memory required is already very large
» Applications invoing more computation than input/output or control

» Compatibility with similar applications using larger computers

+ Availability of specific programs in a high-level language which can be used in
the application

»  Programs which are expected to undergo many changes

Other Considerations

Many other factors are also important, such as the availability of a large computer
for use in development, experience with particular languages, and compatibility with
other applications.

If hardware will ultimately be the largest cost in your application, or if speed is crit-
ical, you should favor assembly language. But be prepared to spend much extra time in
software development in exchange for lower memory costs and higher execution
speeds. If software will be the largest cost in your application, you should favor a high-
level language.But be prepared to spend the extra money required for the supporting
hardware and software.

Of course, no one except some theorists will object if you use both assembly and
high-level languages. You can write the program originally in a high-level language and
then patch some sections in assembly language.!0. ! However, most users prefer not to
do this because it can create havoc in debugging, testing, and documentation.

FUTURE TRENDS IN LANGUAGE LEVELS

We expect the future will favor high-level languages for the following reasons:

« Programs always add extra features and grow larger
+ Hardware and memory are becoming less expensive
« Software and programmers are becoming more expensive

+  Memory chips are becoming available in larger sizes, at lower ‘‘per bit’’ cost,
so actual savings in chips are less likely

+  More suitable and more efficient high-level languages are being developed
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.

More compilers are becoming available
More standardization of high-level languages will occur

Assembly language programming of microprocessors will not be a dying art any
more than it is for large computers. But longer programs, cheaper memory, and more
expensive programmers will make software costs a larger part of most applications. The
edge in many applications will therefore go to high-level languages.

WHY THIS BOOK?

If the future favors high-level languages, why have a book on assembly language
programming? The reasons are:

1.

Most industrial microcomputer users program in assembly language (almost
two thirds, according to a recent survey).

Many microcomputer users will continue to program in assembly language
since they need the detailed control that it provides.

No suitable high-level language has yet become widely available or standard-
ized.

Many applications require the efficiency of assembly language.

An understanding of assembly language can help in evaluating high-level
languages.

Almost all microcomputer programmers ultimately find that they need
some knowledge of assembly language, most often to debug programs, write
1/0 routines, speed up or shorten critical sections of programs written in high-
level languages, utilize or modify operating system functions, and understand
other people’s programs.

The rest of this book will deal exclusively with assemblers and assembly language
programming. However, we do want readers to know that assembly language is not the
only alternative. You should watch for new developments that may significantly reduce
programming costs if such costs are a major factor in your application.
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Assemblers

This chapter discusses the functions performed by assemblers, beginning with
features common to most assemblers and proceeding through more elaborate
capabilities such as macros and conditional assembly. You may wish to skim this chapter
for the present and return to it when you feel more comfortable with the material.

FEATURES OF ASSEMBLERS

As we mentioned previously, today’s assemblers do much more than translate
assembly language mnemonics into binary codes. But we will describe how an assem-
bler handles the translation of mnemonics before describing additional assembler
features. Finally we will explain how assemblers are used.

ASSEMBLY LANGUAGE FIELDS

Assembly language instructions (or ‘‘statements’’) are divided into a number
of ‘‘fields,”’ as shown in Table 2-1.

The operation code field is the only field which can never be empty; it always
contains either an instruction mnemonic or a directive to the assembler, sometimes
called a ‘‘pseudo-instruction,’’ ‘‘pseudo-operation,” or ‘‘pseudo-op.”’

The operand or address field may contain an address or data, or it may be
blank.
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Table 2-1. The Fields of an Assembly Language Instruction

Label Operation Code Operand or
Field or Mnemonic Address Comment Field
Field Field
VALUE1: DC.W $201E FIRST VALUE
VALUE2: DC.W $0774 SECOND VALUE
RESULT: DS.W 1 16-BIT STORAGE FOR ADDITION RESULT
START MOVE VALUE1,D0 GET FIRST VALUE
ADD VALUE2,DO ADD SECOND VALUE TO FIRST VALUE
MOVE DO,RESULT STORE RESULT OF ADDITION
NEXT: ? ? NEXT INSTRUCTION

The comment and label fields are optional. A programmer will assign a label to
a statement or add a comment as a personal convenience: namely, to make the pro-
gram easier to read and use.

Of course, the assembler must have some way of telling where one field ends
and another begins. Assemblers often require that each field start in a specific column.
This is a ‘‘fixed format.”” However, fixed formats are inconvenient when the input
medium is paper tape; fixed formats are also a nuisance to programmers. The alternative
is a “‘free format”’ where the fields may appear anywhere on the line.

Delimiters

If the assembler cannot use the position on the line to tell the fields apart, it must
use something else. Most assemblers use a special symbol or ‘‘delimiter’’ at the
beginning or end of each field. The most common delimiter is the space character.
Commas, periods, semicolons, colons, slashes, question marks, and other characters
which would not otherwise be used in assembly language programs also may serve as
delimiters. Table 2-2 lists standard MC68000 assembler delimiters.

You will have to exercise a little care with delimiters. Some assemblers are
fussy about extra spaces or the appearance of delimiters in comments or labels. A
well-written assembler will handle these minor problems, but many assemblers are
not well-written. Our recommendation is simple: avoid potential problems if you can.
The following rules will help:

+ Do not use extra spaces, in particular, do not put spaces after commas that sep-
arate operands.

« Do not use delimiter characters in names or labels.

* Include standard delimiters even if your assembler does not require them.
Then it will be more likely that your programs are in correct form for another
assembler.
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Table 2-2. Standard MC68000 Assembler Delimiters

‘space’ Between label and operation code, between
operation code and address, and before
an entry in the comment field

comma Between operands in the address field
asterisk  Before an entire line of comment

Labels

The label field is the first field in an assembly language instruction; it may be
blank. If a label is present, the assembler defines the label as equivalent to the address
into which the first byte of the object code generated for that instruction will be loaded.
You may subsequently use the label as an address or as data in another instruction’s
address field. The assembler will replace the label with the assigned value when creating
an object program.

Motorola’s assembler uses two different delimiters to terminate label fields. If the
label starts at the beginning of a line, as we discussed in the preceding paragraph, then a
space will terminate the label field. However, this assembler also allows you to have the
label start anywhere along a line, in which case you must use a colon (:) as the delimiter
to terminate the label field.

Labels are most frequently used in Jump, Branch or TRAP instructions. These
instructions place a new value in the program counter and so alter the normal sequential
execution of instructions. JMP 150,, means ‘‘place the value 150, in the program
counter.”” The next instruction to be executed will be the one in memory location 150.
The instruction JMP START means ‘‘place the value assigned to the label START in
the program counter.”” The next instruction to be executed will be the on at the address
corresponding to the label START. Table 2-3 contains an example.

Why use a label? Here are some reasons:

+ A label makes a program location easier to find and remember.

+ The label can easily be moved, if required, to change or correct a program. The
assembler will automatically change all instructions that use the label when the
program is reassembled.

+ The assembler or loader can relocate the whole program by adding a constant
(a “‘relocation constant”’) to each address in which a label was used. Thus we
can move the program to allow for the insertion of other programs or simply to
rearrange memory.

- The program is easier to use as a library program; that is, it is easier for some-
one else to take your program and add it to some totally different program.

* You do not have to figure out memory addresses. Figuring out memory
addresses is particularly difficult with microprocessors which have instructions
that vary in length.

You should assign a label to any instruction that you might want to refer to later.
The next question is how to choose a label. The assembler often places some
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Table 2-3. Assigning and Using a Label

Assembly Language Program

START MOVE VALUE1,DO
* (MAIN PROGRAM)

JMP START

When the machine language version of this program is executed, the instruction
JMP START causes the address of the instruction labeled STRT to be placed in the
program counter. That instruction will then be executed.

restrictions on the number of characters (usually 5 or 6), the leading character (often
must be a letter), and the trailing characters (often must be letters, numbers, or one of a
few special characters). Beyond these restrictions, the choice is up to you.

Our own preference is to use labels that suggest their purpose, i.e., mnemonic
labels. Typical examples are ADDW in a routine that adds one word into a sum,
SRCHETX in a routine that searches for the ASCII character ETX, or NKEYS for a
location in data memory that contains the number of key entries. Meaningful labels are
easier to remember and contribute to program documentation. Some programmers use
a standard format for labels, such as starting with L0000. These labels are self-sequenc-
ing (you can skip a few numbers to permit insertions), but they do not help document
the program.

Some label selection rules will keep you out of trouble. We recommend the
following:

« Do not use labels that are the same as operation codes or other mnemonics.
Most assemblers will not allow this usage; others will, but it is confusing.

* Do not use labels that are longer than the assembler recognizes. Assemblers
have various rules, and often ignore some of the characters at the end of a long
label.

+ Avoid special characters (non-alphabetic and non-numeric) and lower-case
letters. Some assemblers will not permit them; others allow only certain ones.
The simplest practice is to stick to capital letters and numbers.

+ Start each label with a letter. Such labels are always acceptable.

- Do not use labels that could be confused with each other. Avoid the letters I,
O, and Z and the numbers 0, 1, and 2. Also avoid things like XXXX and
XXXXX. There’s no sense in tempting fate and Murphy’s Law.

+  When you are not sure if a label is legal, do not use it. You will not get any real
benefit from discovering exactly what the assembler will accept.

These are recommendations, not rules. You do not have to follow them buit don’t blame
us if you waste time on unnecessary problems.
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ASSEMBLER OPERATION CODES (MNEMONICS)

One main task of the assembler is the translation of mnemonic operation codes
into their binary equivalents. The assembler performs this task using a fixed table
much as you would if you were doing the assembly by hand.

The assembler must, however, do more than just translate the operation codes. It
must also somehow determine how many operands the instruction requires and what
type they are. This may be rather complex — some instructions (like a Stop) have no
operands, others (like a Jump instruction) have one, while still others (like a transfer
between registers or a multiple-bit shift) require two. Some instructions may even allow
alternatives; for example, some computers have instructions (like Shift or Clear) which
can either apply to a register in the CPU or to a memory location. We will not discuss
how the assembler makes these distinctions; we will just note that it must do so.

ASSEMBLER DIRECTIVES

Some assembly language instructions are not directly translated into machine
language instructions. These instructions are directives to the assembler; they assign
the program to certain areas in memory, define symbols, designate areas of memory for
data storage, place tables or other fixed data in memory, allow references to other pro-
grams, and perform minor housekeeping functions.

To use these assembler directives or pseudo-operations a programmer places the
directive’s mnemonic in the operation code field, and, if the specified directive requires
it, an address or data in the address field.

The most common directives are:

DATA

EQUATE or DEFINE
ORIGIN

RESERVE

Linking directives (used to connect separate programs) are:

ENTRY
EXTERNAL

Different assemblers use different names for those operations but their functions
are the same. Housekeeping directives include:

END
LIST
NAME
PAGE
SPACE
TITLE
PUNCH

We will discuss these pseudo-operations briefly, although their functions are
usually obvious.
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The DATA Directive

The DATA or DEFINE CONSTANT directive allows the programmer to enter
fixed data into program memory. This data may include:

»  Lookup tables
+ Code conversion tables
+ Messages
+ Synchronization patterns
» Thresholds
+ Names
« Coefficients for equations
+ Commands
« Conversion factors
+  Weighting factors
« Characteristic times or frequencies
+ Subroutine addresses
Key identifications
- Test patterns
- Character generation patterns
» Identification patterns
+ Tax tables
+ Standard forms
+ Masking patterns
+ State transition tables

The DATA directive treats the data as a permanent part of the program.
The format of a DATA directive is usually quite simple. An instruction like:

DZCON DATA 12

will place the number 12 in the next available memory location and assign that loca-
tion the name DZCON. Every DATA directive usually has a label, unless it is one of a
series. The data and label may take any form that the assembler permits.

Most assemblers allow more elaborate DATA directives that handle a large
amount of data at one time, for example:

EMESS  DATA  'ERROR'
SQRS DATA  1,4,9,16,25

A single directive may fill many bytes of program memory, limited perhaps by the
length of a line or by the restrictions of a particular assembler. Of course, you can always
overcome any restrictions by following one DATA directive with another:

MESSG DATA 'NOW IS THE!

DATA 'TIME FOR ALL'
DATA 'GOOD MEN'
DATA 'TO COME TO THE!

DATA 'AID OF THEIR'
DATA "COUNTRY!
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Microprocessor assemblers typically have some variations of standard DATA direc-
tives. DEFINE BYTE or FORM CONSTANT BYTE handles 8-bit numbers; DEFINE
WORD or FORM CONSTANT WORD handles 16-bit numbers or addresses. Other
special directives may handle character-coded data.

The EQUATE (or DEFINE) Directive

The EQUATE directive allows the programmer to equate names with addresses
or data. This pseudo-operation is almost always given the mnemonic EQU or =. The
names may refer to device addresses, numeric data, starting addresses, fixed addresses,
etc.

The EQUATE directive assigns the numeric value in its operand field to the
label in its label field. Here are two examples:

TTY EQU 5
LAST EQU 5000

Most assemblers will allow you to define one label in terms of another, for example:

LAST EQU FINAL
ST1 EQU START+1

The label in the operand field must, of course, have been previously defined. Often, the
operand field may contain more complex expressions, as we shall see later. Double
name assignments (two names for the same data or address) may be useful in patching
together programs that use different names for the same variable (or different spellings
of what was supposed to be the same name).

Note that an EQU directive does not cause the assembler to place anything in
memory. The assembler simply enters an additional name into a table (called a
‘‘symbol table’’) which the assembler maintains.

When do you use a name? The answer is: whenever you have a parameter that
you might want to change or that has some meaning besides its ordinary numeric value.
We typically assign names to time constants, device addresses, masking patterns, con-
version factors, and the like. A name like DELAY, TTY, KBD, KROW, or OPEN not
only makes the parameter easier to change, but it also adds to program documentation.
We also assign names to memory locations that have special purposes; they may hold
data, mark the start of the program, or be available for intermediate storage.

What name do you use? The best rules are much the same as in the case of
labels, except that here meaningful names really count. Why not call the teletypewriter
TTY instead of X153, a bit time delay BTIME or BTDLY rather than WW, the number of
the ““GO” key on a keyboard GOKEY rather than HORSE? This advice seems
straightforward, but a surprising number of programmers do not follow it.

Where do you place the EQUATE directives? The best place is at the start of
the program, under appropriate comment headings such as /O ADDRESSES, TEM-
PORARY STORAGE, TIME CONSTANTS, or PROGRAM LOCATIONS. This
makes the definitions easy to find if you want to change them. Furthermore, another
user will be able to look up all the definitions in one centralized place. Clearly this prac-
tice improves documentation and makes the program easier to use.

Definitions used only in a specific subroutine should appear at the start of the
subroutine.
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The ORIGIN Directive

The ORIGIN directive (almost always abbreviated ORG) allows the pro-
grammer to specify the memory locations where programs, subroutines, or data will
reside. Programs and data may be located in different areas of memory depending on
the memory configuration. Startup routines, interrupt service routines, and other
required programs may be scattered around memory at fixed or convenient addresses.

The assembler maintains a location counter (comparable to the computer’s pro-
gram counter) which contains the location in memory of the instruction or data item
being processed. An ORG directive causes the assembler to place a new value in the
location counter, much as a Jump instruction causes the CPU to place a new value in
the program counter. The output from the assembler must not only contain instructions
and data, but must also indicate to the loader program where in memory it should place
the instructions and data. ]

Microprocessor programs often contain several ORIGIN statements for the
following purposes:

- Reset (startup) address

+ Interrupt service addresses

« Trap (software interrupt) addresses

+ RAM storage

+ Stack

+  Main program

* Subroutines

+ Memory addresses used for input/output devices or special functions

Still other ORIGIN statements may allow room for later insertions, place tables or data

in memory, or assign vacant memory space for data buffers. Program and data memory

in microcomputers may occupy widely separate addresses to simplify the hardware.
Typical ORIGIN statements are:

ORG RESET
ORG 1000
ORG INT3

Most assemblers assume an origin of zero if the programmer does not put an ORG
statement at the start of the program. The convenience is slight, we recommend the
inclusion of an ORG statement to avoid confusion.

The RESERVE Directive

The RESERVE or DEFINE STORAGE directive allows the programmer to
allocate memory for various purposes such as data tables, temporary storage, indirect
addresses, a Stack, etc.

Using the RESERVE directive, you assign a name to the memory area and de-
clare the number of locations to be assigned. Here are some examples:

NOKEY RESERVE 1
TEMP RESERVE 50
VOLTG RESERVE 80
BUFR RESERVE 100
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You can use the RESERVE directive to reserve memory locations in program memory
or in data memory; however, the RESERVE directive will normally be used in data
memory.

In reality, all the RESERVE directive does is increase the assembler’s location
counter by the amount declared in the operand field. The assembler does not actually
produce any object code. ,

Note the following features of RESERVE:

1. The label of the RESERVE directive is assigned the value of the first
address reserved. For example, the pseudo-operation:

TEMP RESERVE 20

reserves 20 words of memory and assigns the name TEMP to the address of
the first byte.

2. You must specify the number of locations to be reserved. There is no
default case.

3. Nodata is placed in the reserved locations. Any data that, by chance, may be
in these locations will be left there.

Some assemblers allow the programmer to specify initial values for the
RESERVE area in memory. We strongly recommend that you do not use this feature;
it assumes that the program (along with the initial values) will be loaded from an exter-
nal device (e.g., paper tape or floppy disk) each time it is run. Microprocessor programs,
on the other hand, often reside in non-volatile read-only-memory (ROM) and start
when power comes on. The data memory (often referred to as random recess memory
or ‘RAM’) in such situations does not retain its contents, nor is it reloaded. Therefore,
always include instruction sequences to initialize RAM in your program; this will insure
that initialization occurs every time the program is executed and not just during load
time. ’

Linking Directives

We often want statements in one program or subroutine to use names that are
defined in a different assembly. Such uses are called ‘‘external references’’; a special
linking program is necessary to actually fill in the values and determine if any names are
undefined or doubly defined.

The directive EXTERNAL, usually abbreviated EXT or XREF, signifies that
the name is defined elsewhere.

The directive ENTRY, usually abbreviated ENT or XDEF, signifies that the
name is available for use elsewhere; that is, it is defined in this program.

The precise way in which linking directives are implemented varies greatly from
assembler to assembler. We will not refer to these directives again, but they are very
important in actual applications.

Output Control Directives

There are various assembler directives that affect the operation of the assem-
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bler and its program listing rather than the object program itself. Common directives
include:

END, which marks the end of the assembly language source program.

LIST, which tells the Assembler to print the source program. Some assemblers
allow such variations as NO LIST or LIST SYMBOL TABLE.

+ NAME or TITLE, which prints a name at the top of each page of the listing.

+ PAGE or SPACE, which skips to the next page or next line, respectively, and
improves the appearance of the listing, making it easier to read.

PUNCH, which transfers subsequent object code to the paper tape punch. This
pseudo-operation may in some cases be the default option and therefore
unnecessary.

When to Use Labels

Users often wonder if or when they can assign a label to an assembler directive.
These are our recommendations:

+ All EQUATE directives must have labels; they are useless otherwise, since
the purpose of an EQUATE is to define its label.

DATA and RESERVE directives usually have labels. The label identifies the
first memory location used or assigned.

« Other directives should not have labels. Some assemblers allow such labels,
but we recommend against their use because there is no standard way to
interpret them.

OPERANDS AND ADDRESSES

Most assemblers allow the programmer a lot of freedom in describing the con-
tents of the operand or address field. But remember that the assembler has built-in
names for registers and instructions and may have other built-in names. We will now
describe some common options for the operand field.

Decimal Numbers

Most assemblers assume all numbers to be decimal unless they are marked
otherwise. So:

ADD 100

means ‘‘add the contents of memory location 100, to the contents of the Accumula-
tor.”

Other Number Systems

Most assemblers will also accept binary, octal, or hexadecimal entries. But you
must identify these number systems in some way: for example, by preceding or
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following the number with an identifying character or letter. Here are some common
identifiers:

« B or % for binary

+ 0,8, Q, or Cfor octal (the letter O should be avoided because of the confusion
with zero)

« H or $ for hexadecimal (or standard BCD)

« D for decimal; or no identifiers if it is the default case.

Assemblers often require hexadecimal numbers to start with a digit (for example, 0A36
instead of A36) in order to distinguish between numbers and names or labels. It is good
practice to enter numbers in the base in which their meaning is the clearest: that is,
decimal constants in decimal; addresses and BCD numbers in hexadecimal; masking
patterns or bit outputs in binary if they are short, and in hexadecimal if they are long.

Names

Names can appear in the operand field; they will be treated as the data that
they represent. Remember, however, that there is a difference between operands and
addresses. In a MC68000 assembly language program the sequence:

FIVE EQU 5
ADD FIVE,DO

will add the contents of memory location 5 (not necessarily the number 5) to the con-
tents of data register D0O. A sequence which adds in the number § itself would be

FIVE EQU 5
ADDI  4FIVE,DO

The symbol 3 tells the assembler that the number represented by the name FIVE is the
value of the operand FIVE, itself, instead of the contents of the memory location
addressed by FIVE.

The Location Counter
You can use the current value of the location counter, which is usually referred
to as * or $. This is useful mainly in Jump instructions; for example:
JMP *+6

causes a Jump to the memory location 6 bytes beyond the byte that contains the first
byte of the JMP instruction.

JMP * + 6 code stored here

6 locations

<@~ Jump here
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One reason to use this technique is to reduce the number of symbols in an assem-
bly language program. This may be necessary if the assembler can handle only a limited
number of symbols. Reducing the number of symbols may also decrease assembly time.
Such benefits are almost negligible, however, unless your program is extremely large or
your assembler rather primitive.

Most microprocessors have many two and three-byte instructions. Thus you will
have difficulty determining exactly how far apart two assembly language statements are.
Using offsets from the location counter therefore frequently results in errors that you
can avoid if you use labels. Therefore. in almost every case, you should not use the
location counter symbol.

Character Codes

Most assemblers allow text to be entered as ASCII strings. Such strings may be
surrounded either with single or double quotation marks; some assemblers may also use
a beginning or ending symbol such as A or C. A few assemblers also permit EBCDIC
strings as used by IBM machines.

We recommend that you use character strings for all text. It improves the clarity
and readability of the program.

Arithmetic and Logical Expressions

Assemblers permit combinations of the data forms described above, connected
by arithmetic, logical, or special operators. These combinations are called expres-
sions. Almost all assemblers allow simple arithmetic expressions such as START + 1.
Some assemblers also permit multiplication, division, logical functions, shifts, etc. Note
that the assembler evaluates expressions at assembly time; if a symbol appears in an
expression, the address is used (i.e., the location counter or EQUATE value).

Assemblers vary in what expressions they accept and how they interpret them.
Complex expressions make a program difficult to read and understand.

General Recommendations

We have made some recommendations during this section but will repeat them
and add others here. In general, the user should strive for clarity and simplicity.
There is no payoff for being an expert in the intricacies of an assembler or in having the
most complex expression on the block. We suggest the following approach:

+ Use the clearest number system or character code for data.

- Masks and BCD numbers in decimal, ASCII characters in octal, or ordinary
numerical constants in hexadecimal serve no purpose and therefore should
not be used.

+ Remember to distinguish data from addresses.
« Don’t use offsets from the location counter.

+ Keep expressions simple and obvious. Don’t rely on obscure features of the
assembler.
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CONDITIONAL ASSEMBLY

Some assemblers allow you to include or exclude parts of the source program,
depending on conditions existing at assembly time. This is called conditional assem-
bly; it gives the assembler some of the flexibility of a compiler. Most microcomputer
assemblers have limited capabilities for conditional assembly. A typical form is:

IF COND

(CONDITIONAL PROGRAM)

ENDIF

If the expression COND is true at assembly time, the instructions between IF and
ENDIF (two pseudo-operations) are included in the program.
Typical uses of conditional assembly are:

+ To include or exclude extra variables
+ To place diagnostics or special conditions in test runs
« To allow data of various bit lengths

Unfortunately, conditional assembly tends to clutter programs and make them difficult
to read. Use conditional assembly only if it is necessary.

Assembler Input Assembler Output
Source Program Object Code Corresponding Mnemonics
(Macro definition)
MACRO
ADDQ  #1,D0
LSL.L #1,D01
BPL %6
ENDM (End of
macro
definition)
E309 LSL.B #1,D1
{Beginning of main program) D140 ADDX D0, D0
4AL1 TST D1
66F8 BNE PARITY LOOP
LSL.B  #1,D1 MAC1
ADDX  DO0,DO
TST D1
BNE PARITY LOOP 5240 ADDQ #1,00
MAC1 £389 LSL.L #1,D1
6AFA BPL #-6
MAC1
80000099 BTST #0,D0
00000080 BNE NEXT CHAR
BTST #0,D0
BNE NEXT CHAR ; 5240 ADDQ #1,00
MACL E389 LSL.L #1,01
6AFA BPL #-6
BSET #7,-CA0) 08E80007FFFF BSET #7,-1CA0)

Figure 2-1.Expansion of a Macro by the Assembler
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MACROS

You will often find that particular sequences of instructions occur many times in a
source program. Repeated instruction sequences may reflect the needs of your program
logic, or they may be compensating for deficiencies in your microprocessor’s instruction
set. You can avoid repeatedly writing out the same instruction sequence by using a
‘‘macro.”’!

Macros allow you to assign a name to an instruction sequence. You then use
the macro name in your source program instead of the repeated instruction sequence.
The assembler will replace the macro name with the appropriate sequence of instruc-
tions. The shaded parts of Figure 2-1 illustrate the assembler’s treatment of a macro in
an example program. Do not bother trying to figure out what the program or the instruc-
tions do; just observe that the assembler expands the macro MACI into the defined
sequence.

A macro resembles a subroutine because it is a shorthand reference to a fre-
quently used instruction sequence. However, macros are not the same as subroutines.
The code for a subroutine occurs once in a program, and program execution branches to
the subroutine. In contrast, the assembler replaces each occurrence of a macro name
with the specified sequence of instructions; therefore program execution does not
branch to a macro as it does to a subroutine. A macro name is a user-defined assembler
directive; it directs assembly rather than program execution.

Advantages of Macros:

+ Shorter source programs
- Better program documentation

- Use of debugged instruction sequences. Once the macro has been debugged,
you are sure of an error-free instruction sequence every time you use the
macro correctly.

+ Easier changes. Change the macro definition and the assembler makes the
change for you every time the macro is used.

Inclusion of new operations in the basic instruction set. You can use macros to
extend or clarify the instruction set.

Disadvantages of Macros:

+ Since the macro is expanded every time it is used, memory space may be
wasted by the repetition of instruction sequences.

+ A single macro may create a lot of instructions.
« Lack of standardization makes programs difficult to read and understand.
« Possible effects on registers and flags may not be clearly described.

COMMENTS

All assemblers allow you to place comments in a source program. Comments
have no effect on the object code, but they help you to read, understand, and document
the program. Good commenting is an essential part of writing computer programs;
programs without comments are very difficult to understand.
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We will discuss commenting along with documentation in a later chapter, but
here are some guidelines:

- Use comments to tell what application task the program is performing, not
how the microcomputer executes the instructions.
Comments should say things like ‘IS TEMPERATURE ABOVE LIMIT?,”
“LINE FEED TO TTY,” or “EXAMINE LOAD SWITCH.”

Comments should not say things like ‘““ADD 1 TO ACCUMULATOR,”
“JUMP TO START,” or “LOOK AT CARRY.” You should describe how
the program is affecting the system; internal effects on the CPU should be
obvious from the code.

+  Keep comments brief and to the point. Details should be available elsewhere
in the documentation.

+ Comment all key points.

« Do not comment standard instructions or sequences that change counters or
pointers; pay special attention to instructions that may not have an obvious
meaning.

+ Do not use obscure abbreviations.

+ Make the comments neat and readable.

+ Comment all definitions, describing their purposes. Also mark all tables and
data storage areas.

+  Comment sections of the program as well as individual instructions.

+ Be consistent in your terminology. You can (should) be repetitive; you need
not consult a thesaurus.

+ Leave yourself notes at points that you find confusing: for example,
“REMEMBER CARRY WAS SET BY LAST INSTRUCTION.” If such
points get cleared up later in program development, you may drop these com-
ments in the final documentation.

A well-commented program is easy to use. You will recover the time spent in comment-
ing many times over. We will try to show good commenting style in the programming
examples, although we often over-comment for instructional purposes.

TYPES OF ASSEMBLERS

Although all assemblers perform the same tasks, their implementations vary
greatly. We will not try to describe all the existing types of assemblers; we will merely
define the terms and indicate some of the choices.

A cross-assembler is an assembler that runs on a computer other than the one
for which it assembles object programs.

The computer on which the cross-assembler runs is typically a large computer
with extensive software support and fast peripherals — such as an IBM 370, a Univac
1108, or a Burroughs 6700. The computer for which the cross-assembler assembles pro-
grams is typically a micro like the 6809 or MC68000. Many cross-assemblers are written
in FORTRAN or another high-level language so that they are portable.
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When a new microcomputer is introduced, a cross-assembler is often provided to
run on existing development systems. For example, Motorola provides an MC68000
cross-assembler that will run on a 6809 development system.

A self-assembler or resident assembler is an assembler that runs on the com-
puter for which it assembles programs. The self-assembler will require some memory
and peripherals, and it may run quite slowly compared to a cross-assembler.

A macroassembler is an assembler that allows you to define sequences of
instructions as macros.

A microassembler is an assembler used to write the microprograms which
define the instruction set of a computer. Microprogramming has nothing specifically
to do with programming microcomputers, but has to do with the internal operation of
the computer.2.3

A meta-assembler is an assembler that can handle many different instruction
sets. The user must define the particular instruction set being used.

A one-pass assembler is an assembler that goes through the assembly language
program only once. Such an assembler must have some way of resolving forward
references, for example, Jump instructions which use labels that have not yet been
defined.

A two-pass assembler is an assembler that goes through the assembly language
source program twice. The first time the assembler simply collects and defines all the
symbols; the second time it replaces the references with the actual definitions. A two-
pass assembler has no problems with forward references but may be quite slow if no
backup storage (like a floppy disk) is available; then the assembler must physically read
the program twice from a slow input medium (like a teletypewriter paper tape reader).
Most microprocessor-based assemblers require two passes.

ERRORS

Assemblers normally provide error messages, often consisting of a single coded
letter. Some typical errors are:

« Undefined name (often a misspelling or an omitted definition)

+ lllegal character (such as a 2 in a binary number)

+ Illegal format (wrong delimiter or incorrect operands)

+ Invalid expression (for example, two operators in a row)

« llegal value (usually too large)

+ Missing operand

« Double definition (two different values assigned to one name)

+ Illegal label (such as a label on a pseudo-operation that cannot have one)

+ Missing label

+ Undefined operation code.
In interpreting assembler errors, you must remember that the assembler may get on the

wrong track if it finds a stray letter, an extra space, or incorrect punctuation. Many as-
semblers will then proceed to misinterpret the succeeding instructions and produce



Assemblers 2-17

meaningless error messages. Always look at the first error very carefully; subsequent
ones may depend on it. Caution and consistent adherence to standard formats will elimi-
nate many annoying mistakes.

LOADERS

The loader is the program which actually takes the output (object code) from
the assembler and places it in memory. Loaders range from the very simple to the very
complex. We will describe a few different types.

A “‘bootstrap loader’’ is a program that uses its own first few instructions to
load the rest of itself or another loader program into memory. The bootstrap loader
may be in ROM, or you may have to enter it into the computer memory using front
panel switches. The assembler may place a bootstrap loader at the start of the object pro-
gram that it produces.

A “‘relocating loader’’ can load programs anywhere in memory. It typically loads
each program into the memory space immediately following that used by the previous
program. The programs, however, must themselves be capable of being moved around
in this way; that is, they must be relocatable. An ‘‘absolute loader,” in contrast, will
always place the programs in the same area of memory.

A “‘linking loader’’ loads programs and subroutines that have been assembled
separately; it resolves cross-references — that is, instructions in one program that
refer to a label in another program. Object programs loaded by a linking loader must be
created by an assembler that allows external references. An alternative approach is to
separate the linking and loading functions and have the linking performed by a program
called a ‘“‘link editor’” and the loading done by a loader.
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68000 Machine Structure
and Assembly Language

This chapter outlines the MC68000 processor’s architecture and describes the
syntax rules of the Motorola assembler. The hardware aspects of the MC68000
microprocessor, including its output signals and interfaces, are described in The 68000
Microprocessor Handbook.! This book considers the MC68000 from the point of view of
the assembly language programmer, to whom pins and signals are irrelevant and
microcomputers and minicomputers essentially identical. Later chapters of this book de-
scribe the MC68000’s stack and exception processing system in more detail.

Table 3-1 through 3-3 divide the MC68000 instruction set into instructions that
are frequently used (Table 3-1), occasionally used (Table 3-2), and seldom used
(Table 3-3). If you are an experienced assembly language programmer, you will proba-
bly not find this division important, and you may even disagree with it. However, if you
are a novice, we recommend that you write your first program using only the frequently
used instructions (Table 3-1). This restriction will help you overcome the obstacle of
learning both the entire MC68000 instruction set and the basic methods of assembly
language programming at the same time. Once you have mastered the concepts of as-
sembly language programming, you should start using other instructions (Table 3-2 and
3-3).
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Table 3-1. Frequently Used Instructions of the MC68000

Operation Mnemonic

Meaning

Operation Mnemonic

Meaning

ADD
AND
ASL
ASR
Bee
BRA
BSR
CLR
cMmP
EOR

Add

AND

Arithmetic Shift Left
Arithmetic Shift Right
Branch Conditionally
Branch Always
Branch to Subroutine
Clear Operand
Compare

Exclusive OR

JMP
JSR
LSL
LSR
MOVE
OR
ROL
ROR
RTS
SuUB

Jump

Jump to Subroutine
Logical Shift Left
Logical Shift Right
Move

OR

Rotate Left

Rotate Right

Return from Subroutine
Subtract

Only word versions of instructions are listed. Byte and long word versions,
where available, have the same use frequency.

Table 3-2. Occasionally Used Instructions of the MC68000

Operation Mnemonic Meaning Operation Mnemonic Meaning
ABCD Add Decimal with Extend NEG Negate
BTST Bit Test NOP No Operation
DB Test Condition, Decrement ROXL Rotate Left wth Extend
and Branch ROXR Rotate Right with Extend
EXG Exchange Registers RTE Return from Exception
MOVEM Move Multiple Registers RTR Return and Réstore .
MOVEP Move Peripheral Data SBCD Subtract Decimal with Extend
MULS Multiply Signed sTop Stop ‘
MULU Multiply Unsigned SWAP Swap Data Register Halves
TST Test
Only word versions of instructions are listed. Byte and long word versions, where available,
have the same use frequency.

Table 3-3. Seldom Used Instructions of the MC68000

Operation Mnemonic Meaning Operation Mnemonic Meaning
BCHG Bit Test and Change LINK Link Stack
BCLR Bit Test and Clear NBCD INegate Decimal with Extend
BSET Bit Test and Set PEA Push Effective Address
CHK Check Register against RESET Reset
Bounds Scc Set Conditional

DIVS Divide Signed TAS Test and Set Operand
DIVU Divide Unsigned TRAP Trap
EXT Sign Extend TRAPV Trap on Overflow
LEA Load Effective Address UNLNK Unlink Stack

Only word versions of instructions are listed. Byte and long word versions, when available,

have the same use trequency.
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MC68000 OPERATING MODES

The MC68000 can operate in either a supervisor (system) mode or in a user
(normal) mode. A status flag setting determines the mode of operation.

Certain instructions can be executed only in supervisor mode, not in user mode.
Also, two separate stack pointers are provided so that separate stacks are maintained
in memory for supervisor and user modes.

If you are a novice assembly language programmer, keep the MC68000 in
supervisor mode and ignore user mode; then you will be able to execute any MC68000
instruction. If you operate the MC68000 in user mode, you may encounter instructions
that execute in supervisor mode only, and that will simply confuse you.

But there is a good reason for having separate supervisor and user modes. As any
experienced assembly language programmer will tell you, assembly language programs
can be divided into system software and applications programs. System software includes
those programs that tie the components of a computer system together; system software
may be written in system mode when required. Application programs cause the com-
puter to perform a user’s specific task, and should always be written in user mode.

MC68000 REGISTERS AND FLAGS

The MC68000 has eight 32-bit data registers, seven 32-bit address registers,
two 32-bit stack pointer registers, a 32-bit program counter, and a 16-bit status
register. Figure 3-1 illustrates the registers of the MC68000.

The MC68000 status register contains five status flags, three interrupt mask
bits, one bit to set either supervisor or user mode, and one bit to set the trace mode.

The five status flags are:
Carry (C)
Overflow (V)
Zero (2)
Negative (N)
Extend (E)

The flags occupy the least significant five bits of the status register as shown in
Figure 3-2.

MC6800 REGISTERS

The eight data registers can be used to handle 8-bit bytes, 16-bit words, or 32-
bit long words. The following illustration shows how the various-sized operands are
positioned within the data registers.

31302928 27262624 2322212019181716 1514131211109 8 7 6 5 4 3 2 1 0 Bit No
COIT T TI T T T T T I T T T T T T T T T T T T T T T T T "0
N— s’
’ Byte Operands

—
Word Operands

Long Word Operands
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Figure 3-1. MC68000 Programmable Registers

All of the data registers are general purpose accumulators. In addition, the data
registers can be used as index registers or counters. You have complete flexibility in use
of the data registers since none of them has any dedicated function.

There are seven general purpose address registers (A0-A6). These registers can
handle either 16-bit word operands or 32-bit long word operands. The address registers
cannot be used for 8-bit bytes. As their name implies, the address registers will typically
be used to hold addresses rather than data, and they can also be used as index registers
for indexed memory addressing. When either the data registers or address registers are
used as index registers, they function as typical microcomputer index registers as de-
scribed in An Introduction to Microcomputers: Volume 1.2

Address register A7 functions as the stack pointer in addition to serving as a
general purpose address regiser or index register. Register A7 actually consists of two
registers: different registers are used in supervisor mode and user mode. Therefore, if
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Figure 3-2. MC68000 Status Register Bit Assignments

you write into A7 in supervisor mode, then switch to user mode and read from A7, you
will not read what you just wrote. These duplicate supervisor and user mode registers
allow separate stacks to be maintained in supervisor and user modes.

The program counter is a typical program counter, as described in Volume 1 of
An Introduction to Microcomputers.

Although the address registers and program counter contain 32 bits, only 24
bits are used to address memory. The high-order eight bits are ignored in making
memory references.

STATUS REGISTER

The MC68000 has a 16-bit status register which is divided into two 8-bit bytes:
the system byte and the user byte. The bit assignments for the status register are shown
in Figure 3-2.

The Carry bit holds the carry from the most significant bit produced by
arithmetic operations or shifts. Like most microprocessors, the MC68000 inverts the
actual carry after subtraction so that the Carry bit acts as a borrow bit after subtrac-
tion. In the MC68000, logical operations clear the Carry flag, as do moves, multi-
plies, and divides.

The Zero bit is standard. It is set to 1 when an operation produces a zero result. It
is set to 0 when an operation produces a non-zero result.

The Negative (sign) bit is standard. It takes on the value of the most signifi-
cant bit of a result. Thus a negative bit value of 1 indicates a negative result and a nega-
tive bit value of 0 identifies a positive result if the standard two’s complement signed
number representation is being used. This bit will be set or reset on the assumption that
you are using two’s complement binary arithmetic. If you are using unsigned arithmetic
you can ignore the negative bit or you can use it to identify the value of the most signifi-
cant bit of the result.

The Overflow bit represents standard arithmetic overflow as described in
Volume 1 of An Introduction to Microcomputers; that is, the bit is set when an arithmetic
result is greater in magnitude than can be represented in the register. The processor
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implements this function by setting the Overflow flag when the carry out of the most sig-
nificant bit is different from the carry out of the next most significant bit; that is, an
overflow is the exclusive-OR of the carry into and out of the high-order bit. In the
MC68000, logical operations clear the Overflow flag, as do moves, rotates, multiplies,
and several other instructions.

The Extend bit will always be set to the same state as the Carry bit whenever it
is affected by an instruction. This bit is provided for use in multiprecision arithmetic
operations.

Many microprocessor instructions modify status bits, even when such modifica-
tions are not relevant to the operation performed. You should therefore consult the
instruction summary table in Appendix A in order to determine how a particular status
bit is affected by the execution of a specific instruction.

The system byte of the status register contains information that is system-
related, unlike the instruction-related status bits of the user byte. Bits in the system
byte of the status register can only be altered when the MC68000 is in the supervisor
mode.

The three least significant bits of the status register’s system byte provide the
interrupt priority mask. The MC68000 has three encoded interrupt request inputs pro-
viding seven prioritized levels of interrupt. The interrupt mask in the status register
determines which levels of interrupt requests will be recognized by the processor. For
example, if you set the interrupt mask to 100, interrupt levels four and lower will be dis-
abled and interrupt requests with those bit patterns (000, 001, 010, 011, 100) will be
ignored.

The S bit in the status register is used to switch between supervisor and user
modes. When this bit is 1, the processor operates in the supervisor mode, and when this
bit is 0, the processor operates in the user mode. Recall that supervisor and user modes
have their own stack pointers; also, certain privileged instructions can only be executed
in supervisor mode.

The T bit in the status register is used to place the MC68000 in trace mode. This
will be discussed in Chapter 19.

MC68000 MEMORY

The memory of the MC68000 is organized, just like the registers, into bytes,
words, and long words. Each byte has an address which is a 24-bit number. Byte
addresses may have any value. Word and double word addresses must be even num-
bers. In the illustrations in this book we will show the memory organized into words.
Each word is made up of two bytes. The address of the word is shown to the right of the
word. This is the address of the high-order byte of the word. The address of the low-
order byte is one greater. In this illustration the byte containing XX is at address 6020;
the byte containing YY is at address 6021.
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MC68000 ADDRESSING MODES

Assembly language instructions tell the processor what operation to perform
and what addresses to use in performing the operation — that is, where to find the
data to be operated upon. The part of the instruction that tells the processor what
operation to perform is the operation code. Appendix C lists the MC68000
microprocessor’s mnemonic operation codes and their numerical equivalents. The
part of an instruction that tells the processor what addresses to use is the operand or
address field. The processor may use this part of an instruction to determine where to
obtain the operands or where to store the results.

GENERAL DESCRIPTION OF ADDRESSING MODES

There are many different ways to specify what addresses the processor is to
use. These ways are called addressing modes. We will describe them generally before
discussing how the MC68000 processor implements them. The following two modes
do not involve memory at all:

1. Inherent addressing means that the operation code alone tells the processor
what to do.

2. Register addressing means that the operand is contained in a register.
Common addressing modes that involve memory are as follows:
3. Immediate addressing means that operand is located immediately after the

operation code in program memory.

4. Direct addressing means that the address to be used follows the operation
code in program memory.

5. Index addressing means that the address to be used is the sum of a base
address and an index or offset.

6. Indirect addressing means that the address to be used is either in a register or
in memory. That is, the instruction tells the processor where the address is, not
where the data is.

7. Relative addressing‘means that the operand is located a certain distance from
the current position of the program.

Chapter 6 of An Introduction to Microcomputers: Volume 1 describes all these
addressing modes and their common combinations.

MC68000 Addressing Modes

The MC68000 has a powerful and versatile set of addressing modes. The
available modes are the following, listed in the order in which we will describe them:
1. Inherent operand (instructions that require no addresses)

2. Registers as operands (instructions that use only register contents as
operands)
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The other modes specify memory addresses; they are:

3. Immediate
. Absolute or direct
. Address register indirect
. Address register indirect with displacement
. Address register indirect with postincrement
. Address register indirect with predecrement
9. Address register indirect with index and displacement
10. Program counter relative with displacement
11. Program counter relative with index and displacement

&

@ 3 N U

EFFECTIVE ADDRESS

In describing how the processor executes these addressing modes and how the
programmer uses them, we must often refer to the actual address that the processor
ultimately uses to perform the specified operation. We call that address the effective
address; it is the place from which the processor obtains an operand or in which the
processor stores the result. In some modes (for example, immediate) the effective
address is simply the location immediately following the operation code of the instruc-
tion. In other modes, determining the effective address may be complicated. The
address may be part of the instruction, the contents of a base register, or the contents of
memory locations. Determining the effective address may involve computations, such
as adding an offset to a base register. Some of the addressing modes are difficult to
understand, since they involve sequences of operations that finally culminate in an
effective address. We will explain why these sequences are useful and describe typical
cases from real applications. You should try to trace each sequence, since the various
addressing modes are the keys to writing programs that are both general and powerful.
Remember, the processor always determines the effective address correctly, no matter
how complex the required operations are.

ADDRESSING MODES WHICH DO NOT SPECIFY
MEMORY LOCATIONS

INHERENT ADDRESSING

In this mode, the processor knows from the operation code alone which
addresses to use. For example, RTE (Return from Exception), RTS (Return from
Subroutine), RTR (Return and Restore Condition Codes) all force the processor to use
the stack pointer to move data to or from memory. Similarly, the TRAPV (Trap on
Overflow) instruction forces the processor to use the supervisor stack pointer to store
the program counter contents in memory, and also uses a predetermined memory
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address to obtain the appropriate vector for the trap operation. NOP (No Operation) and
RESET require no operands. In all of these instructions, the operation codes are com-
plete by themselves; no further addressing information is necessary.

Motorola literature includes the instructions we have just described, which use
inherent addressing within a category of addressing which they describe as implicit. The
instructions included in this implicit reference category by Motorola are all those
instructions which make implicit reference to any of the MC68000 registers. This
category includes Branch instructions which always affect the program counter, certain
Move instructions which affect specific registers such as the status register or stack
pointer, and Jump instruction, which always affect the program counter. These instruc-
tions are not, however, inherent addressing in the strict sense since they all allow or
demand additional addressing information; the operation codes for these instructions
are not complete by themselves.

REGISTER ADDRESSING

Many of the MC68000 instructions can be used to specify operands that reside
only within the processor’s registers and they thus require no memory addressing
information. There are only a few MC68000 instructions which must use registers as
operands. The EXG (Exchange Registers), EXT (Sign Extend), SWAP (Swap Register
Values), and certain MOVE instructions operate only on operands contained in the
registers and can never refer to operands located in memory.

The EXG instruction causes the contents of any two data or address registers to be
exchanged with one another. The exchange is always a long word (32-bit) operation,
thus completely exchanging the entire contents of the two registers involved. Two 3-bit
fields within the instruction operation code designate the register numbers and a mode
field specifies whether the registers are data registers, address registers, or a data register
and an address register. The operation code for the EXG instruction can be illustrated as
follows:

Clfelof [T DT T TT]TT]

[ s e e
4

T LFleglslw No. y (address

or data register)

Exchange mode (two data
registers, two address
registers, or one of each}
g No. x (address or
data register}

EXG Operation Code

For details on how the register are coded, see the description of the EXG instruc-
tion in Chapter 22.

While only a few instructions must use register contents as operands, most of the
MC68000 instructions allow you to specify that the operands reside within registers.
There are two modes of register direct addressing: data register direct and address
register direct. The only difference between the two modes is the first, of course, uses
a data register as the operand, while the second uses an address register.

Some instructions that let you use the register direct addressing mode require
that one of the registers involved be a data register while other instructions demand
that one of the registers be an address register. For example, the ADD (Add Binary)
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instruction requires that one of the operands be contained in a data register. You can
specify, however, that the other operand be from either a data register (data register
direct addressing) or an address register (address register direct addressing). Figure 3-3
illustrates data register direct addressing for an Add Binary (ADD) instruction. Both
of the operands used in this ADD operation are held in data registers; there is no need
to reference operands held in memory.

Figure 3-4 illustrates the same ADD instruction but with address register
direct addressing used. As we mentioned earlier, this instruction requires that one of
the operands be held in a data register (in this case, D3). Since address register direct
addressing is used, however, the other operand is taken from an address register (A6).

The MC68000 has a similar instruction (ADDA — Add Address) that requires
that one of the operands be held in an address register. This instruction also requires
that the destination of the add be that same address register. The second operand used
in the ADDA instruction can be either an address register or a data register. (Both of
these Add instructions also allow the second operand to be located in memory;
however, since we are discussing register direct addressing, at this point we will defer a
discussion of these options until later when we describe the other addressing modes.)

T S 12 11 10 X NZ vC
Status
negisrer LJ0L JoJo] | | fofofo[x[x]x[x]x]
16-Bit
32-Bit Data Registers Data Memory
31 16 15 8,7 0 15 87 0
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D1
D2
sk} 17 76
04 1776
[0} + 1981
(a1 3J0F7
D7 19 81
16-Bit
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31 16,15 0 15 87 0
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Al
A2 D6 | 47 |mmmmmm
A3
A4
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A6
(USP)I J
A7[ J
P
(SSP) 23 ry
Pcr mmmmmm I
ADD D7.03

Figure 3-3. Data Register Direct Addressing
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Figure 3-4. Address Register Direct Addressing

MEMORY ADDRESSING MODES

IMMEDIATE ADDRESSING

In immediate addressing, the data follows immediately after the operation code
in memory. That is, the effective address is simply the contents of the program counter
after the processor has fetched the operation code. We can illustrate this mode as

follows:

Memory

|

Op. Code

Etfective Address = mmmmmm + 2 ——— gyl

Data

mmmmmm
mmmmmm + 2
mmmmmm + 4
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The MC68000 has byte, word and long word immediate instructions. Byte and
word immediate instructions provide the immediate operand in the word immediately
following the instruction’s object code, as shown in the preceding illustration. For byte
immediate instructions, the immediate data is in the low-order byte of the word
immediately following the instruction’s object code. The high-order byte of that word
should consist of all zeros. This may be illustrated as follows:

Memory

|
I

Op Code | mmmmmm
Effective Address = mmmmmm + 2 ———gml 0 | Data

mmmmmm + 2

In standard MC68000 assembly language, we specify immediate addressing by
preceding the operand with the # symbol. For example, the MC68000 assembler con-
verts the statement

ADD #$1066,D3
(# sign means “‘immediate addressing,” and
$ sign means ‘‘hexadecimal’’)
into an ADD instruction that adds the value 1066, to data register D3. Figure 3-5
illustrates the execution of this instruction.

Register D3 contains 1848, initially. After the processor executes ADD
#81066,D3 the contents of register D3 will be 1848,, + 1066, = 28AE, . The pro-
cessor increments its program counter four times, twice after fetching the operation
code and twice after fetching the immediate data, 1066 in this example.

In the example we have just given, the ADD instruction operates on a 16-bit
word. This is the default data size that is assumed for nearly all instructions where
data size is relevant. Most instructions can operate on more than one data size. If you
want to specify a data size other than the default size of word, you must append a data
size code to the instruction operation code. The standard MC68000 assembler allows
three different data size codes to be appended to the operation codes: B indicates byte
(8-bit data), W indicates word (16-bit data), and L indicates long word (32-bit data).
You append these data size codes to the operation code using a period (.) followed by B,
W or L. For example, the ADD instruction in our preceding illustration could have been
written as ADD.W #$1066,D3. We did not need to specify a data size of word in that
example, however, since the word size is the default.

The MC68000 also has a special immediate addressing mode for small
operands. In this ‘‘quick’ mode, the data is actually contained in the operation code
word itself. ADDQ (Add Quick) and SUBQ (Subtract Quick) can be used to add or
subtract numbers from one to eight. MOVEQ (Move Quick) can be used to move num-
bers in the range of —128 to +127 to a register or memory location.

ABSOLUTE SHORT (DIRECT) ADDRESSING

In this mode, the low-order half of the effective address follows the operation
code in memory. The high-order half of the effective address is obtained by extending
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Figure 3-6. Immediate Addressing

the sign-bit (bit 15) of the low-order half of the address. Thus, 32-bit addresses can be
generated for the address range 000000, through 007FFF , and FFFF8000, ¢ through

FFFFFF, . We can illustrate absolute short (direct) addressing as follows:

Memory
00pppp Op Code |mmmmmm
Effective Address = or > ) op ] mmmmmm + 2
FFpppP

Absolute short addresses in the range 0000, through 7FFF , refer to the same
locations in memory. However, absolute short addresses in the range 8000, to FFFF,
refer to the highest possible memory addresses, because of sign extension.

You should note that while MC68000 literature refers to this mode as absolute
short, Volume 1 of An Introduction to Microcomputers describes this mode as base
page direct. In this case, the base page for direct addressing consists of the bottom 64K
bytes of memory and the top 64K bytes of memory. This mode provides a short, quick
way to use programs or temporary storage on what is effectively the base page. It is short
and quick because it saves a word of program memory and a read cycle.
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The standard MC68000 assembler uses absolute short addressing whenever the
mode is available, no other mode is specified, and the address is within the range that
can be obtained.

Figure 3-6 illustrates absolute short addressing used with an ADD instruction.
The instruction illustrated causes the contents of memory location 007100, to be added
to the contents of data register D3. After the processor executes the instruction, the
sum in register D3 will be 1234 . + (007100,)) = 1234, + 5678 ,,. The processor
increments its program counter four times; twice after fetching the operation code and
twice after fetching the direct address.

The absolute short address occupies only one word even if the instruction (such
ADD.L) handies 32-bit operands. In that case, the processor would use the addresses
007100, and 007102, (in our example) to fetch the high-order and low-order words of
data, respectively.

ABSOLUTE LONG (DIRECT) ADDRESSING

In this mode, the effective address occupies the two words of program memory
immediately following the operation code. The high-order half of the address is in the

T S 2 1110 X NZ v C
Status
gmer 0] f0]o] | | JojoJo] | [ § |1
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A7[ ]
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Figure 3-6. Absolute Short (Direct) Addressing
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first word; this is the standard MC68000 format. We can illustrate absolute long direct
addressing as follows:

Memory

|
|

Op Code |mmmmmm

00 [ pp |mmmmmm + 2

qaq Qg Jmmmmmm + 4

Effective Address = pp qqaq

You should note that MC68000 literature refers to this mode as absolute long,
whereas Volume 1 of An Introduction to Microcomputers refers to it as direct or
extended direct.

This mode allows the processor to access any specific memory location. Of course,
you need not use the absolute long addressing for memory locations that are within the
lowest or highest 64K bytes of memory since the absolute short mode is shorter and
faster. However, absolute long addressing is the usual approach for handling a fixed
address that is not within the range of the absolute short addressing mode.

The standard MC68000 assembler uses absolute long addressing whenever the
mode is available, no other mode is specified, and the address is not within the range of
the absolute short addressing. Thus, absolute long addressing is a general default mode.

Figure 3-7 illustrates an ADD instruction used with absolute long addressing.
This addressing mode and the execution of the instruction are the same as we illustrated
for absolute short addressing except that 32 bits of address are held in program memory
following the operation code.

ADDRESS REGISTER INDIRECT ADDRESSING

In this mode, the address of the operand to be used with the instruction is held
in one of the address registers. You should note that this is not true indirect address-
ing; in standard indirect addressing, a memory location contains the effective
address — not a register. In An Introduction to Microcomputers: Volume 1, register
indirect addressing is described as ‘‘implied addressing.”” The MC68000 does not pro-
vide a memory indirect addressing mode.

In the standard MC68000 assembler format, you specify register indirect
addressing by placing the address register specification within parentheses: for
example, (A3). Thus, the assembler converts a statement

ADD (A3),D3

into an ADD instruction that adds the contents of the memory location pointed to by
A3, to the contents of D3. Figure 3-8 illustrates address register indirect addressing for
an ADD instruction. In this illustration, the ADD instruction uses the address ppqqqq
which is held in register A3 to obtain the operand held in data memory.
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Figure 3-7. Absolute Long (Direct) Addressing

AUTOINCREMENT AND AUTODECREMENT

In processing arrays, strings, or lists, we frequently want to process one byte or
word at a time and then proceed to the next byte or word located at the next higher
address (if we are moving forward), or at the next lower address (if we are moving
backwards). For example, if we are printing a string of characters, we must send the
characters one by one to the printer. Similarly, if we are averaging a set of ten readings,
we must add them together one by one (for instance, start with 0, add the first reading,
add the second reading, etc.) and finally divide by ten.

Thus, to handle one byte and move forward, we may:

¢ Reach the byte using the address in an address register.
» Add one to the address register to make it point to the next byte.

The effect is like the action of a typewriter, which both prints the character for the
key you press and moves the carriage along to the next position. Subtracting one from
the address register would correspond to backspacing the typewriter carriage. Unlike the
typewriter, the computer does not prefer forward over backward.
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Figure 3-8. Address Register Indirect Addressing

Variations of Autoincrement and Autodecrement

The MC68000 offers different step sizes for autoincrementing and autodecre-
menting. The base address register may be:
¢ Incremented by one after it is used.
Incremented by two after it is used.
» Incremented by four after it is used.
* Decremented by one before it is used.
* Decremented by two before it is used.
* Decremented by four before it is used.

The increment or decrement by two approach is used when the array consists of 16-bit
data or addresses, and the increment or decrement by four approach would be used
when the array consists of 32-bit data or addresses. The processor thus moves on to the
next element automatically, even though that element is located two or four bytes away
from the current element. Applying the increment after using the base but applying
decrement before using the base maintains compatibility with the automatic use of stack
pointers (in BSR, JSR, RTE, RTR, RTS, and TRAP instructions and in exception pro-
cessing). Any access/change-pointer sequence could be implemented, but this is the
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most popular approach. All the user must remember is to load the base address register
with the starting address of the array or string for autoincrementing, but with the ending
address plus 1, 2, or 4 for autodecrementing (because the first autodecrement will
reduce the base address register before using it).

Autoincrementing or autodecrementing is the simplest way to process arrays or
strings since it provides automatic updating of the implied memory address as part of
instruction execution. See Chapters S and 6 for further discussion of autoincrement-
ing and autodecrementing.

MC68000 manufacturers’ literature describes autoincrement addressing as address
register indirect with postincrement and refers to autodecrement addressing as address register
indirect with predecrement. As this implies, the autoincrement/ autodecrement modes
can only be used with address register indirect addressing.

In the standard MC68000 assembler format, you specify address register
indirect with postincrement addressing by placing the address register specification
within parentheses and following it with a plus sign: for example (A3) +. Thus, the
assembler converts the statement

ADD (A3)+,D3

into an ADD instruction that adds the contents of the memory location whose address is
held in A3 to the contents of D3. After the ADD operation is performed, the contents of
A3 are incremented by two. Note that since there was no size specification appended to
the ADD instruction, a word size was assumed. Therefore, the contents of register A3
were incremented by two following the ADD operation. Had you specified a byte size,
then A3 would have been incremented by one, and had you specified a long word size,
A3 would have been incremented by four.

Figure 3-9 illustrates the execution of the ADD instruction using address
register indirect with postincrement addressing.

In the standard MC68000 assembler format, you specify address register
indirect addressing with predecrement by placing the address register number within
parentheses and preceding the address specification with a minus sign: for example,
— (A3). Thus, the assembler converts the statement

ADD -(A3), D3

into an ADD instruction that first decrements the contents of address register A3 by
two, then adds the contents of the memory location whose address is held in A3 to the
contents of D3.

Figure 3-10 illustrates the execution of the ADD instruction with address
register indirect with predecrement addressing.

ADDRESS REGISTER INDIRECT WITH DISPLACEMENT

In this mode, the effective address is the sum of a fixed displacement or offset
and the contents of an address register. The displacement follows the operation code
in program memory and is a constant since program memory generally does not change
during program execution. The contents of the address register may vary since the pro-
gram can determine the values in the address register. This addressing mode allows us
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to refer to a particular element in an array or list. For example, we might have a set of
ten temperature readings taken at different points in a tank; to change or display a par-
ticular one, we must know where the set of readings starts (the base address) and which
reading we want (the displacement or offset). If, as is usual, we store the readings in suc-
cessive memory locations, we can find one by using a constant displacement from the
base address.

Similarly, we may store a record in memory consisting of a person’s name,
address, social security number, age, and job classification. If we want to send notices of
change of wage rates to all people in a particular job classification, we can find the job
classification by specifying how far it is from the start of the record (for example, 97
bytes further). This is much like telling all the students who are taking an examination
to put their names on the top line, their class levels on the fifth line, and their dates of
birth on the tenth line. Each student locates the required line relative to the top of her or
his form. So, in our records, the name might occupy the first 24 bytes, the address the
next 70, the social security number the next 9, and the age the next 3. We can locate a
particular field in a particular record (for example, employee Sue’s social security num-
ber) by specifying the base address (in this case, the address where employee Sue’s
record starts) and how far beyond that we must go for the desired field (in our example,
94 bytes to the social security number).
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Figure 3-9. Address Register Indirect Addressing with Postincrement
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Figure 3-10. Address Register Indirect Addressing with Predecrement

The 16-bit displacement is contained in the lower half of the word following the
operation code. Thus, the displacement from the base address contained in the
address register can be as much as plus or minus 32K bytes. The displacement is con-
sidered to be a two’s complement number, so if bit 15 is a one, it is considered to be a
negative number.

In the standard MC68000 assembler format, you specify register indirect with
displacement addressing by preceding the address register specification, which is
enclosed in parentheses, with a label or immediate value representing the displace-
ment. For example, the assembler converts the statement

ADD $56(A3),D3

into an ADD instruction that adds the contents of the address specified by register A3
plus 56, to the contents of register D3. If the displacement were 8000, or greater, it
would be treated as a two’s complement negative number.

Figure 3-11 illustrates the execution of this instruction using register indirect
with displacement addressing.
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Figure 3-11. Address Register Indirect Addressing with Index

ADDRESS REGISTER INDIRECT WITH INDEX
AND DISPLACEMENT

In this mode of addressing, the effective address is the sum of three addresses:
the contents of an address register, the contents of an index register which can be any
of the address or data registers, and a displacement provided as part of the instruction
object code. A common use of this mode is to access structured data. For example, the
address register would provide the origin for an array of records. The index register
would be used to select a particular record; it would contain the distance of the particular
record from the beginning of the array. Then the displacement would select a particular
field of the record.

The standard MC68000 assembler format for this mode is quite similar to that
used for register indirect with offset addressing. The register specification is preceded
by the offset value. The address register and the register that is to be used as the
index register are enclosed within parentheses; the address register is specified first,
followed by a comma, then the index register specification. For example, the assem-
bler converts the statement

ADD $20(A3,A6),03
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into an ADD instruction which adds the contents of an address obtained by adding the
contents of registers A3 and A6 and the value 20, to the contents of register D3.
Register A3 is the base register in this example, A6 is used as the index register, and the
displacement (20] 6) is obtained from the low-order byte following the instruction object
code in program memory.

Figure 3-12 illustrates the execution of the ADD instruction using address
register indirect addressing with index and displacement.

The index register can be any of the address or data registers. You can specify
that the index consist of the sign-extended low-order word from the index register as
was illustrated in Figure 3-12, or that the entire 32-bit contents of the register be used
as the index. The index size specification is contained in the high-order byte of the word
following the instruction operation code in program memory. You specify to the assem-
bler that the entire long-word contents of an index register are to be used by appending a
period followed by the letter L to the index register specification. For example, if we
wanted to use the entire contents of register A6 as an index in our ADD instruction, the
standard MC68000 assembler format is

ADD $20(A3,A6.L).D3

In our original example of indexed addressing we did not specify an index size, and
therefore the assembler assumes the default size of word ((W).
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Figure 3-12. Address Register Indirect Addressing with Index and Displacement
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Figure 3-13. Bit Assignments in Extension Word for Address Register
Indirect Addressing with Index and Displacement

The object code format in the extension word required for indexed register
indirect addressing is shown in Figure 3-13. The low-order byte is the displacement
integer. The displacement is considered to be a two’s complement number and is sign-
extended. Thus it can have the range + 127 to —128. Bit 11 indicates the index size that
is to be used. Bits 12-14 specify the register number that is to supply the index and bit 15
specifies whether it is a data register or address register that is to be used as the index
register.

PROGRAM COUNTER RELATIVE ADDRESSING

Addressing modes that use offsets from the program counter help us write posi-
tion-independent code, that is, programs that work regardless of where they are placed
in memory. Such programs can be moved, without changes, to any available memory
locations and can be used with any combination of other programs. The easiest way to
make a program position-independent is for it to specify any addresses it uses relative to
its own position. How does a program know its own position? By using the contents of
the program counter.

We can move an entire program along with its own data if we refer to addresses
relative to the program counter. The idea here is to refer to data as being ‘‘twenty loca-
tions from where we are,”’ rather than at a particular address. If we then move every-
thing, the relative positions of instructions and data remain the same, even though their
absolute addresses change.

Program Counter Relative with Displacement

In this mode, a constant displacement or offset from the program counter is
provided in the instruction’s object code. The standard MC68000 assembler format
for this addressing mode is basically the same as that used for the address register
indirect with displacement mode. The assembler format is the same because the pro-
gram counter relative mode is simply a special case of the register indirect addressing
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mode; in this case, the register used must be the program counter instead of one of the
address registers. The assembler converts the statement

ADD $6(PC),D3

into an instruction that adds the contents of the memory word six bytes beyond the loca-
tion of the instruction to the contents of register D3.

Figure 3-14 illustrates the execution of this ADD instruction using program
counter relative with displacement addressing. You will note in this illustration that
the displacement is applied, not to the value that the program counter held
(mmmmmm) when the instruction object code word was fetched, but to the program
counter contents after it has been incremented to address the displacement word. The
assembler will automatically make this correction if you use the location counter symbol
(*). Typically, however, you would be using a label to specify the displacement and the
assembler would then take care of generating the appropriate absolute value.

Program Counter Relative With Index and Displacement

This addressing mode operates identically to the address register indirect with
index and displacement mode except the program counter is used as the base register

T S 12 11 10 X NZ v C
Status
negser 101 [oo [ [ Jofofo[ [ [ T[]
16-Bit
32-Bit Data Registers Data Memory
31 16 15 8,7 [o] 15 87 0
DO
D1
02 11
03 00 1 +1
D4 18
DS
D6
D7
16.Bit
32-Bit Address Registers Program Memory
31 16,15 0 15 87 0
AOQ
Al
A2 D6 | 7A | 004100
A3 00 | 06 ] 004102
A4 4122§ 004104
AS 4108
A6
(usP) ‘l 00 | 07 ] 004108
A'Ill I 4100
+2
(5SP) —
23 0 ——| 4102
ecl 004100 | +2
4204
ADD -+8.03

Figure 3-14. Program Counter Relative Addressing with Displacement
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instead of an address register. The MC68000 standard assembler format for this
addressing mode is essentially the same as for the indexed register indirect addressing.
For example, the assembler converts the statement

ADD RSYMBOL(A3),D3

into an instruction that adds the contents of an address obtained by adding the contents
of the program counter and register A3, and the displacement value of RSYMBOL to
the contents of register D3. In this example, the program counter is the base register,
A3 is the index register, and the displacement is the sign-extended value obtained from
the low-order byte following the instruction code in program memory.

Note that the displacement value must be defined using a relative (rather than
absolute) symbol since this form implicitly specifies the program counter as the base
register. A more easily understood form of this addressing mode would be expressed as

ADD $4E(PC,A3),D3

and this form may be accepted by some assemblers. Always consult the documentation
provided with your assembler to determine allowable forms.

Figure 3-15 illustrates the execution of the ADD instruction using program
counter relative addressing with index and displacement.

T S 12 1110 X N2 vVC
nogimtor LI ToJo] T T JoJo[eT TTTT]
16-Bit
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31 16 15 8,7 0 15 87 0
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D2 ABCD 06 | 78 Joos100
D3 AB CD + 1001 B0 | 4E ] 006102
Da 88CE =T | 006104
D5 /
D6 A
o7 /
32-Bit Address Registers lgg
31 16,15 0 15 87 0
A0 3
Al
A2 RASYMBOL (6150)
A3 0000 0008
A4
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A6 10 | 01 Joos1s8
6100
(usP) _*2
”l | 8102
l il +2
(SSP) 73 o 8104
24 I 1
ADD RSYMBOL(A3).03

Figure 3-15. Program Counter Relative Addressing with Index and Displacement
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The index register can be any of the address or data registers. You can specify
that the index consist of the sign-extended low-order word from the index register as
illustrated in Figure 3-15, or that the entire 32-bit contents of the register be used as
the index. The index size specification is contained in the high-order byte of the word
following the instruction operation code in program memory. The object code format for
the extension word required for program counter relative addressing with index and dis-
placement is identical to that used for address register indirect addressing with index and
displacement (see Figure 3-13 earlier in this chapter).

ADDRESS MODE SPECIFICATION

For many instructions, you have no option in specifying the address mode: for
example, the Exchange instructions always use operands that reside in registers. In
other instructions, for example RESET or NOP, no address mode specification is rele-
vant since there is no operand. For those instructions where you do have options in
specifying the addressing mode to be used, the six least significant bits of the instruc-
tion’s operation code word are used to specify the addressing mode. Bits 0, 1, and 2
specify a register number for some of the addressing modes and are used in conjunction
with bits 3, 4, and 5 to further specify the addressing mode for other types.

Table 3-4 shows how these six bits determine which addressing mode is to be
used. As you can see, in modes 000 through 110 the three least significant bits specify a
register number. All of these modes use either a data register or an address register as
part of the address formation operation. In the remaining address modes, the mode bits
are all set to 1 and the three least significant bits of the operation code no longer specify a
register number, but instead select one of the addressing modes that does not use an
address register or data register as a primary or base register. Motorola literature
categorizes these addressing modes as special address modes but the only thing that is
‘“‘special’’ about them is that they do not use the three least significant bits to specify a
register number.

Table 3-4. Addressing Mode Specification

Mode Reg. No.
Addressing Mode
Bit No. g 5 4 3 210
Data register direct 00O rrr
Address register direct 00 1 rror
Address register indirect o 10 rrr
Address register indirect with postincrement o 11 rror
Address register indirect with predecrement 1 00 rrr
Address register indirect with displacement 101 rrr
Address register indirect with index and displacement 110 rror
Absolute short 1 1 1 00O
Absolute long 1 11 001
Program counter relative with displacement 1 1 1 010
Program counter relative with index and displacement 1 1 1 011
Immediate or status register 11 1 100
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MOTOROLA MC68000 ASSEMBLER
CONVENTIONS

The standard MC68000 assembiler is available from Motorola and on many major
time-sharing networks. It is also included in most development systems. Cross-assem-
bler versions are also available for most large computers and minicomputers. The stan-
dard resident assembler differs in some ways from the various cross-assemblers. You
should study your assembler manual.

ASSEMBLER FIELD DELIMITERS

The assembly language instructions have a standard field structure (see Table
2-1). The required delimiters are:

1. A space or colon after a label. A label that starts in column 1 must be followed
by at least one space and a label that starts in a column other than column 1
must be terminated with a colon. All statements that are not labeled must start
with at least one space.

2. A space after the operation code. Those instructions that can operate on more
than one data size can have a data size code added to the operation code with-
out a space. In this case, the data size code is appended to the operation code
using a period (.) followed by B,W, or L (B = byte, W = word, L = long
word). For example, ADD.L for ‘‘add long word’’ (32-bit operand) or ADD.B
for “‘add byte> (8-bit operand). If no size specification is included, the default
size of word is assumed by the assembler.

3. A comma between operands in the address field — for example between an
immediate value and a register. ADD35,D1 adds the value 5 to register D1.

4, Parentheses — ( ) — around register designations when the register is to be

used indirectly to form an address.

A plus sign after parentheses to indicate postincrement addressing; a minus

sign before parentheses to indicate predecrement addressing.

6. A space before a comment that appears on the same line as an instruction,
and an asterisk before an entire line of comments.

w

LABELS

With the Motorola MC68000 assembler, only the first eight characters of a
label are significant or meaningful. Additional characters are ignored by the assembler
although it may print them when you put out a program listing. Thus, the assembler will
not differentiate between LABELNUMBER1 and LABELNUMBER2 — they would be
treated as the same label, LABELNUM. The first character must be an upper-case letter
or the special character period (). Each remaining character may be a letter, a digit
(0-9), a dollar sign, a period, a hyphen, or an underscore. Although the standard
MC68000 assembler allows the use of operation mnemonics as labels in some cases, this
is usually not a good programming practice because of the obvious confusion that may
result.



3-28 68000 Assembly Language Programming

ASSEMBLER DIRECTIVES

The assembler has the following explicit pseudo-operations:

ORG - Set (location counter to) origin

SECTION — Establish program counter value for a relocatable program section
END — End of source program

EQU - Equate or define a permanent symbolic name

SET — Define a temporary symbolic name

REG - Define a register list

DC — Define constant data

DCB — Define constant block of data

DS — Define storage space in memory

DC and DCB — Data Directives

DC and DCB are the data directives used to place constant data in program
memory — data such as tables, messages, and numerical factors — that is necessary for
the execution of the program but does not consist of instructions. DC is used to define
decimal, hexadecimal, or ASCII constants. The constants defined can be aligned on a
byte boundary, word boundary, or long word boundary. You specify the size of the con-
stant by appending B (byte), W (word), or L (long word) to the DC directive. A single
DC directive can be used to define multiple constants, each of which is separated by a
comma.

Examples:

DCB 10,5,7

places the decimal numbers 10, 5, and 7 in three successive bytes of memory. Note that
if you define an odd number of bytes, the odd byte will be zero-filled unless the next
statement is another DC.B.

DC.B ‘ERROR’

places the 7-bit ASCII character representation of E, R, R, O, and R (hexadecimal 45,
52, 52, 4F, and 52) in the next five bytes of program memory. Note that you must use
the single quote (’) character to enclose an ASCII string.

DCL 10,5,7

Memory would have three contiguous long words defined. The value 10 would be con-
tained in the first four bytes right justified with zero fill to the left (more significant) por-
tion of the long word. The value 5 would be in the second long word, and the value 7 in
the third long word.

DCB — Define Constant Block

DCB is the define constant block directive. It is used to initialize a block of
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bytes, words, or long words (depending on the size code appended to the directive) to
some initial value.

Example:
DCBB 5,5
This directive loads a value of 0 into five contiguous bytes of memory. This directive will

seldom be used within program logic and will usually be used simply to establish initial
values (such as all zeros or all ones) in memory.

DS — Define Storage

DS is the define storage directive used to reserve locations in memory for specific
purposes. The DS directive allocates a specified number of bytes (.B), words (.W), or
long words (.L) depending on the size specification appended to the directive. The
memory that is reserved is not initialized in any way.

EQU — Equate

EQU is the equate directive used to define names.

SET

The SET directive is used to define names and is thus similar to the EQU direc-
tive. The difference is that the SET directive allows a symbol to be redefined later in
the program using another SET directive.

ORG

ORG is the standard origin directive. MC68000 assembly language programs
usually have several origins, which are used for the following purposes:

To specify the starting address of the main program

To specify the starting address of subroutines

To define areas of memory for data storage

To define areas of memory for the user stacks

To specify addresses used for I/0 ports and special functions

ANl o

SECTION

The SECTION directive is similar to the origin directive in that it establishes
starting points for programs and subroutines. It is used to create relocatable program
sections and operates in conjunction with a linkage editor to subsequently create
executable programs.

END

END simply marks the end of the assembly language program.
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ADDRESSES

The Motorola MC68000 assembler allows entries in the address field in any of
the following forms:

1. Decimal (the default case)
Example: 12345

2. Hexadecimal (must start with $)
Example: $CE00

3. Octal (must start with a %)
Example: #1247

4. Binary (must start with %)
Example: %00101

5. ASCII (must be enclosed by apostrophes)
Example: ‘ABCD’

6. As an offset from the current value of the location counter (asterisk)
Example: *+10

Assembler, Arithmetic and Logical Expressions

The assembler also allows expressions in an address field. The expresssions
consist of numbers and names separated by the arithmetic operators:

+ addition

—  subtraction

*  multiplication
division

>> shift right

< < shift left
& logical AND
! logical OR

The precedence of the various operators is as follows:

1. Expressions within parentheses are evaluated first.

2. Shift operations are performed next.

3. Logical AND and logical OR operations have the next priority.

4. Multiplication operators have precedence over addition and subtraction.
5. Operators with the same precedence are evaluated from left to right.

All results including intermediate results are truncated 32-bit integers.

We recommend that you avoid expressions within address fields whenever
possible, since there are no standards for calculating such addresses. If you must com-
pute an address, comment any unclear expressions and be sure that the evaluation of
the expressions never produces a result which is too large for its ultimate use.
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OTHER ASSEMBLER FEATURES

Most MC68000 assemblers have additional features, including both macro and
conditional assembly capabilities. Others (such as SECTION) are closely related to the
use of the linking editor and you should refer to the manufacturer’s literature for a dis-
cussion of those capabilities. You should consult a particular assembler’s manual for a
description of how all of the assembler’s features are implemented.

MC68000 INSTRUCTION SET

Table 3-5 lists the MC68000 instruction mnemonics. For a detailed description
of the MC68000 instruction set, see the last sections of this book. In Chapter 22, we
discuss each instruction’s operation; refer to that chapter when you need to under-
stand how a particular instruction works. Appendix A summarizes the available
MC68000 instructions, grouping them by function. This provides a survey of the
MC68000’s capabilities, and will also be useful when you need a certain kind of opera-
tion but are either unsure of the specific mnemonics or not yet familiar with what
instructions are available. The rest of the appendices serve as reference tables for

Table 3-5. Instruction Mnemonics

Mnemonic Description Mnemonic Description
ABCD Add Decimal with Extend MOVE Move
ADD Add MOVEM Move Multiple Registers
AND Logical AND MOVEP Move Peripheral Data
ASL Arithmetic Shift Left MULS Signed Multiply
ASR Arithmetic Shift Right MULU Signed Multiply
Bce Branch Conditionally NBCD Negate Decimal with Extend
BCHG Bit Test and Change NEG Negate
BCLR Bit Test and Clear NOP No Operation
BRA Branch Always NOT One’s Complement
BSET Bit Test and Set OR Logical OR
BSR Branch to Subroutine PEA Push Effective Address
BTST Bit Test RESET Reset External Devices
CHK Check Register Against Bounds ROL Rotate Left without Extend
CLR Clear Operand ROR Rotate Right without Extend
CMP Compare ROXL Rotate Left with Extend
DBcc Tst Cond, Decrement and ROXR Rotate Right with Extend

Branch RTE Return from Exception
DIVS Signed Divide RTR Return and Restore
DIVU Unsigned Divide RTS Return from Subroutine
EOR Exclusive OR SBCD Subtract Decimal with Extend
EXG Exchange Registers Sce Set Conditional
EXT Sign Extend STOP Stop
JMP Jump suB Subtract
JSR Jump to Subroutine SWAP Swap Data Register Halves
LEA Load Effective Address TAS Test and Set Operand
LINK Link Stack TRAP Trap
LSL Logical Shift Left TRAPV Trap on Overflow
LSR Logical Shift Right TST Test
UNLK Unlink
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calculating program execution time and memory requirements, and for hand assembly
and disassembly.

Instructions often frighten microcomputer users who are new to programming,.
Yet taken in isolation, the operations involved in the execution of a single instruction
are usually easy to follow. The purpose of the last section of this book is to isolate and
explain those operations. Furthermore, you need not attempt to understand all the
instructions at once. As you study each of the programs in this book you will learn about
the specific instructions involved.

Why are a microprocessor’s instructions referred to as an instruction set? Because
the microprocessor designer selects the instruction complement with great care; it must
be easy to execute complex operations as a sequence of simple events, each of which is
represented by one instruction from a well-designed instruction set.



Introductory Problems

The only way to learn assembly language programming is through experience.
The next six chapters of this book contain examples of simple programs that perform
actual microprocessor tasks. You should read each example carefully and try to
execute the program on a MC68000-based microcomputer. Then work the problems

at the end of each chapter and run the resulting programs to ensure that you under-
stand the material.

You should use the examples as guidelines for solving the problems at the end of

each chapter. Don’t forget to run your solutions on a MC68000-based microcomputer to
ensure that they are correct.

GENERAL FORMAT OF EXAMPLES

Each program example contains the following parts:
o A title that describes the general problem

« A statement of purpose that describes the task the program performs and the
memory locations used

o A sample problem with data and results

¢ A flowchart if the program logic is complex

¢ The source program or assembly language listing

* The object program or hexadecimal machine language listing

¢ Explanatory notes that discuss the instructions and methods used
in the program

Each example is written and assembled as a stand-alone program. Each program is
assigned a name which identifies the chapter within which the program occurs, and the
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sequential position of the program within the chapter. This may be illustrated generally
as follows:

Program
Name ,

——

PGM_X Y

This is the Yth program example in the chapter.
Underscore character is commonly used in names where

space characters (which are not allowed within
a name) might otherwise appear.

The program example appears in Chapter X.

All program names begin with these three characters.

X and Y represent any decimal numbers. Thus the declaration:
PGM 6 3

names the third program example in Chapter 6.
Program Listing Format
The program listings in this book will show the object code program alongside

the source program — this is a common assembler output format. For example, here is
a portion of program 4-1:

00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA
006000 00000002 VALUE DS. W 1 VALUE TO TRANSFER
006002 00000002 RESULT  DS.W 1 STORAGE FOR TRANSFERRED DATA
00004000 ORG PROGRAM
004000 30386000 PGM_4_1 MOVE.W VALUE,DO GET DATA TO BE MOVED
004004 31C06002 MOVE.W DO,RESULT SAVE DATA
004008 YET7S RTS
END PGM_t_1

The six-digit number starting in the far left column of each line is the hexadecimal
address of the first byte of object code shown on that line. In the first line above, 004000
is the address of the first object code byte of the four-byte MOVE.W VALUE,DO
instruction; the hexadecimal object code for this instruction is 3038 6000, and the first
byte, 30, is in location 4000. Location 4001 contains the byte 38 — we infer this from
the fact that 38 follows the byte in address 4000 — and locations 4002 and 4003 hold the
bytes 60 and 00, respectively. The words to the right of the object code are the assembly
language fields which were described in Chapter 2. These fields comprise the source pro-
gram.

If you wish to assemble these examples on your microcomputer, key in the source
statements only; do not enter the addresses or object codes, since the assembler pro-
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gram will generate them. You will also need to enter some assembler directives (for
example, to tell the assembler where to start program addresses). We show some of
these directives, but the ones you use will be determined by your assembler and the
requirements of your microcomputer’s operating system.

If you wish to execute the program examples without assembling source code, you
can key the object code into the specified addresses. Before you do this, however, make
sure that you will not be trying to load areas of memory reserved for the monitor or
operating system. To avoid such problems, you may need to change addresses before
you load the programs. As we will discuss in guideline 7 below, you may also need to
change the instruction at the end of the program.

Guidelines for Examples

We have used the following guidelines in constructing the examples:

1.

Standard Motorola MC68000 assembler notation is used, as summarized in
Chapter 3.

The forms in which data and addresses appear are selected for clarity rather
than for consistency. We use hexadecimal numbers for memory addresses,
instruction codes, and BCD data; decimal for numeric constants; binary for
logical masks; and ASCII for characters.

Frequently used instructions and programming techniques are emphasized.
Examples illustrate tasks that microprocessors perform in communications,
instrumentation, computers, business equipment, industrial, and military
applications.

Detailed comments are included.

Simple and clear structures are emphasized, but programs are written as effi-
ciently as possible within this guideline. Notes accompanying programs often
describe more efficient procedures.

. Programs use consistent memory allocation. Each program starts in memory

location 4000, and ends with the RTS (Return from Subroutine) instruction.
Each program is written as an independent procedure or subroutine although
no assumptions are made concerning the state of the microprocessor on pro-
cedure entry. You may prefer to modify the way a program ends. This could be
done by replacing the RTS instruction with a STOP instruction or by an endless
loop instruction such as:

HERE: JMP HERE

. Programs use standard Motorola assembler directives. We introduced assem-

bler directives conceptually in Chapter 2. When first examining programming
examples, you can ignore assembler directives if you do not understand them.
Assembler directives do not contribute to program logic, which is what you will
be trying to understand initially; but they are a necessary part of every assem-
bly language program, so you will have to learn how to use them before you
write any executable programs. Including assembler directives in all program
examples will help you become familiar with the functions they perform.
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Trying the Examples

To test an example program on your microcomputer system, first place the
object program in memory. Your assembler program may do this automatically, or it
may create an object code file which a separate loader program must then place in
memory.

In most of the program examples, the locations to be used for test data have been
specified using the Define Storage (DS) directive. This directive simply establishes
memory locations that are to be reserved for references by the program. Unlike the
Define Constant (DC) directive, the Define Storage directive does not establish any
initial values in the specified memory locations. We also use the DS directive to reserve
memory locations which will hold variable addresses — such as the address of an array
or table to be accessed. Therefore, once the program is in memory, you must put the
test data (and/or addresses) in the appropriate locations. Then run the program.
After the program terminates, examine the result locations. To test different sets of
data, simply change the appropriate data locations before running the program again. (If
your system does not allow you to enter data directly into memory, you must use Define
Constant directives to enter the data.)

Note that this use of memory locations to provide variable information for use by
a program is known as parameter passing. The data to be operated on, and some of the
addresses to be used, are the parameters. This is a common technique used in conjunc-
tion with subroutines. We will discuss this subject in detail in Chapters 10 and 11. All
you need to concern yourself with, at this point, is that you load the required test data
and address information into the defined memory areas when you are trying the exam-
ples.

PROGRAM INITIALIZATION

All of the programming examples presented in Chapter 4, and in subsequent
chapters, pay particular attention to the correct initialization of constants and
operands. Often this requires additional instructions that may appear superfluous, in
that they do not contribute directly to the solution of the stated problem. Nevertheless,
correct initialization is important in order to ensure the proper execution of the program
every time.

We want to stress correct initialization; that is why we are going to emphasize
this aspect of problems.

SPECIAL CONDITIONS

For the same reasons that we emphasize correct initialization, we also pay particu-
lar attention to special conditions that can cause a program to fail. Empty lists and zero
indexes are two of the most common circumstances overlooked in sample problems. It
is critically-important when using microprocessors in general, and powerful 16-bit
microprocessors in particular, that you learn with your very first program to anticipate
unusual circumstances; they frequently cause your program to fail. You must build
in the necessary programming steps to account for these potential problems.
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PROGRAMMING GUIDELINES FOR SOLVING PROBLEMS

Use the following guidelines in solving the problems at the end of each chapter:

1.

Comment each program so that others can understand it. The comments can
be brief and ungrammatical. They should explain the purpose of a section or
instruction in the program, but should not describe the operation of instruc-
tions; that description is available in manuals. You do not have to comment
each statement or explain the obvious. You may follow the format of the
examples but provide less detail.

. Emphasize clarity, simplicity, and good structure in programs. While programs

should be reasonably efficient, do not worry about saving a single byte of pro-
gram memory or a few microseconds.

. Make programs reasonably general. Do not confuse parameters (such as the

number of elements in any array) with fixed constants (such as or ASCII C).

4. Never assume fixed initial values for parameters.

AN Wn

. Use assembler notation as shown in the examples and defined in Chapter 3.
. Use symbolic notation for address and data references. Symbolic notation

should also be used even for constants (such as DATA SELECT instead of
%00000100). Also use the clearest possible form for data (such as ‘C’ instead
of $43).

. If your system allows it, start all programs in memory location 4000, and use

memory locations starting with 6000,, for data and temporary storage. Use
location 7000,, as the base of the stack. Otherwise, establish equivalent
addresses for your microcomputer and use them consistently. Again, consult
the user’s manual.

. Use meaningful names for labels and variables; e.g., SUM or CHECK rather

than X or Z.

. Execute each program on your microcomputer. There is no other way of ensur-

ing that your program is correct. We have provided sample data with each prob-
lem. Be sure that the program works for special cases. Chapters 19 and 20 pro-
vide some useful guidelines you can follow when testing your programs.
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Beginning Programs

This chapter contains some very elementary programs. They will introduce
some fundamental features of the MC68000. In addition, these programs demonstrate
some primitive tasks that are common to assembly language programs for many
different applications.

PROGRAM EXAMPLES

4-1. 16-BIT DATA TRANSFER

Purpose: Move the contents of one 16-bit variable VALUE at location 6000 to
another 16-bit variable RESULT at location 6002.

Sample Problem:

Input: VALUE-(6000)=2E56
Output: RESULT-(6002)=2E56
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Program 4-1:
00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA
006000 00000002 VALUE DS.W 1 VALUE TO TRANSFER
006002 00000002 RESULT DS.w 1 STORAGE FOR TRANSFERRED DATA
00004000 ORG PROGRAM
004000 30386000 PGM_4_1 MOVE.W VALUE,DO GET DATA TO BE MOVED
004004 31C06002 MOVE.W DO,RESULT SAVE DATA
004008 4ET7S5 RTS

END PGM_b4_1

This program solves the problem in two simple steps. The first instruction loads
data register DO with the 16-bit value in location VALUE. The next instruction saves
the 16-bit contents of data register DO in location RESULT.

Remember — if you want to try this program with some sample data, you must
first load the data that is to be transferred into the variable VALUE at memory location
6000. If your system does not allow this, use the Define Constant directive.

During the execution of this program, only the least significant 16 bits of the 32-
bit data register DO are affected. The most significant 16 bits are not modified, since
both instructions specified an operation size of word (16 bits) by using the . W’ instruc-
tion suffix. If a data transfer of one byte (8 bits) or one long word (32 bits) is desired, a
size suffix of *.B’ or *.L’, respectively, should be used.

The MC68000 combines three classes of instruction provided by most
microprocessors — load register, store register, and transfer between registers — into a
single class of instructions — MOVE. Using a register as the source operand (first
operand) with a MOVE instruction is similar to a typical microprocessor’s store register
operation. Using a register specified as a destination operand with the MOVE instruc-
tion is similar to a typical microprocessor’s load register operation. Using internal
registers to provide both the source and destination operands with a MOVE instruction
accomplishes the same function as a typical microprocessor’s register transfer instruc-
tion.

When you use the MOVE instruction to accomplish the LOAD, STORE, or
TRANSFER function, it generally affects the status flags in the status register. The
execution of most MOVE instructions sets or clears the Negative (N) and Zero (Z) flags
depending on the value moved, while clearing the Overflow (V) and Carry (C) flags.
The Extend (X) flag is not affected.

In addition to moving data between registers, and between registers and memory,
the MOVE instruction can also be used to move data between two memory locations. As
a result, the two MOVE instructions in PGM 4-1 can be replaced by the single instruc-
tion: MOVE.W VALUE, RESULT

This version of the MOVE instruction moves the 16-bit word contained in
memory location VALUE to memory location RESULT without utilizing any of the data
or address registers. The status register is still affected.

If you examine the instruction set of the MC68000 you will see that a number of
other instructions are capable of operating on memory in this same manner.
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4-2. ONE’'S COMPLEMENT

Purpose: Form the bitwise complement of the contents of the 16-bit variable VALUE
at location 6000.

Sample Problem:

Input: VALUE-(6000})=7F3E
Output: VALUE-(6000)=80C1

Program 4-2:
00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA
006000 00000002 VALUE DS.w 1 VALUE TO BE COMPLEMENTED
00004000 ORG PROGRAM
004000 30386000 PGM_4_2 MOVE.W VALUE,DO FETCH VALUE
004004 464O NOT.W DO LOGICAL COMPLEMENT OF VALUE
004006 31C06000 MOVE.W DO, VALUE STORE COMPLEMENTED RESULT
00400A 4ET7S RTS

END PGM_l_2

This program solves the problem in three steps. The first instruction moves the
contents of location VALUE into data register D0. The next instruction takes the logical
complement of data register DO. Finally, in the third instruction the result of the logical
complement is stored in VALUE.

Note that any data register may be referenced in any instruction that uses data
registers. (The same is true of address registers although you must pay special attention
to register A7 which the processor uses as the stack pointer.) Thus, in the MOVE
instruction we’ve just illustrated, any of the eight data registers could have been used.

The two MOVE instructions in this program, like those in Program 4-1, demon-
strate two of the MC68000’s addressing modes. The data reference to VALUE as either
a source or destination operand is an example of absolute addressing. In absolute
addressing the address for the data being referenced is contained in the extension
word (s) following the operation word of the instruction. As shown in the assembly list-
ing, the address (6000) corresponding to VALUE is found in the extension word for the
MOVE instructions.

Since the address of VALUE requires only one extension word, the MC68000
refers to this form of absolute addressing as short absolute. Addresses in the ranges
from 00000000 to 00007FFF and FFFF8000 to FFFFFFFF may be referenced using
short absolute addressing. This range may appear somewhat different than expected,
but it is consistent with the MC68000’s treatment of 16-bit addresses and address dis-
placements which are always sign-extended to 32 bits. This technique of addressing
memory allows the system designer to organize his or her memory map so as to permit
the usage of efficient short absolute addressing for both memory and peripheral device
references. One way of achieving this would be to organize random access memory
(RAM) starting at address 0 and peripheral devices in the upper 64K memory bytes.

Another form of absolute addressing is long absolute. This form is similar to short
absolute except that two extension words are required to reference the data. Therefore
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to reduce your program size, you should strive to keep your frequently referenced varia-
bles in the short absolute addressing range.

Most programs in this book use short absolute addressing. Try modifying the
value of DATA to a value outside the short absolute addressing range such as 9000 .
What happens to the generated object code? To ensure that the assembler generates the
short absolute form whenever possible, you should try to define all data references prior
to their use. Try moving the two assembler psuedo-instructions ORG DATA and
VALUE DS.W 1 to the end of the program. Note the resulting object code.

The other addressing mode used in all instructions in Program 4-2 is data register
direct. In this mode, the contents of the data register are directly affected. The contents
are either loaded, modified, or stored as specified by the instruction.

The MOVE instruction allows any of the processor’s 14 different addressing
modes to be used to specify the source operand. However, the destination operand must
be specified using addressing modes which reference memory locations that are ‘‘altera-
ble.”” Thus you cannot use program counter relative or immediate addressing modes
since such memory locations may be located in nonalterable, read-only memory.

If you want to perform a MOVE-type instruction with an address register as the
destination, the MOVEA instruction must be used. The MOVEA instruction performs
the same function as the MOVE instruction, but it does not affect the status register.
Motorola’s MC68000 assemblers allow you to specify an address register as the destina-
tion operand in a MOVE instruction. However, in this case the assembler actually
generates the machine code for a MOVEA instruction; thus the status flags are
unchanged.

Program 4-2 is another example where a single instruction may replace two or
more instructions. The three instructions in this program may be replaced by the single
instruction:

NOT.W VALUE

With this instruction, the contents of the variable VALUE are complemented
without using the data or address registers. The operation is performed directly on the
designated memory location VALUE.

4-3. 16-BIT ADDITION

Purpose: Add the contents of the 16-bit variable VALUEI at location 6000 to the
contents of the 16-bit variable VALUE? at location 6002 and place the
result in the 16-bit variable RESULT at location 6004.

Sample Problem:

Input: VALUE1-(6000)=10F5
VALUE2-(6002)=2621
Output: RESULT-(6004)=3716

Program 4-3a:

00006000 DATA EQU $6000

00004000 PROGRAM EQU $4000

00006000 ORG DATA
006000 00000002 VALUE1 DS.W 1 FIRST VALUE
006002 00000002 VALUE?2 DS.W 1 SECOND VALUE

006004 00000002 RESULT DS.wW 1 16 BIT STORAGE FOR ADDITION RESULT



Beginning Programs 4-5

00004000 ORG PROGRAM
004000 30386000 PGM_4_3A MOVE.W VALUEL,DO GET FIRST VALUE
004004 D0786002 ADD.W  VALUEZ,DO0 ADD SECOND VALUE TO FIRST VALUE
004008 31C06004 MOVE.W DO,RESULT STORE RESULT OF ADDITION
00400C G4E7S RTS
END PGM_l4_3A

The ADD instruction in this program is another example of a two-operand
instruction. However, unlike the MOVE instruction, this instruction’s second operand
not only represents the instruction’s destination but also is operated upon to calculate
the resuit. The format

SOURCE Operation DESTINATION — DESTINATION

is common to many of the MC68000’s instructions.

We should note at this point that the MC68000 processor provides an external 16-
bit data bus for data accesses to memory. Internally, however, the processor also sup-
ports 8- and 32-bit data operations. Therefore, the ADD instruction, just like the
MOVE and most other MC68000 instructions, permits data operations on all three data
sizes. By simply changing the .W suffix to .B or .L anywhere in the programs we have
shown, the programs would be converted to 8-bit or 32-bit addition programs.

As we noted in Program 4-1, the MC68000 allows many instructions to have both
operands in memory. You should note, however, that this capability is not available
with all instructions; for example, the ADD instruction only allows the source or
destination operand to reference memory. Thus you could not add the contents of one
memory location directly to the contents of another memory location.

As with any microprocessor, there are many instruction sequences you can
execute with the MC68000 which will solve the same problem. Program 4-354, for exam-
ple, is a modification of Program 4-3a and uses address register indirect addressing
instead of absolute short addressing. If you use address register indirect addressing, the
address of the actual operand may not (need not) be known until execution time.

Program 4-3b:

00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA
006000 00000002 VALUE1  DS.W 1 FIRST VALUE
006002 00000002 VALUE2  DS.W 1 SECOND VALUE
006004 00000002 RESULT  DS.W 1 16 BIT STORAGE FOR ADDITION RESULT
00004000 ORG PROGRAM
004000 207C00006000 PGM_4_3B MOVEA.L HVALUEL,AD INITIALIZE A0 WITH ADDRESS OF VALUE
004006 3010 MOVE.W (A0),00 GET FIRST VALUE IN DO
004008 DIFC00000002 ADDA.L #2,A0 INCREMENT ADDRESS REGISTER A0 BY 2
00400E D050 ADD.W  (AD0),DO ADD SECOND VALUE TO FIRST VALUE
004010 DIFC00000002 ADDA.L #2,A0 INCREMENT A0 BY 2 AGAIN
004016 3080 MOVE.W DO, (A0) STORE RESULT OF ADDITION
004018 4ET75 RTS
END PGM_L_3B

The MOVEA instruction introduces two addressing modes — immediate and
address register direct, which we have not used previously. Immediate addressing lets
you define a data constant and include that constant in the instruction’s associated



4-6 68000 Assembly Language Programming

object code. Motorola assembler format identifies immediate addressing with a pound
sign (3) preceding the data constant. The size of the data constant varies depending on
the instruction. Immediate addressing is extremely useful when small data constants
must be referenced.

The second addressing mode — address register direct — is similar to data register
direct except the address register is affected instead of the data register. Only word or
long word references are permitted with address direct. When word size operands are
used to modify an address register, the 16-bit operand is always sign-extended to 32 bits.

Program 4-3b also demonstrates the use of address register indirect addressing. In
this mode the address of the operand is contained in the specified 32-bit address register.
Since an extension word is not required, the address register indirect mode of address-
ing is more memory-efficient than absolute addressing. Because of the need to set up the
address register, several references must be made to a particular data item before this
mode really becomes more memory-efficient.

Another advantage of this addressing mode is its faster execution time as com-
pared to absolute addressing. This improvement occurs because the address extension
word(s) does not have to be fetched from memory prior to the actual data references.

A final advantage is the flexibility provided by having the reference address in an
address register instead of fixed as part of the instruction. This flexibility allows the
same code to be used for more than one address. Thus if you wanted to add the values
contained in consecutive variables VALUE3 and VALUE4, you could simply change
the contents of A0.

4-4. SHIFT LEFT ONE BIT

Purpose: Shift the contents of the 16-bit variable VALUE at location 6000 to the left
one bit. Store the result back in VALUE.

Sample Problem:

Input:  VALUE-(6000)=57B6 0101 011110110110,
Output: VALUE-(6000)=AF6C 10101111 01101100,

Program 4-4:
00006000 DATA EQU $6000
00004000 PROGRAM  EQU $4000
00006000 ORG DATA
006000 00000002 VALUE DS.W 1 VALUE TO BE SHIFTED LEFT
00004000 ORG PROGRAM
004000 30386000 PGM_4_4% MOVE.W VALUE,DO GET VALUE TO BE SHIFTED
004004 E348 LSL.W 1,00 SHIFT LEFT LOGICALLY ONE BIT
004006 31C06000 MOVE.W DO,VALUE STORE SHIFTED RESULT
00400A 4ET7S RTS

END PGM_t_4

The LSL instruction is used to perform a logical shift left. Using the operand for-
mat of the LSL instruction shown in Program 4-4, a data register can be shifted from 1
to 8 bits on either a byte, word or long word basis. Another form of the LSL instruction
allows a shift count (modulo 64) to be specified in another data register. A final form of
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the LSL instruction, which uses only one operand, allows the contents of a memory
location to be shifted one bit to the left without the use of a data register.

Except for different status register results, the following sequences all produce the
same results in D0 as LSL #1,D0:

MOVE  #1,D1
LSL D1,D0

LSL VALUE
MOVE VALUE, DO

ROL #1,00
BCLR  #0,D0

ADD 00,D0

How many others can you find? Which of those presented will execute the
fastest?

4-5. BYTE DISASSEMBLY

Purpose: Divide the least significant byte of the 8-bit variable VALUE at location
6000 into two 4-bit nibbles and store one nibble in each byte of 16-bit varia-
ble RESULT at location 6002. The low-order four bits of the byte will be
stored in the low-order four bits of the least significant byte of RESULT.
The high-order four bits of the byte will be stored in the low-order four bits
of the most significant byte of RESULT.

Sample Problem:

Input: VALUE-(6000)=5F
Output: RESULT-(6002)=050F

Program 4-5a:

00006000 DATA EQU $6000

00004000 PROGRAM EQU 54000

00006000 ORG DATA

0000000F MASK EQU $000F MASK FOR LOWER NIBBLE
006000 00000001 VALUE DS.B 1 BYTE TO BE DISASSEMBLED
006001 00000001 DS.B 1 ALIGN RESULT ON WORD BOUNDARY
006002 00000002 RESULT  DS.W 1 STORAGE FOR DISASSEMBLED BYTE

00004000 ORG PROGRAM
004000 10386000 PGM_U4_5A MOVE.B VALUE,DO GET BYTE TO BE DISASSEMBLED
004004 0200000F AND.B #MASK, DO [SOLATE LOWER NIBBLE OF BYTE
004008 11C06003 MOVE.B DO,RESULT+1 SAVE LOWER ORDER NIBBLE
00400C 10386000 MOVE.B VALUE,DO GET BYTE TO BE DISASSEMBLED
004010 E808 LSR.B #4,00 ISOLATE HIGH NIBBLE
004012 11C06002 MOVE.B DO,RESULT SAVE HIGH ORDER NIBBLE
004016 LE75 RTS

END PGM_U4_5

This is an example of byte manipulation. The MC68000 allows most instructions
which operate on words also to operate on bytes. Thus, by using the .B suffix, all the
instructions in Program 4-5a perform byte operations.

Remember that the MOVE instruction, in addition to performing register-to-
memory and memory-to-register transfers also performs register-to-register transfers.
This use of the MOVE instruction is quite frequent.
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Generally, it is more efficient in terms of program memory usage and execution
time to minimize references to memory. Program 4-5b is a modification of the above
problem which demonstrates this.

Program 4-5b:

00006000 DATA EQU $6000

00004000 PROGRAM EQU $4000

00006000 ORG DATA
006000 00000001 VALUE DS.B 1 BYTE TO BE DISASSEMBLED
006001 00000001 DS.B 1 ALIGN RESULT ON WORD BOUNDARY
006002 00000002 RESULT  DS.W 1 STORAGE FOR DISASSEMBLED BYTE

00004000 ORG PROGRAM
004000 4240 PGM_4_5B CLR.W DO CLEAR DATA REGISTER D0C0:15)
004002 10386000 MOVE.B VALUE,DO BYTE TO BE DISASSEMBLED IN D0(C0:7)
004006 E958 ROL.W  #4,D0 MOVE BYTE TO DOCH:11)
004008 E808 LSR.B  #4,D0 SHIFT DO(4:7) TO DOCO:3)
00400A 31C06002 MOVE.W DO,RESULT STORE DISASSEMBLED BYTE
00400E 4ETS RTS

END PGM_Y4_58

The CLR.W instruction is required to clear the least significant 16 bits of data
register D0. Only the least significant byte of DO is affected by the byte transfer from
VALUE. The ROL instruction rotates the least significant word of DO such that the
high-order nibble of VALUE is in the second byte of D0. Could the ROXL instruction
be used in place of the ROL instruction?

Although the MC68000 allows manipulation of various data sizes, you must take
care when you define a program’s data. All of the processor’s instructions, when making
memory references to 16-bit or 32-bit data, assume the least significant bit of the
memory address to be zero — that is, an even address. For this reason, an additional
byte of memory storage is required to align the variable RESULT on an even address
(6002]6) instead of at the next available memory location which would be 6001 ,. Would
the results of Program 4-5a have been the same if the memory addresses associated with
RESULT had been 6001, ,? What about Program 4-5b?

4-6. FIND THE LARGER OF TWO NUMBERS

Purpose: Find the larger of two 32-bit variables VALUEI (at location 6000) and
VALUE?2 (at location 6004). Place the results in the variable RESULT at
location 6008. Assume the values are unsigned.

Sample Problems:

a. Input: VALUE1 - (6000) = 12345678
VALUE?2 - (6004) = 87654321
Output: RESULT - (6008) = 87654321

b. Input: VALUE1 - (6000) = 12345678
VALUE2 - (6004) = OABCDEF1
Output: RESULT - (6008) = 12345678
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Program 4-6:
00006000 DATA EQU $6000
00004000 PROGRAM EQU 54000
00006000 ORG DATA
006000 00000004 VALUE1 0S.L 1 FIRST VALUE
0C6004 00000004 VALUE2 D0S.L 1 SECOND VALUE
006008 00000004 RESULT DS.L 1 RESERVE LONG WORD STORAGE
00004000 ORG PROGRAM
004000 4CF800036000 PGM_4_6 MOVEM.L VALUE1,D0/D1 LOAD VALUES TO BE COMPARED
004006 B280 CMP. L D0,D1 COMPARE 32 BIT VALUES
004008 62000004 BHI STORE IF VALUE2 >= VALUELl THEN GOTO STORE
00400C 2200 MOVE.L DO,D1 ...ELSE D1 = VALUEl
00400E 21C16008 STORE MOVE.L DI1,RESULT STORE LARGER VALUE
004012 4E75 RTS

END PGM_b_6

The MOVE Multiple instruction, MOVEM, used in Program 4-6, lets us transfer
the contents of selected address/data registers to or from a block of consecutive memory
locations. In Program 4-6, DO and D1 are loaded via the MOVEM instruction with the
contents of the variables VALUE] and VALUE?2, respectively.

While you can specify which registers are to be selected with the MOVEM instruc-
tion, the order in which the register contents are transferred is not subject to your
control. The transfer order is always data register DO (or the lowest data register number
you have specified) through data register D7 (or the highest data register you have
specified) and then address registers A0 through A7 (once again, with the same
limitations). The only exception to this sequence occurs when you use the predecre-
ment addressing mode; in this case, the order is just the reverse of that which we have
described. For details on the register specification and sequence, refer to the description
of the MOVEM instruction in Chapter 22.

The Compare instruction, CMP, in Program 4-6 sets the status register flags as if
the source, DO, were subtracted from the destination, D1. The order of the operands is
the same as the operands in the subtract instruction, SUB.

The conditional transfer instruction BHI transfers control to the statement labeled
FINI if the unsigned contents of D1 are greater than or equal to the contents of DO.
Otherwise, the next instruction (MOVE.L D0,D1) is executed. At FINI, register D1
will always contain the larger of the two values.

The BHI instruction is one of fourteen conditional branch instructions. To change
the program to operate on signed numbers, simply change the BHI to BGE:

CMP.L DO,D1
BGE FINI

You can use the following table to determine which conditionals to use when perform-
ing signed and unsigned comparisons:

Compare Condition Signed Unsigned
greater than BGE BCC
greater than or equal BGT BHI

equal BEQ BEQ

not equal BNE BNE

less than or equal BLS BLS

less than BLT BCS
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Note that the same instructions are.used for signal and unsigned addition,
subtraction, or comparison; however, the comparison operations are different.

The branch conditionally instructions are an example of program counter relative
addressing. In other words, if the branch condition is satisfied, control will be trans-
ferred to an address relative to the current value of the program counter. The MC68000
permits two sizes of relative displacement, either 8-bit or 16-bit. Since the displacement
is a two’s complement byte displacement, and the displacement is from the program
counter after it has been incremented, the branch instructions permit a maximum back-
ward reference of either 126 or 32766 bytes, or a maximum forward reference of either
128 or 32768 bytes.

Dealing with compares and branches is an important part of programming the
MC68000. Don’t confuse the sense of the CMP instruction. After a compare, the rela-
tion tested is:

DESTINATION condition SOURCE.

For example, if the condition is ‘‘less than,”’ then you test for destination less
than source. Become familiar with all of the conditions and their meanings.
Unsigned compares are very useful when comparing two addresses.

4-7. 64-BIT ADDITION

Purpose: Add the contents of two 64-bit variables VALUEI! (at location 6000) and
VALUE2 (at location 6008). Store the result in RESULT (at location
6010).

Sample Problem:

Input: VALUE1 - (6000} = 12A2
(6002) = E640 12A2E640F210123

(6004) = F210

(6006) = 0123

VALUE2 - (6008) = 0010
(600A) = 198F 001019BF40023F51

(600C) = 4002

(600E) = 3F51

Output: RESULT - (6010) = 12B3
(6012} = 0000 12B3000032124074

(6014) = 3212
{(6016) = 4074
Program 4-7:
00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA
006000 00000008 VALUE1 DS.L 2 FIRST VALUE
006008 00000008 VALUE?2 DS.L 2 SECOND VALUE
006010 00000008 RESULT bS.L 2 RESERVE 64 BITS FOR RESULT
00004000 ORG PROGRAM
004000 4CF8000F6000 PGM_4_7 MOVEM.L VALUE1,D0~D3 D0-D1 := VALUE1l AND D2-D3 := VALUE?2
004006 D283 ADD.L D3,Dl1 ADD LEAST SIGNIFICANT LONG WORD
004008 D182 ADDX.L D2,DO0 ADD MOST SIG. LONG WORD WITH EXTEND
00400A 48F800036010 MOVEM.L DO0-D1,RESULT STORE 64 BIT ADDITION RESULT
004010 LE75 RTS

END PGM_4_7
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The usefulness of the Move Multiple (MOVEM) instruction is again demon-
strated in this 128-bit transfer to data registers DO through D3. The status register flags
are not affected by the transfer. Both the Carry and Extend flags are affected by the
ADD instruction. The condition of the Extend flag is used in the ADDX (Add with
Extend) instruction to include in the addition the carry from the previous 32-bit addi-
tion operation.

4-8. TABLE OF FACTORIALS

Purpose: Calculate the factorial of the 8-bit variable VALUE at location 6010 from a
table of factorials FTABLE which occupies memory locations 6000 through
600F. Store result in the 16-bit variable RESULT at location 6012. Assume
VALUE has a value between 0 and 7.

Sample Problem:

Input: FTABLE- (6000) = 00000! = 110
(6002) =0001 11=1,,
(6004) =0002 2! =2,
(6006) = 0006 31 =6 0
(6008) =00184! = 221 0
(600A) = 0078 5! = 122)10
(600C) = 02D0 6! = 720,
(600E) = 13BO0 7! = 5040,
VALUE- (6010} =05
Output: RESULT - (6012) =00785!=120,,

Program 4-8a:

00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA

TABLE OF FACTORIALS

006000 0001 FTABLE  DC 1 0! =1
006002 0001 DC 1 10 =1
006004 0002 DC 2 21 1= 2
006006 0006 DC 6 31 1= 6
006008 0018 DC 24 by o= 24
00600A 0078 DC 120 5! 1= 120
00600C 0200 DC 720 6! 1=z 720
00600E 13B0 DC 5040 7! = 5040
006010 00000001 VALUE DS.B 1 DETERMINE FACTORIAL FOR THIS VALUE
006011 00000001 DS.8 1 AL IGNMENT STORAGE
006012 00000002 RESULT  DS.W 1 RESULT OF FACTORIAL

00004000 ORG PROGRAM
004000 4240 PGM_4_8A CLR.W DO D0(0:15) := 0
004002 10386010 MOVE.B VALUE,DO GET VALUE
004006 D000 ADD.B  DO,DO D0C0:7) := 2 * VALUE
004008 307C6000 MOVEA.W #FTABLE,A0 INITIALIZE POINTER TO FACTORIAL TABLE
00400C 31F000006012 MOVE.W 0(A0,D0),RESULT STORE FACTORIAL RESULT
004012 4E7S RTS

END PGM_k_8A

The approach to this table lookup problem, as implemented in Program 4-8a,
demonstrates the use of the address register indirect addressing mode with index. The
first two instructions, CLR and MOVE, load the index register DO with the contents of
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VALUE. The CLR instruction is required since the data size of VALUE is byte and the
index register size used in this addressing mode is either word or long word. The
MC68000 allows either a data register or an address register to be used as the index
register.

The Move Address (MOVEA) instruction initializes address register AQ with the
address of the factorial table. All 32 bits of the address register are affected by the move
regardless of the instruction’s data size. When the data size is word, as in Program 4-8a,
the source operand is sign-extended to 32 bits.

The actual calculation of the entry in the table is determined by the first operand
of the MOVE.W instruction. The long word contents of address register AQ are added to
the sign-extended word contents of data register DO to form the effective address used
to address the table entry. When D0 is used in this manner, it is referred to as an index
register. As in most MC68000 addressing modes, the usage of an address or data
register in determining the effective address does not alter the contents of the register.
The direct, postincrement, and predecrement addressing modes are exceptions to this
rule.

The address register indirect with index mode permits either the 16-bit or 32-bit
contents of the index register to be used in the calculation of the effective address. The
size of the index register to be used is specified by the size suffix of the index register
operand specification. As in the specification of the instruction size, the default suffix is
‘W’ or word. Why can’t the suffix .L be used for index register DO in Program 4-8a?

In addition to allowing the effective address to be determined by the contents of
the address and index registers, the address register indirect with index mode also per-
mits a small displacement. The displacement field allows for an 8-bit value. However,
like the 16-bit index, this displacement is sign-extended. Thus, displacements of from
— 126 bytes to + 129 bytes are possible.

Program 4-8b:

00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA

TABLE OF FACTORIALS

006000 0001 FTABLE  OC 1 0t 1= 1
006002 0001 oC 1 1= 1
006004 0002 oC 2 21 1= 2
006006 0006 DC 6 31 1= 6
006008 0018 oC 24 41 oi= 24
00600A 0078 oC 120 51 1z 120
00600C 02D0 DC 720 6! 1= 720
00600E 1380 DC 5040 70 1= 5040
006010 00000001 VALUE DS.8 1 DETERMINE FACTORIAL FOR THIS VALUE
006011 00000001 DS.B 1 ALTGNMENT STORAGE
006012 00000002 RESULT  DS.W 1 RESULT OF FACTORIAL
00004000 ORG PROGRAM
004000 4240 PGM_4_8B CLR.W DO D0C0:15) := 0
004002 10386010 MOVE.B VALUE,DO GET VALUE ,
004006 DOOO ADD.B  DO0,DO D0C0:7) := 2 * VALUE
004008 3040 MOVEA.W DO, A0 MOVE TABLE OFFSET TO ADDRESS REG
00400A 31E860006012 MOVE.W FTABLECAD),RESULT STORE FACTORIAL RESULT
004010 4E75 RTS

END PGM_4_88
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Program 4-8b performs the same function as Program 4-8a except it demonstrates
the use of another addressing mode — it uses address register indirect with displace-
ment addressing. In this addressing mode, the effective address of the operand is the
sum of the address register and the sign-extended 16-bit displacement. The displace-
ment is stored in the extension word following the instruction in program memory.

In Program 4-8b, the ‘‘displacement’’ is actually the base of the table, while the
address register is the offset into the table. It is very important to remember that the 16-
bit displacement is sign-extended when used. Therefore, if FTABLE had been located at
any address of 8000, or higher, the sign extension of bit 15 (=1) would cause an
address of FF8000,, through FFFFFF  to be loaded as the table base address. Thus, for
example, Program 4-8b would not work if FTABLE were located at address 015000 .
This method of using the ‘‘displacement’’ as a base address is only useful in the address
range of 0-7FFF , or FF8000,, through FFFFFF .

Program 4-8b usage of address register indirect with displacement addressing is
not a typical example of this addressing mode. Generally, the address register will con-
tain the address of a table or data structure while the displacement will represent a fixed
offset from the base of the table or structure.

PROBLEMS

4-1. 64-BIT DATA TRANSFER

Purpose: Move the contents of memory locations 6000 through 6006 to locations
6800 through 6806.

Sample Problem:
Input: (6000} = 3E2A

(6002) = 42A1
(6004} = 21F2
(6006) = 60A0
Output: (6800} = 3E2A
(6802) = 42A1
(6804) = 21F2
(6806) = 60A0

4-2. 16-BIT SUBTRACTION

Purpose: Subtract the contents of the 16-bit variable VALUE]1 at location 6000 from
the contents of the 16-bit variable VALUE?2 at location 6002 and store the
result back in VALUE]I.

Sample Problem:

Input:  VALUE1 - (6000) = 3977
VALUE2 - (6002) = 2182

Output: VALUE1 - (6000) = 17F5
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4-3. SHIFT RIGHT THREE BITS

Purpose: Shift the contents of the 16-bit variable VALUEI at location 6000 right
three bits. Clear the three most significant bit positions.

Sample Problem:

a. Input:  VALUE1 - (6000) = 415D
Output: VALUE? - (6000} = 082B

b. Input:  VALUE1 - (6000) = C15D
Output: VALUE1 - (6000) = 182B

4-4, WORD ASSEMBLY

Purpose: Combine the low four bits of each of the four consecutive bytes beginning at
location 6000 into one 16-bit word. The value at 6000 goes into the most
significant nibble of the result; the value at 6003 becomes the least signifi-
cant nibble. Store the result in location 6004.

Sample Problems:
Input: (6000} = OC

(6001) = 02
(6002) = 06
(6003) = 09

Output: (6004) = C269

4-5. FIND SMALLEST OF THREE NUMBERS

Purpose: Locations 6000, 6002, and 6004 each contain an unsigned number. Store
the smallest of these numbers in location 6006.

Sample Problem:

Input:  (6000) = 9125
(6002) = 102C
(6004) = 7040

QOutput: (6006) = 102C

4-6. SUM OF SQUARES

Purpose: Calculate the squares of the contents of word VALUE?2? at location 6000 and
word VALUE2 at 6002 and add them together. Place the result into the long
word RESULT at location 6004. Use signed arithmetic.

Sample Problem:

Input: VALUE1 - (6000) = 0007
VALUE2 - (6002) = 0032
Output: RESULT - (6004) = 000009F5

Thatis, 72 + 502 = 49 + 2500 = 2549 (decimal)
72 4+ 322 = 31 + 9C4 = 9F5 (hexadecimal)



Sample Answer:

Beginning Programs 4-15

MOVE.W VALUEL,DO
MULS.W VALUEL,DO
MOVE.W VALUE2,D1
MULS.W VALUE2,D1
ADD.L  DO,DL

MOVE.L DI1,RESULT

4-7. SHIFT LEFT VARIABLE NUMBER OF BITS

Purpose: Shift the contents of the word VALUE at memory location 6000 left. The
number of positions to shift is contained in the word COUNT at memory
location 6002. Assume that the shift count is less than 32. The low-order
bits should be cleared.

Sample Problems:

a. Input:

Output:
b. Input:

QOutput:

Sample Answer:

(6000) = 182B

(6002) = 0003  shift left 3 positions
(6000) = C158

(6000) = 1828

(6002) = 0010  shift left 16 positions
(6000) = 0000

MOVEM.W VALUE,DO0/D1
LSL.W D1,D0
MOVE.W DO, VALUE






5

Simple Program Loops

The program loop is the basic structure that forces the CPU to repeat a
sequence of instructions. Loops have four sections:

1. The initialization section, which establishes the starting values of counters,
pointers, and other variables.

2. The processing section, where the actual data manipulation occurs. This is the
section that does the work.

3. The loop control section, which update\s counters and pointers for the next
iteration.

4. The concluding section, that may be needed to analyze and store the results.

The computer performs Sections 1 and 4 only once, while it may perform Sections
2 and 3 many times. Therefore, the execution time of the loop depends mainly on the
execution time of Sections 2 and 3. Those sections should execute as quickly as possible,
while the execution times of Sections 1 and 4 have less effect on &Verall program speed.

Figure 5-1 and 5-2 contain two alternative flowcharts for a typical program
loop. Following the flowchart in Figure 5-1 results in the computer always executing
the processing section at least once. On the other hand, the computer may not execute
the processing section in Figure 5-2 at all. The order of operations in Figure 5-1 is
more natural, but the order in Figure 5-2 is often more efficient and eliminates the prob-
lem of the computer going through the processing sequence once even where there is no
data for it to handle.

The computer can use the loop structure to process large sets of data (usually
called ““arrays’’). The simplest way to use one sequence of instructions to handle an
array of data is to have the program increment a register (usually an index register or
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Initialization

Section

Processing The computer always executes the
Section processing section at least once.

Y

Loop Control
Section

'

Concluding
Section

Y

End

Figure 5-1. Flowchart of a Program Loop

stack pointer) after each iteration. Then the register will contain the address of the
next element in the array when the computer repeats the sequence of instructions. The
computer can then handle arrays of any length with a single program.

Register indirect addressing is the key to processing arrays with the MC68000
microprocessor, since that mode allows you to vary the actual address of the data (the
‘‘effective address’’) by changing the contents of a register. In the absolute addressing
modes, the instruction completely determines the effective address; that address is
therefore fixed if program memory is read-onuy.

The MC68000°’s autoincrementing mode is particularly convenient for process-
ing arrays since it automatically updates the address register for the next iteration. No
additional instruction is necessary. You can even have an automatic increment by 2 or 4
if the array contains 16-bit or 32-bit data or addresses.

Although our examples show the processing of arrays with autoincrementing
(adding 1, 2, or 4 after each iteration), the procedure is equally valid with autodecre-
menting (subtracting 1, 2, or 4 before each iteration). Many programmers find moving
backward through an array somewhat awkward and difficult to follow, but it is more effi-
cient in many situations. The computer obviously does not know backward from for-
ward. The programmer, however, must remember that the MC68000 increments an
address register after using it but decrements an address register before using it. This



Simple Program Loops 5-3

Initialization
Section

—

Loop Control
Section

The computer need not execute the processing
section at all if it finds that there is
nothing to be done.

the task been
completed

Processing Concluding
Section Section

— D

Figure 6-2. An Alternative for a Program Loop

difference affects initialization as follows:

1. When moving forward through an array (autoincrementing), start the address
register at the lowest address occupied by the array.

2. When moving backward through an array (autodecrementing), start the
address register one step (1, 2, or 4) beyond the highest address occupied by
the array.

PROGRAM EXAMPLES

6-1. 16-BIT SUM OF DATA

Purpose: Calculate the sum of a series of numbers. The length of the series (in words)
is defined by the variable LENGTH at location 6000. The starting address of
the series is contained in the long-word variable START at location 6002.
Store the sum in the variable TOTAL at location 6006. Assume that the
sum is a 16-bit number so that you can ignore carries.
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Sample Problem:

Flowchart 5-1:

Program 5-1a:

006000
006002
006006

004000
oo4o04
004006

00400A
oo400C
00400E
004010

004014

00006000
00004000

00006000
00000002
00000004
00000002

00004000
20786002
7000
32386000
D058
5341
66FA
31C06006

4ET7S

Input: LENGTH - (6000} =
START - (6002} =

(5000} =

(5002) =

(5004) =

Output: TOTAL - (6006) =

Pointer = START
Sum =0
Count = LENGTH

—=

Pointer =
Pointer + 2
Sum =

Sum + (Pointer)

0003

00005000

2040

1C22

0242

(5000) + (56002) + (5004}
2040 + 1C22 + 0242
3EA4

Count = TOTAL =
Count - 1 Sum
No m
Yes
DATA EQU $6000
PROGRAM EQU $4000
ORG DATA
LENGTH DS.W 1 NUMBER OF DATA ELEMENTS
START DS.L 1 ADDRESS OF DATA ELEMENTS
TOTAL DS.W 1 SUM OF DATA ELEMENTS
ORG PROGRAM
PGM_5_1A MOVEA.L START,A0 INITIALIZE POINTER REGISTER
MOVEQ  #0,D0 INITIALIZE SUM TO ZERO
MOVE.W LENGTH,D1 INITIALIZE ELEMENT COUNT
LooP ADD.W  (A0)+,D0 SUM NEXT ELEMENT

SuBQ.W #1,D1
BNE LoOP

MOVE.W DO, TOTAL
RTS

END PGM_5_1A

UPDATE ELEMENT COUNT
IF COUNT NOT ZERO THEN GOTO LOOP

STORE SUMMATION
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The initialization section of the program consists of the first three instructions,
which set the data pointer, sum, and counter to the appropriate initial values. In this
program we encounter the first example of parameter passing where the parameters
include an address (the contents of START) along with such parameters as size or count
(LENGTH) which we have encountered in previous programs. The first MOVE instruc-
tion in the program loads the beginning address (from location START) of the data ele-
ments into address register A0. Once again we will defer a detailed discussion of
parameter passing until Chapters 10 and 11; at this point, you must simply ensure that
the required starting address is in the long word at location 6002 prior to attempting to
execute this program.

Frequently in programming, you must initialize a data register with a small data
value as we have done in Program S-la. For values in the range —128 to +127, you
should use the MOVEQ instruction. The MOVEQ instruction encodes the value within
the instruction word, thus eliminating an additional operand word that would otherwise
be needed to define the initial value. You should note that the MOVEQ instruction,
unlike most other MC68000 instructions, only has a data size of long word. We could
have used the CLR instruction to initialize the sum to zero; both the MOVEQ and CLR
instructions require the same number of bytes and microprocessor cycles. In what cases
is the use of the CLR instruction preferred?

The processing section of Program 5-1a consists of the single instruction ADD.W
(A0)+,D0 which adds the contents of the memory location addressed by address
register A0 to the contents of data register D0. This instruction does all the real work of
the program and is the first example of the address register indirect with postincrement
mode of addressing. You probably noticed that the program contained no explicit
instruction to update the address register to the next word in the series. Instead, the
address register is implicitly updated by execution of the ADD instruction. Thus, this
instruction is also part of the loop control section. In the postincrement addressing
mode, the processor increments the contents of the address register after the address
register has been used to determine the effective address of the data references. The
contents of the address register are incremented by either 1, 2, or 4 depending on the
size of the data being referenced. An increment of 1 is used for byte references, 2 for
word references and 4 for long word references. Thus, the instruction ADD.W
(A0) +,DO results in the contents of address register A0 being incremented by 2. This
addressing mode is extremely useful when you are performing operations on data tables.

The loop control section of the program consists of the single instruction
SUBQ.W, since the instruction ADD.W (A0) +,D0 updates the pointer automatically.
The SUBQ instruction decrements the counter that keeps track of the number of itera-
tions the processor has left to perform. The Subtract Quick (SUBQ) instruction is
another instruction which you’ll find useful in reducing the size of your programs. Like
the MOVEQ instruction, SUBQ allows the encoding of small data values within a single
instruction word. Unlike the MOVEQ instruction, SUBQ only allows data values in the
range from 1 to 8. However, you can use the SUBQ instruction to operate on byte, word
or long word data and SUBQ can be used to operate on memory directly, or on any
address register as well as a data register.

The instruction BNE causes a branch if the Zero (Z) flag is reset (that is, if the
result of decrementing D1 was not zero). The offset part of the BNE instruction is a
two’s complement number, determined by the distance between the destination and the
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instruction. In this case, the distance is from memory location 4010 (the address of the
BNE instruction+2) to memory location 400A (the destination). So the offset (using
two’s complement arithmetic) is:

400A 400A
-(400E+2) = +BFFO
FFFA

The offset of $FA corresponds to a negative six (—6) bytes which is the number
of bytes to the label LOOP from the location of the branch instruction plus two. This
single byte sign-extended form of the branch instruction allows offsets in the range —63
words to +64 words from the location of the branch instruction. The address range is
described in words rather than bytes since all MC68000 instructions must start on a
word boundary and have sizes which are word multiples. Another form of the branch
instruction allows a 16-bit sign-extended offset, thus providing a branching range of
—16383 words to + 16384 words. When you use this form, an additional operand word
is required.

If the Zero flag is 1 (that is, if the result of decrementing D1 was zero), the pro-
cessor continues its normal sequence. Thus the result of executing BNE is:

LOORP if the result of decrementing D1 is zero
PC =
(PC) + 2 if the result of decrementing D1 is zero

The extra 2, as usual, comes from the two bytes occupied by the BNE instruction itself.
This is true for either form of the branch instruction since the PC is incremented by two
in either case, before adding the offset. With the 16-bit offset, the PC is incremented by
another two if the branch is not taken. The result is the same for both the 8-bit and the
16-bit offset; the instruction following the conditional branch will be executed if the test
fails.

Most programmers make computer loops count down rather than up so that
they can use the setting of the Zero flag as an exit condition. Remember that the Zero
flag is 1 if the most recent result was zero and 0 if that result was not zero. Try rewriting
the program so that it loads register D1 with zero initially and increments it after each
iteration. Which approach is more efficient?

Program 5-1a executes correctly for all initial values unless the number of ele-
ments is zero. This problem is solved by modifying Program 5-1a to include a specific
check for this condition prior to the loop processing as shown in Program 5-15.

Program 5-1b:

00006000 DATA EQU $6000

00004000 PROGRAM EQU $4000

00006000 ORG DATA
006000 00000002 LENGTH DS.W, 1 NUMBER OF DATA ELEMENTS
006002 00000004 START DS.L 1 ADDRESS OF DATA ELEMENTS
006006 00000002 TOTAL DS.W 1 SUM OF DATA ELEMENTS

00004000 ORG PROGRAM
004000 20786002 PGM_5_1B MOVEA.L START,AOQ INITIALIZE POINTER REGISTER
004004 7000 MOVEQ 40,00 INITIALIZE SUM TO ZERO
004006 32386000 MOVE.W LENGTH,D1 INITIALIZE ELEMENT COUNT

00400A 6706 BEQ.S DONE IF LENGTH = 0 THEN DONE
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00400C D058 Loop ADD.W  (A0)+,D0 SUM NEXT ELEMENT
00400E 5341 SUBQ.W #1,01 UPDATE ELEMENT COUNT
004010 66FA BNE LoOP IF COUNT NOT ZERO THEN GOTO LOOF
004012 31C06006 DONE MOVE.W DO, TOTAL STORE SUMMATION
004016 4E7S RTS
END PGM_5_1B

In this program, the single instruction BEQ is used to check for number of ele-
ments equal to zero, and it will cause the program’s flow of control to be transferred to
FINI if there are no numbers in the series. You may have noticed that the BEQ branch
instruction had a suffix of **.S”’. This suffix is used by the assembler to determine which
offset form of the branch instruction should be used. This suffix is only necessary when
the label in the operand field is a forward reference and the assembler default is the long
offset form.

The order in which the processor executes instructions is often very important. In
Program 5-1b5, BEQ must come immediately after the MOVE.W LENGTH,D1 instruc-
tion; otherwise, an intervening instruction might change the Zero flag. Similarly, the
SUBQ instruction must be followed immediately by the BNE instruction.

5-2. 32-BIT SUM OF DATA

Purpose: Calculate the sum of a series of unsigned 16-bit numbers. The length of the
series (in words) is defined by the variable LENGTH at location 6000. The
starting address of the series is contained in the long-word variable START
at location 6002. Store the sum in the long word (32-bit) variable TOTAL at
location 6006. Take carries into account.

Sample Problem:

Input:  LENGTH - (6000) = 0003
START -~ (6002) = 00005000
(5000) = 2040
(5002) = 1C22
(5004) = E242
Output: TOTAL — (6006) = (5000)+(5002)+(5004)
= 2040 + 1C22 + E242
= 00011EA4
Program 5-2a:
00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA
006000 00000002 LENGTH  DS.W 1 NUMBER OF DATA ELEMENTS
006002 00000004 START DS.L 1 ADDRESS OF DATA ELEMENTS
006006 00000004 TOTAL DS.L 1 SUM OF DATA ELEMENTS
00010000 CARRYBIT EQU $10000 CARRY BIT VALUE
00004000 ORG PROGRAM
004000 20786002 PGM_5_2A MOVEA.L START,AOQ INITIALIZE POINTER REGISTER
004004 7000 MOVEQ 40,D0 INITIALIZE SUM TO ZERO
004006 32386000 MOVE.W LENGTH,D1 INITIALIZE ELEMENT COUNT

00400A 670E BEQ.S DONE IF LENGTH = 0 THEN DONE
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00400C D058 LooP ADD.W  (ADD+,D0 SUM NEXT ELEMENT
00400E 6406 BCC.S  LOOPTEST IF CARRY = 0 THEN GOTO LOOPTEST
004010 068000010000 ADDI.L H#CARRYBIT,DO ...ELSE ADD 16-BIT CARRY
004016 5341 LOOPTEST SUBQ.W #1,D1 UPDATE ELEMENT COUNT
004018 66F2 BNE LoOP IF COUNT NOT ZERO THEN GOTO LOOP
00401A 21C06006 DONE MOVE.L DO,TOTAL STORE SUMMATION
00401E 4ET7S RTS
END PGM_5_2A

Flowchart 5-2:

Pointer = START
Sum =0
Count = LENGTH

Yes
No

Pointer =
Pointer + 2

Sum =

Sum + (Pointer)

Y

Count =
Count - 1

Yes

TOTAL =
Sum

-

This program differs only slightly from the 16-bit addition program. Since a 32-bit
sum is to be generated, we must now handle the carry generated by the ADD instruc-
tion. The two new instructions (BCC and ADDI) test for the carry during addition and
add the carry bit back into the sum when a carry occurs.
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The instruction BCC causes a jump to memory location LOOPTEST if the Carry
(C) flag = 0. Thus, if there is no carry from the 16-bit addition, the program jumps
around the statement that increments the most significant 16 bits of the sum. The rela-
tive offset for BCC LOOPTEST is:

4016 4016
—(400E +2) = -4010
06

The relative offset for BNE LOOP is:

400C 400C
-(4018+2) = -401A
- OE = FFF2

The relative offset for BEQ.S DONE is:

401A 401A
-(400A+2) = -400C
OE

The long word form of the ADD instruction might simplify this program.
However, since the series consists of 16-bit values we must do some extra work to make
these values into long words. Program 5-2b accomplishes this.

Program 5-2b:

00006000 DATA EQU $6000

00004000 PROGRAM EQU 54000

00006000 ORG DATA
006000 00000002 LENGTH OS.wW 1 NUMBER OF DATA ELEMENTS
006002 00000004 START DS.L 1 ADDRESS OF DATA ELEMENTS
006006 00000004 TOTAL DS.L 1 SUM OF DATA ELEMENTS

00004000 ORG PROGRAM
004000 20786002 PGM_5_2B MOVEA.L START,A0 INITIALIZE POINTER REGISTER
004004 7000 MOVEQ #0,D0 INITIALIZE SUM TO ZERO
004006 2400 MOVE.L DO,D2 CLEAR TEMPORARY REGISTER
004008 32386000 MOVE.W LENGTH,D1 INITIALIZE ELEMENT COUNT
oo400C 6708 BEQ.S DONE IF LENGTH = 0 THEN DONE
00400E 3418 LOOP MOVE.W (A0)+,D2 D2[15-0] := DATA ELEMENT
004010 D082 ADD.L 02,D0 ADD DATA ELEMENT TO SUM
004012 5341 SUBQ.W #1,D1 UPDATE ELEMENT COUNT
004014 66F8 BNE LOOP IF COUNT NOT ZERO THEN GOTO LOOP
004016 21C06006 DONE MOVE.L DO,TOTAL STORE SUMMATION
00401A 4E7S RTS

END PGM_5_28

We clear the most significant 16-bits of register D2 during the initialization sec-
tion; since these bits will never change, we don’t need to clear them each time through
the loop. The 16-bit values from memory are then loaded into the low-order 16 bits of
D2 and then a long add (ADD.L) is used to add the 32-bit contents of D2 to register DO.



5-10 68000 Assembly Language Programming

Because the purpose said the values were unsigned numbers, the high-order 16 bits will
always be zero.

Note that we need not check for carry in the loop processing section since, with a
32-bit operation, any carry from the low-order 16 bits will automatically be propagated
into the high-order portion of DO. The changes in the loop processing section reduced
the number of instructions in the loop and perhaps make the program easier to under-
stand. The number of bytes in the loop is also reduced. However, does this make the
loop execute faster? The processing section in Program 5-2a takes 18 or 36 cycles:

ADD 8 cycles

BCC 10 cycles (12 if branch not taken)
ADDIL (18) cycles (not always executed)

18 (36) cycles (if BCC.S used — 18 (32) cycles)
The second version takes 16 cycles:
MOVE 8 cycles

ADD.L  (8) cycles
16 cycles

The second version is both smaller and faster. However, you may not always find this to
be the case. A single more powerful instruction may take longer to execute than two or
more simpler instructions that perform the same task. Can you find an example of this?

5-3. NUMBER OF NEGATIVE ELEMENTS

Purpose: Determine the number of negative elements in a series of signed 16-bit
numbers. Negative elements are identified by a 1 in the most significant bit
position (bit 15). The length of the series is defined by the variable
LENGTH at location 6000. The starting address of the series is defined by
the long word variable START at location 6002. Store the number of nega-
tive elements in the variable TOTAL at location 6006.

Sample Problem:

Input: LENGTH - (6000) = 0003
START - (6002) = 00005000
(5000) = F1DC
(5002) = 7EOA
(5004) = 8248
Output: TOTAL - (6006) = 0002, since memory locations 5000 and
5004 contain negative numbers
Program 5-3:
00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA
006000 00000002 LENGTH  DS.W 1 NUMBER OF DATA ELEMENTS
006002 00000004 START DS.L 1 ADDRESS OF DATA ELEMENTS
006006 00000002 TOTAL DS.W 1 SUM OF DATA ELEMENTS
00004000 ORG PROGRAM
004000 20786002 PGM_5_3 MOVEA.L START,A0 INITIALIZE POINTER REGISTER
004004 7000 MOVEQ  #0,D0 NNEG := 0

004006 32386000 MOVE.W LENGTH,D1 INITIALIZE ELEMENT COUNT



00400A

oo400C
00400E

004010

004012
004014

004016

00401A

670A

4A58
6A02

5240

5341
66F6

31C06006
4E75

Flowchart 5-3:

BEQ.S  DONE

LooP TST.wW (AD)+
BPL.S LOOPTEST

ADDQ.W #1,00

LOOPTEST SUBQ.W 1,01

BNE LOOP
DONE MOVE.W DO0,TOTAL

RTS

END PGM_5_3

Start

Pointer = START
Nneg = O
Count = LENGTH

Yes

No

Pointer =
Pointer + 2

Nneg =
Nneg + 1

Count =
Count - 1

Simple Program Loops 5-11

IF LENGTH = 0 THEN DONE

TEST DATA ELEMENT
IF > 0 THEN GOTO LOOPTEST

«+.ELSE NNEG := NNEG + 1

UPDATE ELEMENT COUNT
IF COUNT NOT ZERO THEN GOTO LOOP

STORE NUMBER OF NEGATIVE ELEMENTS

TOTAL =
Nneg
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The TST instruction is used to determine if the next element in the series is a
negative number. TST compares the operand with zero and sets the status flags accord-
ingly. Thus, the operation of the TST instruction is essentially equivalent to:

SuUBQ #0,(A0) +

Why should you use TST instead of SUBQ in cases like this? Because it provides clearer
documentation.

While testing the operand, TST sets the Negative (N) and Zero (Z) flags accord-
ing to the results of the comparison. The Carry (C) and Overflow (V) flags are always
reset to zero.

The Negative (N) flag simply reflects the value of bit 15 of the most recent result.
If you are using signed numbers, bit 15 is, in fact, the sign (0 for positive, 1 for nega-
tive); the mnemonics for Branch if Plus (BPL) and Branch if Minus (BMI) assume that
you are using signed numbers. However, you can use equally well bit 15 for other pur-
poses, such as the status of peripherals or other 1-bit data. In these cases you can still
test bit 15 with BMI (bit 15 = 1) or BPL (bit 15 = 0); although the mnemonics no
longer make sense, the operations work. The computer performs its operations without
considering whether the user thinks they are sensible or meaningful. The interpretation
of the results is the programmer’s problem, not the computer’s.

Negative signed numbers all have a most significant bit of 1 and thus are actually
larger, when considered as unsigned numbers, than positive numbers.

In Program 5-3, the BPL (Branch if Plus) instruction causes a branch if the Nega-
tive flag is 0. Which other branch instructions could you use in place of BPL?

We could also replace:

TST (AO)+
BPL LOOPTEST

with

MOVE (AO)+,D3
BTST #15,03
BEQ LOOPTEST

The BTST instruction tests a specific bit in the destination. If the bit is zero, the
Zero (Z) flag is set; if the bit is one, the Zero (Z) flag is reset to zero. This instruction is
most useful in testing bits other than the sign bit; for example, when you need to test
the status of a peripheral device. Although the BTST instruction allows you to directly
test the contents of memory, only bits within a single byte can be tested in this mode.
How could you rewrite Program 5-3 so that BTST tests the most significant byte of a 16-
bit element in memory?

5-4. FIND MAXIMUM VALUE

Purpose: Find the largest element in a series of 16-bit unsigned binary numbers. The
length of the series is defined by the variable LENGTH at location 6000 and
the starting address of the series is defined by the long word variable
START at location 6002. Store the maximum (largest unsigned element) in
the value MAXNUM at location 6006.



Sample Problem:

Input:

LENGTH
START

Output: MAXNUM -

Flowchart: 5-4a:

(6000)
(6002)
(5000)
(5002)
(5004)
(5006)
(6006)

0004
00005000
A48E
71AC
34F1
E57A

Simple Program Loops

E57A, since this is the largest of

the four unsigned numbers.

Pointer = START
Max = 0
Count = LENGTH

Yes
No

Temp = (Pointer)
Pointer =
Pointer + 2

Is
Temp > Max
?

Yes

Max = Temp
Count =
Count - 1

No
‘Yes

MAXNUM =
Max

5-13
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Program 5-4a:

00006000 DATA EQU $6000

00004000 PROGRAM EQU $4000

00006000 ORG DATA
006000 00000002 LENGTH  DS.W 1 NUMBER OF DATA ELEMENTS
006002 00000004 START D0S.L 1 ADDRESS OF DATA ELEMENTS
006006 00000002 MAXNUM  DS.W 1 MAXIMUM NUMBER IN SERIES

00004000 ORG PROGRAM
004000 20786002 PGM_5_4A MOVEA.L START,A0 INITIALIZE POINTER REGISTER
oo4o04 7000 MOVEQ #0,00 MAX := 0
004006 32386000 MOVE.W LENGTH,D1 INITIALIZE ELEMENT COUNT
00400A 670C BEQ.S DONE IF LENGTH = 0 THEN DONE
00400C 3418 LooP MOVE.W (A0)+,D2 TEMP := NEXT DATA ELEMENT
00400E BO42 CMP.W  D2,DO0 COMPARE TEMP WITH MAX, '"MAX-TEMP" !
004010 6402 BCC.S LOOPTEST IF MAX > OR = TEMP GOTO LOOPTEST
004012 3002 MOVE.W D2,D0 ...ELSE NEW MAX, MAX := TEMP
004014 5341 LOOPTEST SuUBQ.W #1,D1 UPDATE ELEMENT COUNT
004016 66F4 BNE LOOP IF COUNT NOT ZERO THEN GOTO LOOP
004018 31C06006 DONE MOVE .W DO ,MAXNUM STORE MAXIMUM NUMBER IN SERIES
00401C 4E75 RTS

END PGM_5_UA

The first three instructions of this program form the initialization section.

In this program we take advantage of the fact that zero is the smallest unsigned
binary number. If you make zero the initial estimate of the maximum, then the program
will set the maximum to a larger value unless all elements in the array are zeros. The
maximum will also be set to zero if the series contains no elements.

The two instruction sequence MOVE.W (A0)+.,D2 and CMP.W D2,D0
compares the next element in the series with the current maximum value. The CMP
instruction affects the Carry and Zero flags as follows (TEMP is the value of the current
element and MAX is the current maximum value):

Carry = O if MAX > TEMP (Higher or Same)

Carry = 1 if MAX > TEMP (Lower)
Zero = O if MAX = TEMP (Not Equal)
Zero = 1 if MAX = TEMP (Equal)

The program uses the branch BCC (Carry Clear) instruction which tests both the Carry
and Zero flags. If either flag is set, the program replaces the maximum with the current
element using the instruction MOVE.W D2,D0. The branch instruction BHI could have
been used instead of BCC and would have been easier to understand. Why is BCC a bet-
ter choice of branch instructions?

The program does not work properly if the numbers are signed, because negative
numbers all appear to be larger than positive numbers. You must use the Sign (Nega-
tive) flag instead of the Carry in the comparison. However, you must also consider the
fact that two’s complement overflow can affect the sign; that is, the magnitude of a
signed result could overflow into the sign bit. The MC68000 has special instructions —
BGT, BGE, BLE and BLT — which perform signed comparison branches and automat-
ically handle two’s complement overflow.
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As we have seen before, the MC68000 allows for some operations to be
performed directly on memory without requiring the use of an additional data register.
Program 5-4b uses this feature to eliminate the MOVE.W (A0) +,D2 instruction in Pro-
gram 5-4aq.

Program 5-4b:

00006000 DATA EQU $6000

00004000 PROGRAM EQU $4000

00006000 ORG DATA
006000 00000002 LENGTH  DS.W 1 NUMBER OF DATA ELEMENTS
006002 00000004 START DS.L 1 ADDRESS OF DATA ELEMENTS
006006 00000002 MAXNUM  DS.W 1 MAXIMUM NUMBER IN SERIES

00004000 ORG PROGRAM
004000 20786002 PGM_5_UB MOVEA.L START,A0 INITIALIZE POINTER REGISTER
004004 7000 MOVEQ 40,00 MAX iz 0
004006 32386000 MOVE.W LENGTH,D1 INITIALIZE ELEMENT COUNT
00400A 670C BEQ.S  DONE IF LENGTH = 0 THEN DONE
00400C BO58 Loop CMP.W  (A0)+,D0 COMPARE DATA ELEMENT WITH MAX
00400E 6404 BCC.S  LOOPTEST IF MAX > OR = ELEMENT GOTO LOOPTEST
004010 3028FFFE MOVE.W -2(A0),D0 ...ELSE NEW MAX, MAX := ELEMENT
004014 5341 LOOPTEST SUBQ.W #1,D1 UPDATE ELEMENT COUNT
004016 66FL4 BNE LooP IF COUNT NOT ZERO THEN GOTO LOOP
004018 31C06006 DONE MOVE.W DO, MAXNUM STORE MAXIMUM NUMBER IN SERIES
00401C 4E75 RTS

END PGM_5_uB

Although the CMP.W (A0) +,D0 instruction appears to simplify this program, it
does cause one slight problem — it increments register AQ while performing the com-
pare. Now, when updating the maximum value, the new maximum is no longer in any
data register or pointed to by any address register. The address register indirect with dis-
placement addressing mode can be used to overcome this problem. By using a displace-
ment of -2, we essentially back the pointer up to the element we just compared. The
effective address for the instruction MOVE -2(A0),D0 is calculated as follows:

Effective Address of —2(A0) = (AQ) -2

The contents of register AO are not changed by this calculation.

At first glance CMP.W (A0Q) +,D0 may appear not to optimize the loop processing
since the loop processing of Program 5-4b requires the same number of words as Pro-
gram S5-4a. However, the execution cycles for program 5-4a are 17 or 20 cycles:

MOVE 8 cycles
CMP 4 cycles

BCC 5 cycles (4 if branch not taken)
MOVE (4) cycles (not always executed)

17 (20) cycles
compared to 13 or 24 cycles for Program 5-4b:

CMP 8 cycles
B8CC 5 cycles (4 if branch not taken)
MOVE (2) cycles (not always executed)

13 (24) cycles
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Although both programs require the same number of loop cycles to update the max-
imum, the second program is slightly more efficient when no update is required.

5-5. NORMALIZE A BINARY NUMBER

Purpose:

Shift a 32-bit binary number until the most significant bit of the number is 1.

The address of the number is defined by the long word variable NUMBER
at location 6000. Store the normalized number (shifted number) in the
variable NORMNUM at location 6004. Store the number of left shifts
required in the byte variable SHIFTNUM at location 6008. If the number is
zero, clear both variables NORMNUM and SHIFTNUM.

The processing is just like converting a number to a scientific notation; for
example:

Sample Problems:

a

Program 5-5:

006000
006004
006008

004000
004002
004006
004008

00400A
00400C
00400E

004010
004014

o0o4018

00006000
00004000

00006000
00000004
00000004
00000001

00004000

7000
20786000
2210
6F06

5240
E389
6AFA

11C06008
21C16004

4ET75

Input: NUMBER -
Output: NORMNUM -
SHIFTNUM -
Input:  NUMBER -
Output: NORMNUM -
SHIFTNUM -
Input: NUMBER -
Output: NORMNUM -
SHIFTNUM -
Input: NUMBER -
Output: NORMNUM -
SHIFTNUM -
DATA EQU
PROGRAM EQU
ORG
NUMBER DS.L
NORMNUM DS.L
SHIFTNUM DS.B
ORG
PGM_5_5 MOVEQ
MOVEA.L
MOVE .L
BLE.S
JUSTIFY ADDQ.W
LSL.L
BPL
DONE MOVE .B
MOVE.L
RTS
END

00057 57 x 1073

(6000) = 00005000

(5000) = 30001000

(6004) = C0004000

(6008) = 02

(6000) = 00005000

(5000) = 00000001

(6004) = 80000000

(6008) = 1F

(6000) = 00005000

(5000) = 00000000

(6004) = 00000000

(6008) = 00

(6000) = 00005000

(5000) = C1234567

(6004) = C1234567

(6008) = 00

$6000

$4000

DATA

1 ADDRESS OF NUMBER TO BE NORMALIZED
1 NORMALIZED NUMBER

1 NUMBER OF SHIFT REQUIRED TO NORMALIZE
PROGRAM

#0,D0 INITIALIZE SHIFT COUNT

NUMBER, AQ GET ADDRESS OF NUMBER TO NORMALIZE
(AU),DI GET NUMBER TO BE NORMALIZED
DONE IF ZERO OR NORMALIZED THEN DONE
#1,00 INCREMENT SHIFT COUNT

#1,01 SHIFT NUMBER 1 BIT TO THE LEFT
JUSTIFY AGAIN IF MSB = 0

DO, SHIFTNUM STORE SHIFT COUNT
D1, JUSTNUM STORE NORMALIZED NUMBER

PGM_5_5
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Flowchart 5-5:

Shift Count = 0
Numb =
NUMBER

Yes

No

Nshift =
Nshift + 1

Shift Numb
left 1 bit

MSB of Numb
=17

JUSTNUM =
Numb

SHIFTNUM =

Shift Count

The BLE instruction performs both the test for number being zero and being
already justified. The status conditions for the branch are set during the MOVE instruc-
tion which loads the number into data register DO. BLE causes a branch to DONE if the
Zero flag is 1. If the number is already normalized, the most significant bit will be 1 and
the Negative flag will be set by the MOVE. In this case, BLE causes a branch to DONE if
the Negative flag is 1. Why can BLE be used to perform this last test, since the state of
the Overflow (V) flag must also be taken into consideration when you use the BLE
instruction?

LSL.L #1,D0 (Logical Shift Left Long) shifts the contents of the specified data
register DO left one bit and clears the least significant bit. The most significant bit ends
up in the Carry flag and the old Carry value is lost. This use of LSL is equivalent to
adding DO to itself; the result is, of course, twice the original number.

BPL causes a branch to JUSTIFY if the Negative flag is 0. This condition may
mean that the result was a positive number, or it may just mean that the most significant
bit of the result was 0; the microprocessor simply performs the operation; only the pro-
grammer can provide the interpretation. Since the LSL instruction affects the state of
the Carry flag, how could you modify this program to use BCC (Branch if Carry Clear)
instead of BPL?
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PROBLEMS

5-1. CHECKSUM OF DATA

Purpose: Calculate the checksum of a series of 8-bit numbers. The length of the series
is defined by the variable LENGTH at location 6000. The starting address of
the series is contained in the long-word variable START at location 6002.
Store the checksum in the variable CHECKSUM at location 6006. The
checksum is formed by Exclusive-ORing all the numbers in the list.

Note: Checksums are often used by paper tape and cassette systems to ensure that data
has been correctly read. A checksum calculated when reading the data is compared to a
checksum that is stored with the data on the tape. If the two checksums do not agree, the
system will usually indicate an error, or automatically read the data again.

Sample Problem:

Input:© LENGTH - (6000) = 0003
START - (6002} = 00005000
(50000 = 28
(6001) = 55
(5002) = 26
Output: CHECKSUM- (6006) = (5001) + (5001) + (5002)
= 28+55+ 26
= 01101000
+01010101
01111101
+00100110
01011011
= 5B

5-2. NUMBER OF ZERO, POSITIVE, AND NEGATIVE
NUMBERS

Purpose: Determine the number of zero, positive (most significant bit zero, but
entire number not zero), and negative (most significant bit 1) elementsin a
series of signed 16-bit numbers. The length of the series is defined by the
variable LENGTH at location 6000 and the starting address is defined by
the contents of the long word variable START at location 6002. Place the
number of negative elements in variable NUMNEG at location 6006, the
number of zero elements in variable NUMZERO at location 6008, and the
number of positive elements in variable NUMPOS at location 600A.

Sample Problem:

Input: LENGTH - (6000) = 0006
START - (6002) = 00005000
(5000) = 7602
(5002) = 8D48
(5004) = 2120
(5006} = 0000
{(6008) = E605
(500A) = 0004



Simple Program Loops 5-19

Output: 2 negative, 1 zero, 3 positive, so
NUMNEG - (6006) = 0002
NUMZERO - (6008) = 0001
NUMPOS - (600A) = 0003

5-3. FIND MINIMUM

Purpose: Find the smallest element in a series of unsigned byte data. The length of
the series is defined by the variable LENGTH at location 6000 and the start-
ing address of the series is contained in the long-word variable START at
location 6002. Store the minimum byte value in the variable NUMMIN at
location 6006.

Sample Problem:

Input: LENGTH - (6000) = 0005
START - (6002) = 00005000
(6000) = 65
(5001) = 79
(5002) = 15
(5003) = E3
(5004) = 72

Output: NUMMIN - (6006) 15, since this is the smallest

of five unsigned numbers.

5-4. COUNT 1 BITS

Purpose: Determine the number of bits which are one in the 16-bit variable NUM at
location 6000, and store the result in the variable NUMBITS at location
6002.

Sample Problem:

Input: NUM —(6000) = B794 = 1011011110010100
Output: NUMBITS - (6002) = 09

5-5. FIND ELEMENT WITH MOST 1 BITS

Purpose: Determine which element in a series of 16-bit numbers has the largest num-
ber of bits that are one. The length of the series is defined by the variable
LENGTH at location 6000 and the starting address of the series is contained
in the long-word variable START at location 6002. Store the value with the
most 1 bits in the variable NUM at location 6006. If two or more elements
have the same number of 1 bits, use the value of the earliest element in the
series.

Sample Problem:

Input: LENGTH - (6000) = 0005
START - (6002) = 00005000
(5000) = 6779 =0110011101111001
(5002) = 15E3 = 0001010111100011
(5004) = 68F2 =0110100011110010
(5006) = 8700 = 1000011100000000
{5008) = 592A = 0101100100101010
Output: NUM - (6006) = 6779, since this element is the first element

in the series to have ten bits = 1
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Character-Coded Data

Microprocessors often handle data which represents printed characters rather
than numeric quantities. Not only do keyboards, teletypewriters, communications
devices, displays, and computer terminals expect or provide character-coded data, but
many instruments, test systems, and controllers also require data in this form.
ASCII (American Standard Code for Information Interchange) is the most com-
monly used code; others include Baudot (telegraph) and EBCDIC (Extended Binary-
Coded-Decimal Interchange Code).

Throughout this book, we will assume all of our character-coded data to be
seven-bit ASCII, as shown in Table 6-1; the character code occupies the low-order
seven bits of the byte, and the most significant bit of the byte holds a 0 or a parity bit.

HANDLING DATA IN ASCII

Here are some principles to remember in handling ASCII-coded data:

1. The codes for the numbers and letters form ordered sequences. Since the
ASCII codes for the numbers 0 through 9 are 30, through 39, you can con-
vert a decimal digit to the equivalent ASCII characters (and ASCII to decimal)
by means of a simple additive factor: 30, = ASCII 0. Since the codes for the
upper-case letters (4116 through 5A16) are ordered alphabetically, you can
alphabetize strings by sorting them according to their numerical values.

2. The computer does not distinguish between printing and non-printing
characters. Only the 1I/0 devices make that distinction.

3. An ASCII I/0 device handles data only in ASCII. For example, if you want
an ASCII printer to print the digit 7, you must send it 37  as the data; 07 , is
the bell character. Similarly, if an operator presses the 9 key on an ASCII

keyboard, the input data will be 39, ; 09, is the horizontal tab character.
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Table 6-1. Hexadecimal ASCII Character Codes

MSBs|
0 1 213|4)]5|6]7 Control Characters
LSBs
o INuLloLe|sPlol@ | P ]| |p | NUL Nul DC1 Device control 1
1 soH|pc1f ' J1 ] A] Q] a]q | SOH Start of heading DC2 Device control 2
2 sTXpc2l 128 ] R| b ] r | STX Start of text DC3 Device control 3
3 Erxlocal # |31 cls | c|s | ETX Endof text DC4 Device control 4
4 eoTlpcal $ 4D T d]t EOT End of transmission NAK Negative acknowledge
5 ENQINAK| % | 5] EJuU | e | u | ENQ Enquiry SYN Synchronous idle
6 ACKISYNl & | 6 | F ]l Vv ]| f | v | ACK Acknowledge ETB End of transmission block
7 BEL [ETB 7] G6Iw]| g |w| BEL Bell oralarm CAN Cancel
8 BS ICAN] ( | 8] H] x]h ] x| BS Backspace EM End of medium
9 HT [EMm |y ] 9] 1 Y] i |y | HT Horizontal tabulation SUB Substitute
A LF Isusl«|:1J]z]i]z]|F Linefeed ESC Escape
B VI [esc| + | ;| x][ ]k i ] VT  Vertical tabulation FS File separator
c FFIFs [ l<] LNV |t ]FF Form feed GS  Group separator
D cRlgs |- |=|M]1|m] | CR Carriage return RS Record separator
E SO RS A>INT~]n]~] SO Shift out us Unit separator
F S| Jus /1?2101 _|o [DEY SI Shift in SP Space
DLE Data link escape DEL Delete

4. Many ASCII devices do not use the entire character set. For example,
devices may ignore many control characters and may not print lower-case
letters.

5. ASCII control characters often have widely varying interpretations. Each
ASCII device typically uses control characters in a special way to provide
features such as cursor control on a CRT, and to allow software control of
characteristics such as rate of data transmission, print width, and line length.

6. Some widely used ASCII control characters are:

0A,, linefeed (LF)
0D, carriage return (CR)
08,, backspace
7F,,  rubout or delete character (DEL)
7. Each ASCII character occupies eight bits. This allows a large character set but

is wasteful when only a few characters are actually being used. If, for example,
the data consists entirely of decimal numbers, the ASCII format (allowing one
digit per byte) requires twice as much storage, communications capacity, and
processing time as does the BCD format (allowing two digits per byte).

Most assembly languages have features that make character-coded data easy to
handle. In Motorola’s assembly language, quotation marks around a character indicate
the character’s ASCII value. For example,

MOVEB # ‘A’,.DO

is the same as

MOVE.B #* $41,00

The first form is preferable for several reasons. It increases the readability of the
instruction; it also avoids errors that may result from looking up a value in a table. The
program does not depend on ASCII as the character set, since the assembler handles the
conversion using whatever code has been designed into it.
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PROGRAM EXAMPLES

6-1. LENGTH OF A STRING OF CHARACTERS

Purpose: Determine the length of a string of characters. The starting address is con-
tained in the 32-bit variable START at location 6000. The end of the string is
marked by an ASCII carriage return character (0D16). Place the length of the
string (excluding the carriage return) in the variable LENGTH at location
6004.

Sample Problems:

a. Input: START — (6000) = 00005000
(5000) = OD
Output: LENGTH — (6004) = 0000
b. Input: START — (6000) = 00005000
(5000) = 4D ‘M’
™~ (5001) = 43 ‘C’
(5002) = 36 ‘6’
{5003) = 38 '8’
(5004) = 30 ‘0’
(5005) = 30 ‘0’

(5006) = 30 ‘O’
(6007) = 0D CR
Output: LENGTH — (6004) = 07

Flowchart 6-1a:

Pointer = (START)
Length = 0

Yes
{Pointer) = CR

Length =Length + 1
Pointer=Pointer + 1

]

(LENGTH) = Length

Program 6-1a:

00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA
006000 00000004 START DS.L 1 ADDRESS OF STRING

006004 00000002 LENGTH DS.W 1 NUMBER OF CHARACTERS IN STRING
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00000000 CR EQU $0D ASCII VALUE FOR CARRIAGE RETURN

00004000 ORG PROGRAM
004000 20786000 PGM_6_1A MOVEA.L START,AQ POINTER TO START OF STRING
004004 7000 MOVEQ  #0,D0 INITIALIZE LENGTH COUNTER
004006 0C18000D LooP CMPI.B  #CR, (AD)+ 1S CURRENT CHAR A CARRIAGE RETURN?
00400A 6704 BEQ.S DONE IF YES THEN DONE
00400C 5240 ADDQ.W #1,0D0 ...ELSE INCREMENT LENGTH COUNTER
00400E 6OF6 BRA LOOP CONTINUE SCAN
004010 31C06004 DONE MOVE.W DO,LENGTH SAVE STRING LENGTH
004014 4E75 RTS

END PGM_6_1A

As far as the processor is concerned, the carriage return (CR) is just another
ASCII code (0D, ). The fact that the carriage return can cause an output device to per-
form a control function rather than print a symbol does not affect the processor. The
processor simply treats 0D as a value that is to be searched for.

The search is performed using the compare instruction CMPI. This instruction
sets the flags as if the immediate operand, the carriage return (OD1 6) character, had been
subtracted from the destination operand. The destination operand (the next character in
the string) is not affected. In this program the CMPI instruction affects the Zero (Z) flag
as follows:

Z = 1 if the character in the string is a carriage return.
Z = 0 if it is not a carriage return.

In addition to performing the compare, the CMPI instruction also uses the post-
incrementing address mode to update the string character pointer. Thus, a portion of the
loop control processing shown in Flowchart 6-14 has been completed. Normally, com-
bining several instructions like this makes a program more efficient. However, how
would the results of the flowchart and program differ if you also needed to save the
pointer to the carriage return?

The postincrementing address mode is another variation of the MC68000 address
register indirect modes. Like the address register indirect mode, the contents of the
specified address registers are used to determine the address of operand. However after
the data reference, the processor updates the contents of the register by incrementing it
by the size associated with the data reference. Incrementing is by one, two, or four bytes
depending on whether the data reference size is byte, word, or long word, respectively.
The only exception to this occurs when address register A7 (the stack pointer) is used
and the data size is byte. In this case the stack pointer is incremented by two bytes to
ensure that the pointer is properly aligned on a word boundary.

The instruction ADDQ adds 1 to the string length counter in data register DO.
This counter was initialized to zero before the loop began by the MOVEQ #0,D0
instruction. You must remember to initalize variables before using them in a loop;
failure to do so is a common programming error.

By rearranging the logic and changing the initial conditions, you can shorten the
program and decrease the execution time. If we rearrange the flowchart so that the pro-
gram increments the string length before it checks for the carriage return, only one
branch instruction is needed instead of two.



Program 6-1b:
00006000
00004000

00006000
006000 00000004
006004 00000002

0000000D

00004000
004000 20786000
004004 7OFF
004006 7200
004008 5240
00400A B218
00400C 66FA
00400E 31C06004

004012 4E75

Flowchart 6-1b:

DATA
PROGRAM

START
LENGTH

CR

PGM_6_18

Loor

EQU $6000
EQU $4000
ORG DATA
DS.L 1

DS.W 1

EQU $0D

ORG PROGRAM
MOVEA.L START,A0
MOVEQ  #-1,D0
MOVEQ  #CR,D1
ADDQ.W #1,0D0
CMP.B  (ADD+,D1
BNE LOOP
MOVE.W DO,LENGTH
RTS

END PGM_6_18

Pointer = (START)
Length =—1

——

Length=Length + 1

Is
(Pointer)=CR

s 7

Character-Coded Data 6-6

ADDRESS OF STRING
NUMBER OF CHARACTERS IN STRING

ASCII VALUE FOR CARRIAGE RETURN

POINTER TO START OF STRING
INITIALIZE LENGTH COUNT
INITIALIZE WITH ASCII VALUE OF CR

INCREMENT LENGTH COUNT
IS CURRENT CHAR A CARRIAGE RETURN?
IF NO THEN CONTINUE SCAN

.+.ELSE DONE, SAVE LENGTH COUNT

Pointer=Pointer + 1

(LENGTH) = Length

| T

As you can see in Program 6-15, incrementing the string length at the beginning
of the loop rather than at the end allows elimination of one of the branch instructions.
We have made another less obvious change in the loop of Program 6-1b that further
decreases execution time of the loop: we have used data register direct addressing for
the source operand of the Compare instruction instead of using immediate data as we
did in Program 6-1a. This change reduces the object code for the Compare instruction
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by two bytes and saves the microprocessor from loading the ASCII value for carriage
return each time through the loop. In general, eliminating the use of the immediate
operands within loops can improve the loop efficiency. The family of ‘‘quick’’ instruc-
tions such as MOVEQ and ADDQ is an exception to this general rule. You should also
note that the use of immediate operands does provide for better program documenta-
tion.

Neither of the preceding programs has loops which terminate by decrementing a
counter to zero or by incrementing a counter to reach a maximum value. In fact, the
processor will simply continue examining characters until it finds a carriage return.
Obviously, this will create a problem if the string, because of an error or an omission,
does not contain a carriage return. It is good programming practice to place a maximum
count in a loop like this even though it does not appear to be necessary. What would
happen if the example programs were used on a string which does not contain a carriage
return? Program 6-1c corrects this problem.

Flowchart 6-1c

Pointer = (START)
Max = 266 -1
Count = Max

Pointer =Pointer + 1 (LENGTH) =
Count=Count - 1 Max — Count

No (e )

Yes
Program 6-1c:
00006000 DATA EQU $6000
00004000 PROGRAM EQU 54000
00006000 O0RG DATA
006000 00000004 START DS.L 1 ADDRESS OF STRING
006004 00000002 LENGTH DS.W 1 NUMBER OF CHARACTERS IN STRING
0000000D CR EQU $0D ASCII VALUE FOR CARRIAGE RETURN
00004000 ORG PROGRAM

004000 20786000 PGM_6_1C MOVEA.L START,A0 POINTER TO START OF STRING
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004004 74FF MOVEQ #256-1,D02 INITIALIZE MAX STRING LENGTH = 256
004006 3002 MOVE.W 02,D0 LENGTH COUNT := MAX STRING LENGTH
004008 720D MOVEQ #CR,D1 INITIALIZE WITH ASCII VALUE OF CR

SCAN STRING FOR CARRIAGE RETURN. STOP SCAN WHEN
CARRIAGE RETURN FOUND OR 256 CHARACTERS SCANNED.

00400A B218 LoopP CMP.B (A0)+,D1 IS CURRENT CHAR A CARRIAGE RETURN?

00400C 57C8FFFC DBEQ DO, LOOP IF NO AND NOT END OF STRING - CONT.
004010 9440 SUB.W  DO,D2 DETERMINE STRING LENGTH
004012 31C26004 MOVE.W D2,LENGTH SAVE STRING LENGTH
004016 4ET75 RTS

END PGM_6_1C

This program makes use of one of the Test Condition, Decrement and Branch
instructions, DBcc. This set of instructions can be very useful in loop or array process-
ing. The DBcc instructions have the form

DBcc Dn, < label >

and perform the following steps:

1. If the condition being tested is satisfied, control passes to the instruction
following the DBcc.

2. If the condition is not satisfied then
a. The lower 16-bits of the specified data register are decremented by one.
b. If the result is a —1, control passes to the instruction following the DBcc.

c. If the result is not —1, control is transferred to the specified branch loca-
tion. The location must be within a sign-extended 16-bit displacement
from the current PC value.

The conditional tests allowed by the DBcc instructions are identical to the tests
allowed by the Bcc instructions except that DBcc also permits the conditions ‘‘never
true’’ or “‘false’” (F) and ‘“‘always true”’ (T). The Motorola MC68000 assembler allows
DBRA as well as DBF.

With the DBEQ instruction, the two instruction sequences CMP and DBEQ will
scan a string with a maximum length of 256 bytes for a carriage return character. The
scan will terminate either when a carriage return is found or when the entire 256
character string has been searched. You will note that in either termination, the instruc-
tion immediately following the DBEQ will always be executed. In this program the same
calculation will be performed regardless of the cause of termination. However, in some
programs you may want to perform different operations based on which condition
caused the termination. When this is necessary, you can follow the DBcc instruction
with an appropriate Bcc branch instruction to transfer control to the program associated
with the conditional test that caused termination.

When using the DBcc instructions, you must be careful to properly initialize data
counters. In Program 6-1c, the counter was initialized to 256 —1 (255), since the loop
terminates when the counter reaches —1, not zero. The operand form 256—1 instead
of 255 was used in order to more clearly document this initialization condition.

After the loop terminates, the counter does not contain the length of the string:
we must calculate the string length by subtracting the counter contents from the max-
imum string length minus 1. (Remember the termination condition!)
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6-2. FIND FIRST NON-BLANK CHARACTER

Purpose: Search a string of ASCII characters for a non-blank character. The starting
address of the string is contained in the 32-bit variable START at location
6000. Store the address of the first non-blank character in the 32-bit variable
POINTER at location 6004. A blank character is the same as a space and the
ASCII code for this character is 20 .

Sample Problems:

a. Input: START — (6000) = 00005000
(5000) = 37 ‘7’
Output: POINTER — (6004) = 00005000
b. Input:  START — (6000) = 5000

(6000) = 20 blank
(5001) = 20 blank
(5002) = 20 blank

(56003) = 46 'F
(5004) = 20 blank
Output: POINTER — (6004) = 00005003, since the previous

memory locations all contained blanks.

Flowchart 6-2:

Pointer = (START)

Is

(Pointer)

= Blank
?

Pointer =
Pointer + 1

]

(POINTER) =Pointer

Program 6-2:
00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA
006000 00000004 START DbS.L 1 ADDRESS OF STRING
006004 00000004 POINTER DS.L 1 ADDRESS OF FIRST NON-BLANK
00000020 BLANK EQU.B vt ACSII VALUE FOR BLANK/SPACE
00004000 O0RG PROGRAM
004000 20786000 PGM_6_2 MOVEA.L START,A0D POINTER TO START OF STRING
004004 7220 MOVEQ #BLANK,D1 INITIALIZE WITH ASCII VALUE FOR ' !

004006 B218 LoopP CMP.B (A0)+,D1 IS CURRENT CHAR A BLANK?
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004008 67FC BEQ LooP IF YES THEN CONTINUE SCAN
00400A 5388 SUBQ.L #1,A0 . .ELSE ADJUST POINTER TO CURRENT CHAR
00400C 21CB6004 MOVEA.L A0,POINTER SAVE ADDRESS OF FIRST NON-BLANK
004010 4E7S RTS

END PGM_6_2

Note the use of the apostrophes () or single quotation marks before and after the
ASCII character. You can place a single ASCII character in an MC68000 assembly
language program by preceding it and following it with an apostrophe (’) as in the EQU
statements. The EQU is not a MC68000 instruction but rather an assembly language
directive which assigns the expression in the operand field to the label in the label field.
The .B suffix is required to put the ASCII code in the low-order byte; otherwise the
assembler puts the ASCII value in the high-order byte of a 16-bit value and fills out the
16-bit value with zero bits.

You can place a string of ASCII characters in memory by using the DC (Define
Constant) directive of the MC68000 assembler. Like the EQU directive, the string is
placed within apostrophes in the DC’s operand field. If an apostrophe is contained
within the string, the apostrophe must be preceded by another apostrophe. Examples
of some string definitions are:

DC °‘ABCD’ Defines string ABCD
DC TS’ Defines string IT'S

Each ASCII character requires eight bits of storage, as compared to four bits for a
BCD digit. Therefore, ASCII is a relatively inefficient format in which to store or
transmit numerical data.

Looking for spaces in strings is a common task in microprocessor applications.
Programs often reduce storage requirements by removing spaces that serve to increase
readability or fit data in particular formats. Storing and transmitting extra space charac-
ters obviously can waste memory, communications capacity, and processor time.
However, operators find it easier to enter data and programs when the computer accepts
extra spaces; the entry is then said to be in free format rather than fixed format. One use
for microcomputers is to convert data and commands between the forms that are easy
for people to handle and the forms that are most efficient for computers and com-
munication systems.

The autoincrement addressing mode used in the CMP (A0) +,D1 instruction pro-
vides us with a fast and simple way to step to the next character. However, once we have
found the first non-blank character, we must remember that the pointer has already
been incremented past the address we want to save. We must therefore explicitly
subtract the increment of 1 with the instruction SUBQ #1,A0. This instruction would
not be necessary if we were working backwards instead of forward, since the MC68000
autodecrements before using the address. However, as we noted earlier, if you use
autodecrementing you must use a starting address that is one beyond the end of the
string.

6-3. REPLACE LEADING ZEROS WITH BLANKS

Purpose: Edit a string of ASCII decimal characters by replacing all leading zeros with
blanks. The starting address of the string is contained in the long-word varia-
ble START at location 6000. The first two bytes of the string represent the
length of the string in bytes. The actual string of characters starts in the third
byte.
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a. Input: START — (6000) = 00005000
(5000) = 0002 Length of the string in bytes
(5002) = 36 ‘6’
(5003) = 39 ‘9’

The program leaves the string unchanged, since the leading digit is not zero.

b. Input: START — (6000} = 00005000
{5000} = 0008
(5002) = 30 ‘O’
(5003) = 30 ‘O’
(5004) = 38 '8’
(5002) = 20 Space
(5003) = 20 Space
(5004) = 38 ‘8’

The program replaces the two leading zeros with ASCII spaces. The printed

result would be * 8..." instead of ‘008...

Flowchart 6-3:

’

Pointer = (START)
Count = (Pointer)
Pointer=Pointer + 2

No

Yes

Pointer =
Pointer + 1

(Pointer) = Space
Count = Count -1

No




Character-Coded Data 6-11

Program 6-3:
00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA
006000 00000004 START  DS.L 1 ADDRESS OF STRING
00000030 CHAR_O EQU.B ‘o ASCII VALUE FOR ZERO
00000020 BLANK  EQU.B ' ASCII VALUE FOR BLANK/SPACE
00004000 ORG PROGRAM
0045000 20786000 PGM_6_3 MOVEA.L START,A0 POINTER TO START OF STRING
oo4o004 7030 MOVEQ #CHAR_0,D0 INITIALIZE WITH ASCII ZERO
004006 7220 MOVEQ #BLANK,D1 INITIALIZE WITH ASCII BLANK
004008 3418 MOVE.W (A0)+,D2 STRING LENGTH TO D2
00400A 670E BEQ.S DONE IF LENGTH = 0 THEN DONE
00400C 5342 SUBQ.W #1,D2 ADJUST STRING COUNTER FOR DBRA
00400E BO18 LOOP CMP.B (A0)+,D0 IS CURRENT CHAR A ZERO?
004010 6608 BNE.S DONE IF NO THEN DONE
004012 1141FFFF MOVE.B D1,-1(A0) REPLACE ZERO BY BLANK IN CURR CHAR
004016 51CAFFF6 DBRA  D2,L0OP STOP SCAN IF ALL CHAR = '0!
0000401A DONE EQU ® DONE
00401A HE75 RTS

END PGM_6_3

The string storage format with the length of the string immediately preceding the
actual string is quite frequently used in microprocessor applications. With this format
the length is known; thus you don’t have to scan for a carriage return and can easily
move strings in memory.

Editing strings of decimal digits to improve their appearance is a common task
in microprocessor programs. Typical procedures include the removal of leading zeros,
justification, the addition of signs (+ or —), delimiters or symbols for units (such as §,
%, or #), and rounding. Programs should print numbers in the form that the user
wants and expects; results like ‘0006, ‘$27.34382"’, or ‘135000000’ are annoying
and difficult to interpret.

This loop has two exits — one if the processor finds a non-zero digit and the other
if it scans the entire string. In an actual application, you would have to be careful to leave
one zero if all the digits in the string are zero. How would you modify the program to do
this?

We have assumed that all the digits in the string are in ASCII; that is, the digits
used are 30,, through 39, rather than the binary representation of the numbers 0 to 9.
Converting a digit from BCD to ASCII is simply a matter of adding 30, (ASCII zero),
while converting from ASCII to decimal involves subtracting the same number.

The instruction MOVE.B D1,—1(A0) places an ASCII space (20 ,) in a memory
location that previously contained an ASCII zero. Address register indirect addressing
with a displacement of —1 is used to make up for the + 1 that was added to register AO
by the CMP.B (A0) +,DO instruction.

The DBRA instruction ensures that the program does not continue beyond the
end of the string. DBRA is a form of the DBcc instruction for which the conditional test
is never true. DBR A, or its equivalent form DBF, is functionally equal to the instruction
sequence:

SUBIW #1,D2
BNE LOOP
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The DBRA instruction thus always causes a branch back to LOOP unless the
entire string has been processed (D2=—1).

6-4. ADD EVEN PARITY TO ASCIl CHARACTERS

Purpose: Add even parity to a string of 7-bit ASCII characters. The starting address of
the string is contained in the long word START at location 6000. The first
word of the string represents the string length in bytes. The actual string of
characters starts in the third byte. The parity bit is the most significant bit of a
byte; for even parity the bit is set to 1 if that makes the total number of 1 bits
in the byte an even number; otherwise it is set to 0. In either case the final
number of 1 bits is even.

Sample Problem:

Input: START — (6000) = 00005000
(5000) = 0006 string length
(5002) = 31 0011 0001
(5003) = 32 0011 0010
(56004) = 33 0011 0011
(5006) = 34 0011 0100
(6006) = 35 0011 0101
(5007) = 36 0011 0110
Output: (5002) = B1 1011 0001
(5003) = B2 1011 0010
(5004) = 33 0011 0011
(5005) = B4 1011 0100
(5006) = 35 0011 0101
(5007) = 36 0011 0110
Program 6-4:
00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA
006000 00000004 START DS.L 1 ADDRESS OF STRING
00004000 ORG PROGRAM
004000 20786000 PGM_6_4 MOVEA.L START,A0 POINTER TO START OF STRING
004004 3418 MOVE.W (A0)+,D2 STRING LENGTH TO D2
004006 6720 BEQ.S  DONE IF LENGTH = 0 THEN DONE
004008 5342 SuBQ.W #1,D2 ADJUST STRING COUNTER FOR DBRA
00400A 7600 MOVEQ  #0,D3 CONSTANT ZERO FOR ADDX INSTRUCTION
0000400C MAIN_LOOP EQU
00400C 1218 MOVE.B (A0D+,D1 GET CURRENT CHARACTER
00400E 7000 MOVEQ  #0,D0 CLEAR BIT COUNTER
00004010 PARITY_LOOP EQU ¥
004010 E309 LSL.B  #1,D1 SHIFT MSB OF CHAR INTO C § X-BITS
004012 D103 ADDX.B D3,D0 ADD X-BIT TO BIT COUNT
004014 4A01 TST.8 DI TEST IF ALL BITS = 1 COUNTED
004016 66F8 BNE PARITY_LOOP IF NO THEN CONTINUE COUNTING
004018 08000000 BTST.B  #0,D0 ...ELSE CHECK FOR ODD PARITY
00401C 6706 BEQ.S  NEXT_CHAR IF EVEN THEN PROCESS NEXT CHAR
00401E OBEBOOO7FFFF BSET.B #7,-1CA0) ...ELSE SET PARITY BIT
00004024 NEXT_CHAR EQU ®
004024 S1CAFFE6 DBRA D2,MAIN_LOOP CONTINUE IF CHAR LEFT IN STRING
00004028 DONE EQU * STRING NOW HAS EVEN PARITY
004028 4E7S RTS

END PGM_6_4
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Flowchart 6-4:

Pointer = (START)
Count = (Pointer)
Pointer =Pointer + 2

Yes

; No
Main
Loop Bit Count = O
Data = {Pointer)
Pointer =Pointer + 1

t Parity

Shift Data Left Loop
One Bit Logically
(LsB = 0)

v

Bit Count =
Bit Count +
Extend Flag

Bit Count
Even(LSB=0)

Set MSB of
(Pointer —1) to 1

Count = Count -1

No

Yes
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Parity provides a simple means of checking for errors on noisy communications
lines. If the transmitter sends parity along with the actual data, the receiver can then
check for correct parity of the data that it receives. If the parity is not correct, the
receiver can request retransmission of the data. If there is a single bit in error, the parity
will be incorrect, since the number of 1 bits in the data will clearly change from even to
odd or odd to even. However, two bit errors will just as obviously result in the same
parity as the original data. Thus we say that parity detects single but not double bit
errors. Of course, single bit errors are usually more common than are double bit errors,
so the test is still useful.

A more serious problem with parity is that it provides no way to correct errors.
An error in any bit position will produce the same change in parity, so the receiver can-
not determine which bit is wrong. More advanced coding techniques provide for error
correction as well as error detection. Parity, however, is easy to calculate and ade-
quate in situations in which retransmission of data is tolerable.

The procedure for calculating parity is to count the number of 1 bits in each byte
of data. If that number is odd and even parity is desired, the program sets the most
significant bit (MSB) of the data byte to 1 to make the parity even. One of the advan-
tages of the 7-bit ASCII code is that it leaves the most significant bit available for parity;
the 8-bit EBCDIC code does not.

The LSL instruction clears the least significant bit of the data register or memory
location that it is shifting. Therefore, a series of LSL instructions will eventually
result in a zero value, regardless of the original data. (Try it!) The bit counting pro-
cedure in the example program does not use a counter for termination since it stops as
soon as all the remaining data bits are zero. This procedure is simple and reduces execu-
tion time in most cases.

Note that Program 6-4 assumes that the most significant bit (the parity bit) of
each 8-bit data byte being processed is set to 0 at the outset; if this bit were initially set to
1, then Program 6-4 would generate odd parity instead of even. _

In addition to clearing the least significant bit of the data byte, the LSL instruction
affects the Carry (C) and Extend (X) flags as follows:

C=X=1 if MSB of data = 1 prior to shift
C=X=0 if MSB of data = O prior to shift

The state of the Extend flag is used in the ADDX.B D3,D0 instruction which has the
same affect as:
DO=D0+D3+X=D0+0+X=D0+X

Thus the number of 1 bits in the byte is counted in register DO.

Like the other Add instructions, ADDX affects the status flags, so the TST
instruction is used to determine if the LSL instruction cleared the data register. TST.B
D1 compares the contents of the low-order byte of register D1 with zero and sets the
status flags accordingly without modifying the data register contents. The TST instruc-
tion is thus an optimized form of the Compare Immediate instruction CMPI 30, D1.

Bit Manipulation Instructions

The MC68000 allows operations on individual bits within a single byte or long word.
The Bit Clear (BCLR) instruction is used to clear a single bit. Bit Change (BCHG) is
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used to change the state of a specified bit. The Bit Set (BSET) instruction is used to set a
specific bit to 1. Finally, you may use the Bit Test (BTST) instruction to test the state of
a single bit without altering its state. All of these bit operation instructions perform an
implicit Bit Test (BTST) instruction prior to operating on the specified bit.

6-5. PATTERN MATCH

Purpose: Compare two strings of ASCII characters to see if they are the same. The start-
ing addresses of the strings are contained in the long word variables START]1
at location 6000 and START?2 at location 6004. The first byte of each string
contains the string length (in bytes) and is followed by the string. If the two
strings match, clear the variable MATCH at location 6008; otherwise set its
value to —1 (all ones = FFFF ).

Sample Problems:

a. Input: START1 — (6000} = 00005000
START2 — {6004) = 00005400
(5000) = 03
(5001) = 43 ‘C’
(5002) = 41 ‘A’
(5003) = 64 ‘T’
(5400) = 03
(5401) =43 'C’
(5402) = 41 ‘A’
(5403) = 54 ‘T’
Output: MATCH — (6008) = 0000 O, since the strings

match

b. Input: START1 — (6000) = 00005000

START2 — (6008) = 00005400

(6000) = 03
(5001) = 43 ‘C’
(5002) = 41 ‘A’
(5003) = 64 ‘T’
(5400) = 03
(5401) = 52 ‘R’

(5402) = 41 ‘A’
(5403) = 54 ‘T

Output:  MATCH — (6008) = FFFF -1, since the first
characters differ
c. Input: START1 — (6000) = 00005000
START2 — (6004) = 00005400
(5000) = 03
(5400) = 04
Output: MATCH — (6008) = FFFF -1, since the strings are

not the same length

Note: the matching process ends as soon as we find a difference. The rest of the string is
not examined.
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Flowchart 6-5a:
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Length = (Pointer1)
Pointer1 =
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(MATCH} =
Match Flag
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Program 6-ba:

00006000 DATA EQU $6000

00004000 PROGRAM EQU $4000

00006000 ORG DATA
006000 00000004 START1  DS.L 1 ADDRESS OF FIRST STRING
006004 00000004 START2  DS.L 1 ADDRESS OF SECOND STRING
006008 00000002 MATCH DS.W 1 MATCH FLAG

00004000 ORG PROGRAM
004000 20786000 PGM_6_5A MOVEA.L STARTL,A0Q POINTER TO FIRST STRING
004004 22786004 MOVEA.L START2,Al POINTER TO SECOND STRING
004008 72FF MOVEQ  #-1,D1 ASSUME NO MATCH
00400A 7000 MOVEQ  #0,D0 LENGTH COUNTER := 0
00400C 1018 MOVE.B (A0)+,D0 INITIALIZE LENGTH COUNTER
00400E BO19 CMP.B  (Al1)+,D0 STRING LENGTHS EQUAL?
004010 6610 BNE.S  DONE IF NOT = THEN NO MATCH
004012 4AQO TST.8 DO STRING LENGTHS = 0?
004014 670A BEQ.S  SAME IF = 0 THEN STRINGS MATCH
004016 5340 SUBQ.W #1,D0 ADUUST COUNTER FOR DBNE
004018 B308 LooP CMPM.B  (A0D+,(Al)+ COMPARE CURRENT STRING ELEMENTS
00401A 56C8FFFC DBNE D0,LOOP IF MATCH AND NOT END OF STRING-CONT
00401E 6602 BNE.S  DONE IF NO MATCH AND END THEN DONE
004020 4641 SAME NOT.W D1 STRING MATCH
004022 31C16008 DONE MOVE.W D1,MATCH SAVE MATCH STATE
004026 4ET7S RTS

END PGM_6_5A

Matching strings of ASCII characters is an essential part of recognizing names or
commands, identifying variables or operation codes in assemblers and compilers,
accessing named files, and many other tasks.

The MOVEQ #—1,D1 instruction has the effect of assuming there will be no
match. If a match is found, the match flag is cleared by using the NOT.W D1 instruction
which complements the state of each bit in the destination operand; thus a zero bit
becomes 1 and a one bit becomes 0. Had we not initialized the match flag in this way, the
end of the program would have been more complicated:

BNE DONE
SAME : MOVE #-1, MATCH
BRA DONE
FINI: MOVE 40, MATCH
DONE: RTS

Assuming a result is true until proven false, or false until proven true, is a com-
mon technique that simplifies many programs.

The Compare Memory instruction CMPM allows data in memory to be compared
directly without first moving one of the data elements into a data register. The CMPM
instruction is extremely useful and efficient in performing string comparisons. Note that
only the postincrementing address mode can be used with this instruction to specify the
operands. Of course, this is exactly the mode that is most useful for comparing strings
since the addresses are automatically incremented to point to the next elements to be
compared.

When control is passed to the instruction following the DBNE instruction, we
know that either a match did not occur on a given pair of string elements, or that the two
strings are identical. The BNE instruction is used to determine which condition caused
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the exit from DBNE. The correct execution of the BNE instruction depends on the fact
that the DBNE instruction does not affect the status flags.

Why must the instruction MOVEQ 3#0,D0 be used prior to loading the lower byte
of DO with the string length?

This program is much more complicated than it need be. We can treat the length

bytes of the strings as if they were part of the string. If the lengths are unequal, the
strings are unequal.

Flowchart 6-5b:

Pointer1=(START1 ;‘
Pointer2=(START2

Match Flag = FFFF
Length = (Pointer1)

(Pointer1)
= (Pointer2)

Pointer1=Pointer1+1

Pointer2 =
Pointer2 + 1

Length = Length—1

Is
Length = - 1
?

Yes

Match Flag = 0000

k_

(MATCH) =
Match Flag

Program 6-5b:

00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA
006000 00000004 START1 DS.L 1 ADDRESS OF FIRST STRING

006004 00000004 START2 DS.L 1 ADDRESS OF SECOND STRING



006008 00000002 MATCH DS.W
00004000 ORG
004000 20786000 PGM_6_5B MOVEA.L
004004 22786004 MOVEA. L
004008 72FF MOVEQ
00400A 7000 MOVEQ
00400C 1010 MOVE . B
00400E B308 Loop CMPM.B
004010 56CBFFFC DBNE
004014 6602 BNE.S
004016 4641 SAME NOT.W
004018 31C16008 DONE MOVE . W
00401C 4E7S RTS
END

1

Character-Coded Data

MATCH FLAG

PROGRAM

START1,A0Q POINTER TO FIRST STRING
START2,Al POINTER TO SECOND STRING
#-1,D1 ASSUME NO MATCH

#0,00 LENGTH COUNTER := 0
(A0),00 INITIALIZE LENGTH COUNTER

A0)+,C(ALD+

COMPARE CURRENT STRING ELEMENTS

D0,LOOP IF MATCH AND NOT END OF STRING-CONT
DONE IF NO MATCH AND END THEN DONE

D1 STRING MATCH

D1,MATCH SAVE MATCH STATE

PGM_6_58

If the string lengths are unequal, the program will terminate after the first itera-
tion. Why can we use the string length as a loop counter without first decrementing it

by 1?

6-1.

PROBLEMS

LENGTH OF A TELETYPEWRITER MESSAGE

Purpose: Determine the length of an ASCII message. All characters are 7-bit ASCII
with MSB=0. The string of characters in which the message is embedded has
a starting address which is contained in the variable START at location 6000.
The message itself starts with an ASCII STX character (02l6) and ends with
ETX (03,,). Save the length of the message (the number of characters be-
tween the STX and the ETX but including neither) in the variable LENGTH
at location 6004.

Sample Problem:

Input:  START

Output: LENGTH

— (6000)
(5000)
(5001)
(56002)
(5003)

— (6004)

00005000

02 STX

47 ‘G’

4F 'O’

03 ETX

02, since there are two
characters between the STX in
location 5000 and ETX in
location 5003.

6-2. FIND LAST NON-BLANK CHARACTER

Purpose: Search a string of ASCII characters for the last non-blank character. Starting
address of the string is contained in the variable START at location 6000 and
the string ends with a carriage return character (0D /). Place the address of the
last non-blank character in the variable ADDRESS at location 6004.
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Sample Problems:

a. Input: START —  (6000) = 00005000
(5000) = 37 ‘7
(5001) = 0D CR
Output: ADDRESS — (6004) = 5000

Since the last (and only) non-blank character is in memory location 5000.

b. Input: START —  (6000) = 5000
(5000) = 41 ‘A’
(5001) = 20 SP

(5002) = 48 'H
(5003) = 41 ‘A’
(5004) = 54 ‘T’
(5005) = 20 SP
(5006) = 20 SP
(6007) = 0D CR
Output: ADDRESS —  (6004) = 5004

6-3. TRUNCATE DECIMAL STRING TO INTEGER FORM

Purpose: Edit a string of ASCII decimal characters by replacing all digits to the right of
the decimal point with ASCII blanks (20,,). The starting address of the string
is contained in the variable START at location 6000 and the string is assumed
to consist entirely of ASCII-coded decimal digits and a possible decimal point
(2E16). The length of the string is stored in the variable LENGTH at location
6004. If no decimal point appears in the string, assume that the decimal point
is at the far right.

Sample Problems:

a. Input:  START — (6000) = 00005000
LENGTH — (6004) = 0004 Length of string
(5000) = 37 ‘7’
(5001) = 2E *’
(5002) = 38 ‘8
(5003) = 31 ‘1’
Output: (5000) = 37 ‘7’
(5001) = 2 “'
(5002) = 20 SP
(5003) = 20 SP
b. Input:  START — (8000} = 00005000
LENGTH — (6004) = 0003 Length of string
(56000) = 36 ‘6’
(5001) = 37 ‘7’

(5002) = 31 ‘1’
Output: Unchanged, as number is assumed to be 671.

6-4. CHECK EVEN PARITY AND ASCIl CHARACTERS

Purpose: Check for even parity in a string of ASCII characters. A string’s starting
address is contained in the variable START at location 6000. The first byte of
the string is its length which is followed by the string itself. If the parity of all
the characters in the string is correct, clear the variable PARITY at location
6004; otherwise, place all ones (FFFF /) into PARITY.
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Sample Problems:

a. Input: START — (6000) = 00005000
(5000) = 03 Length of string
(5001) =B1 = 1011 0001
(5002) = B2 = 1011 0010
(5003) = 33 = 0011 0011

Output: PARITY — (6004) = 0000, since all the
characters have even parity.
b. Input: START — (6000) = 5000

(5000) = 03 Length of string
(5001) = 81 1011 0001
(5002) = B6 1011 0110
(5003) = 33 0011 0011
Output: PARITY — (6004) = FFFF, since the character in memory location
5002 does not have even parity.

6-5. STRING COMPARISON

Purpose: Compare two strings of ASCII characters to see which is larger (that is, which
follows the other in alphabetical ordering). Both strings have the same length
as defined by the variable LENGTH at location 6000. The strings’ starting
addresses are defined by the variables STARTI at location 6002 and START
at location 6006. If the string defined by START] is greater than or equal to
the other string, clear the variable GREATER at location 600A; otherwise, set
GREATER to all ones (FFFF ).

Sample Problems:

a. Input: LENGTH — (6000) = 0003 Length at each string
START1 — (6002) = 00005000
START — (6006) = 00005400

(5000) = 43 ‘C’
(5001) = 41 ‘A’
(5002) = 54 ‘T’
(5400) = 42 B
(5401} = 41 ‘A’
(5402) = 54 ‘T’

Output: GREATER — (600A) = 0000, since CAT is
“larger’’ than BAT.
b. Input:  LENGTH — (6000) = 0003 Length at each string
START1 — (6002) = 00005000
START — (6006) = 00005400
(5000) = 43 ‘C’
(5001) = 41 A’
(56002) = 54 /'T"
(5400) = 43 ‘C’
(5401) = A1 ‘A’
(5402) £ 54 ‘T’
Output: GREATER — (600A) = 0000, since CAT is not

“larger” than CAT.
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C.

Input:  LENGTH
START1
START

Qutput: GREATER

(6000) = 0003 Length of each string
(6002) = 00005000
(6006) = 00005400
{5000} = 43 ‘C’

(5001) = 41 'A’

(5002) = 54 ‘T’

(5400) = 43 'C’

(5401) = 65 ‘U’

(5402) = 54 ‘T’

(600A) = FFFF, since CUT is
‘larger’ than CAT
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Code Conversion

Code conversion is a continual problem in microcomputer applications. Peri-
pherals provide data in ASCII, BCD, or various special codes. The microcomputer
must convert the data into some standard form for processing. Output devices may
require data in ASCII, BCD, seven-segment, or other codes. Therefore, the
microcomputer must convert the results to the proper form after it completes the pro-
cessing.

There are several ways to approach code conversion:

1. Some conversions can easily be handled by algorithms involving arithmetic
or logical functions. The program may, however, have to handle special cases
separately.

2. More complex conversions can be handled with lookup tables. The lookup
table method requires little programming and is easy to apply. However, the
table may occupy a large amount of memory if the range of input values is
large.

3. Hardware is readily available for some conversion tasks. Typical examples
are decoders for BCD to seven-segment conversion and Universal
Asynchronous Receiver/Transmitters (UARTs) for conversion between
parallel (ASCII) and serial (teletypewriter) formats.

In most applications, the program should do as much as possible of the code con-
version work. This approach reduces parts counts and power dissipation, saves board
space, and increases reliability. Furthermore, most code conversions are easy to pro-
gram and require little execution time.
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PROGRAM EXAMPLES

7-1. HEXADECIMAL TO ASCII

Purpose: Convert the contents of the variable DIGIT at location 6000 to an ASCII
character representing the hexadecimal value of the variable. DIGIT con-
tains a single hexadecimal digit (the four most significant bits are zero).
Store the ASCII character in the variable CHAR at location 6001.

Sample Problems:

a. Input:
Output:

b. Input:
Output:

Flowchart 7-1:

DIGIT - (6000) = OC
CHAR - (6001) = 43 'C’

DIGIT - (6000) = 06
CHAR - (6001) = 36 ‘6’

Data = DIGIT

Is

Data < 10 Y

Data =
Data + ASCII A
-ASCIO- 10

=

Result =
Data + ASCIl ‘0’

]

CHAR = Result
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Program 7-1:
060006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 DIGIT EQU $6000 ADDRESS OF DIGIT
00006001 CHAR EQU $6001 ADDRESS OF CHAR
00004000 ORG PROGRAM
04000 10386000 PGM_7_1 MOVE.B DIGIT,DO GET HEX-DIGIT
004004 0COO0000A CMP.B 410,00 1S DIGIT < 107?
004008 6002 BLT.S  ADD_0 IF YES THEN ADD '0' ONLY
00400A SEOQO ADD.B 4'A'-'0'-10,D0 ...ELSE ADD OFFSET FOR 'A'-'F' ALSO
D0400C 06000030 ADD_0 ADD.B  #'0',00 CONVERT TO ASCII
004010 11C06001 MOVE.B DO0,CHAR STORE ASCII DIGIT
D04014 LETS RTS

END PGM_7_1

The basic idea of this program is to add ASCII 0 (30,/) to all the hexadecimal
digits. This addition converts the digits 0 through 9 to ASCII correctly. However, the
letters A through F do not follow immediately after the digit 9 in the ASCII code;
instead, there is a break between the ASCII code for 9 (39,,) and the ASCII code for A
41 . 6) , So that the conversion must add a further constant to the values greater than 9
(A, B, C, D, E, and F) to account for the break. The first ADD instruction does this by
adding ‘A’ — ‘0’ — 10 to data register DO. Can you explain why the extra factor for let-
ter digits has the value ‘A’ — ‘0’ — 10? Note that this value is small enough to fit into
the 3-bit data field of an ADDQ instruction. The assembler discovers this and automat-
ically generates the ADDQ object code (even though the instruction mnemonic does
not indicate this). How can you force the assembler to create the object code for ADDI?

We have used the ASCII forms for the addition factors in the source program; a
single quotation mark (apostrophe) before and after a character indicates the ASCII
equivalent. We have also left the offset for the letters as an arithmetic expression to
make its meaning as clear as possible. The extra assembly time is a small price to pay for
the great increase in clarity. A routine like this is necessary in many applications; for
example, monitor programs must convert hexadecimal digits to their ASCII equivalents
in order to display the contents of memory locations in hexadecimal on an ASCII printer
or CRT display.

7-2. DECIMAL TO SEVEN-SEGMENT

Purpose: Convert the contents of the variable DIGIT at location 6000 to a seven-seg-
ment code and store in the variable CODE at location 6001. If DIGIT does
not contain a single decimal digit, clear CODE.

Figure 7-1 illustrates the seven-segment display and our representation of it as a
binary code. The segments are usually assigned the letters a through g as shown in
Figure 7-1. We have organized the seven-segment code as shown: segment g is in bit
position 6, segment f in bit position 5, and so on. Bit position 7 is always zero. The seg-
ment names are standard, but the assignment of segments to bit positions is arbitrary; in
actual applications, this assignment is a hardware function.

The table in Figure 7-1 is a typical example of those used to convert decimal num-
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bers to seven-segment code; it assumes positive logic, that is, 1 = on and 0 = off. Note
that the table uses 7D for 6 rather than the alternative 7C (top bar off) to avoid confu-
sion with lower-case b, and 6F for 9 rather than 67 (bottom bar off) for symmetry with
the 6.

Sample Problems:
a. Input: DIGIT - (6000) = 03

Output: CODE - (6001) = 4F

b.  Input: DIGIT - (6000) = 28
Output: CODE - (6001) = 00

c. Input: DIGIT - (6000) = OA
Output: :CODE - (6001) = 00

Data = DIGIT

Y

Result = 0

I
Data > 9
?

s
No

Flowchart 7-2:

Result =
(SSEG + Data)

f—

CODE = Resuit

Note that the addition of base address (SSEG) and index (Data) produces the
address that contains the answer.
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Digit Code
a
o 3F ——
1 06
2 58 f I | b
3 4F ——
4 66
5 6D ] e c
6 70
8 7F d
9 6F

86 56 4 3 2 1 0 < Bit Number

DnnDnaDn

Figure 7-1. Seven-Segment Arrangement

Program 7-2:
00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA
006000 00000001 DIGIT  DS.B 1 DIGIT
006001 00000001 CODE DS.B 1 BCD CODE
006002 3F SSEG DC.B $3F,$06,%58B,54F, $66,56D,%7D,$07,57F,$6F CONVERSION TABLE
00004000 ORG PROGRAM
004000 207C00006002 PGM_7_2 MOVEA.L #SSEG,A0 POINTER TO CONVERSION TABLE
004006 4201 CLR.B D1
004008 10386000 MOVE.B DIGIT,D0 GET DIGIT
00400C 0000009 CMP.B  #9,00 VALID DIGIT?
004010 6206 BHI.S DONE IF NOT VALID THEN CLEAR RESULT
004012 4880 EXT.W Do MAKE INDEX BYTE LOOK LIKE A WORD
004014 12300000 MOVE.B 0(A0,D0),D1 GET SEVEN-SEGMENT CODE FROM TABLE
004018 11C16001 DONE MOVE.B D1,CODE SAVE BCD CODE
00401C 4E7S RTS

END PGM_7_2

The Clear instruction (CLR), like the MOVEQ + instruction, can be used to clear
all 32 bits of a data register and requires only one instruction word. However, CLR,
unlike MOVEQ +, can also be used to clear just the lower byte or word of a data
register. (In this program, we use CLR.B D1 to clear the least significant 8 bits of D1).
In addition, we can clear a memory location directly with CLR. Why does the MC68000
have several means of clearing memory or registers?

The program calculates the memory address of the seven-segment code by
adding an index — the digit to be converted — to the base address of the seven-seg-
ment code table. This procedure is known as a “‘table lookup.”’ The addition does not
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require any explicit instructions, since the processor performs it automatically as part of
the calculation of the effective address in the indexed addressing mode. Since all 32 bits
of the address register are used in this indexing addition, we can place the table any-
where in memory.

When indexed addressing is used, all 32 bits of the primary address register are
involved in the address calculation, but only the least significant word of the specified
index register (or offset register) is used. In the program, the offset into the table is a
byte value and loading this byte offset into a data register affects only the least significant
8 bits of the register. The other 24 bits of the register are not affected. Bits 8-15 of the
data register must be cleared in order for the register to be used as an index register.
This is accomplished by using the EXT instruction which extends the most significant
bit (MSB) of the byte or word data in the data register to a word or long word. If the MSB
is 0, all bits to the left of the data are cleared; if the bit is 1, all bits are set to one.

Using the Define Constant (DC) Directive

The assembler directive DC (Define Constant) places constant byte-length data in
program memory. Such data may include tables, headings, error messages, prompting
messages, format characters, threshold values, and mathematical constants. The
optional label attached to a DC pseudo-operation is assigned the value of the address in
which the assembler places the first byte of data.

The assembler assigns the data from the DC directive to consecutive memory
addresses, with no changes other than numerical conversions. One DC directive can fill
many bytes of memory; all the programmer must do is separate the entries with com-
mas.

Tables are a simple, fast, and convenient approach to code conversion problems
that are more complex than our hexadecimal-to-ASCII example. The required lookup
tables simply contain all the possible results organized by input value; that is, the first
entry is the code for input value zero and so on.

Seven-segment displays provide recognizable forms of the decimal digits and a
few letters and other characters. They are relatively inexpensive and easy to handle
with microprocessors. However, many people find seven-segment coded digits some-
what difficult to read. Their widespread use in calculators and watches has made them
more familiar.

7-3. ASCII TO DECIMAL

Purpose: Convert the contents of the variable CHAR at location 6000 from an ASCII
character to a decimal digit and store the result in the variable DIGIT at
location 6001. If the contents of CHAR are not the ASCII representation of
a decimal digit, set the contents of DIGIT to FF .

Sample Problems:

a. Input: CHAR - (6000) = 37 '7’
Output: DIGIT - (6001) = 07
b.  Input: CHAR - {6000} = 55 ‘U" {an invalid code, since it is not
an ASCII decimal digit)
Output: DIGIT - (6001) = FF



Flowchart 7-3:

Program 7-3:

004000
004002
004006
00400A

00400C
004010

004012
004014

004018

00006000
00004000

00006001
00006000
00004000
72FF

10386000
04000030
6508

0C000009
6202

Cl4l
11C16001

L4ETS

Data = CHAR

Y

Result = FF, g

Is
Data <
ASCII O

Result =
Data — ASCIl O
DATA EQU $6000
PROGRAM EQU $4000
DIGIT EQU $6001
CHAR EQU $6000
ORG PROGRAM
PGM_7_3 MOVEQ  #-1,D1
MOVE.B CHAR,DO
SUB.B #10t,D0
BCS.S DONE
CcMP.8 49,D0
BHI.S DONE
EXG 00,D1
DONE MOVE.B D1,DIGIT
RTS
END PGM_7_3

Code Conversion 7-7

Y

DIGIT = Result

ADDRESS OF DIGIT
ADDRESS OF CHAR

SET ERROR FLAG

GET CHARACTER

IS CHARACTER BELOW ASCII ZERO?
IF YES THEN NOT A DIGIT

IS CHARACTER ABOVE ASCII NINE?
IF YES THEN NOT A DIGIT

GET NUMBER VALUE OF CHARACTER

SAVE DIGIT OR ERROR FLAG
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This program handles ASCII-coded characters just like ordinary numbers. Since
ASCII assigns an ordered sequence of codes to the decimal digits, we can identify an
ASCII character as a digit by determining if it falls within the proper range of
numerical values. We could use the order of ASCII codes similarly to determine if a
character is in a particular group of letters or symbols, such as A through F. This
approach assumes detailed knowledge of a particular code and would not necessarily
be valid for other codes.

Subtracting ASCII 0 (3016) from any ASCII decimal digit gives the decimal
value of that digit. An ASCII character is a decimal digit if its value lies between 30,
and 39, (including the endpoints). How would you determine if an ASCII character is a
valid hexadecimal digit? ASCII-to-decimal conversion is necessary in applications in
which decimal data is entered from an ASCII device such as a teletypewriter or terminal.

The program performs one comparison — to the lower limit — with an actual
subtraction (SUB ‘0’,D0) since the subtraction is necessary for the ASCII-to-decimal
conversion. It performs the other comparison with an implied subtraction (CMP.B
© DO0) to avoid destroying the possible decimal digit in data register DO. Implied
subtractions (CMP) are far more common than actual subtractions (SUB) in pro-
grams, since the numerical value of the result of the comparison is often not of
interest.

The instruction EXG can exchange the contents of any 32-bit register with the
contents of any other 32-bit register. Long word exchanges can be made between any
two data registers, any two address registers, or between a data register and an
address register.

7-4. BINARY-CODED DECIMAL TO BINARY

Purpose: Convert four BCD digits in the variable STRING at location 6000 to a bin-
ary number in the variable NUMBER at location 6004. The most significant
BCD digit is in memory location 6000. There is one BCD digit in each byte
of STRING.

Sample Problems:

a. Input:  STRING -  (6000) = 02

(6001) = 09
(6002) = 07
(6003) = 01

Output: NUMBER - (6004) = 0B9B, ¢ = 2971,
b. Input: STRING- (6000) = 09

(6001) =07
(6002) = 00
(6003) = 02

Output: NUMBER - (6004) = 25E6,; = 9702,

Program 7-4a:

00006000 DATA EQU $6000

00004000 PROGRAM EQU $4000

00006000 STRING EQU 56000 ADDRESS OF FOUR DIGIT BCD STRING
00006004 RESULT EQU $6004 ADDRESS OF RESULT

00004000 ORG PROGRAM



004000 307C6000 PGM_7_L4A MOVEA.W #STRING,AQ
004004 7003 MOVEQ  #4-1,D0
004006 4281 CLR.L 01
004008 4282 CLR.L D2
00400A 6008 BRA.S NOMULT
00400C D241 LOOP ADD. W 01,01
00400E 3601 MOVE.Ww D1,D3
004010 ES54B LSL.W #2,D3
004012 D243 ADD.W  D3,D1
004014 1418 NOMULT  MOVE.B (AD)+,D2
004016 D242 ADD.W D2,D1
004018 S51C8FFF2 DBRA D0,LOOP
00401C 31C16004 MOVE.W D1,RESULT
004020 4E7S RTS
END PGM_7_U4A
Flowchart 7-4a:
Pointer = STRING
Counter = 4 -1
Result = 0
Result =
Result %2
+ Result X8
Result =

requires three such shifts.

Result + (Pointer)

Y

Pointer =
Pointer + 1

Counter =

Counter - 1

(RESULT) = Resuit

Code Conversion 7-9

POINTER TO FIRST BCD DIGIT
NUMBER OF DIGITS(-1) TO PROCESS
CLEAR FINAL RESULT - DI

CLEAR DIGIT REGISTER

SKIP MULTIPLY FIRST TIME

2X

8X = 2Xx ¥ 4

10X = BX + 2X

NEXT BCD DIGIT,(D2[15-8] UNCHANGED)
ADD NEXT DIGIT

CONTINUE PROCESSING IF STILL DIGITS

STORE RESULT

Program 7-4a multiplies each intermediate result by 10 using the formula 10x =
8x + 2x. Muitiplying by 2 requires one logical shift left (LSL), and multiplying by 8
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BCD entries are converted to binary in order to take advantage of the inherent
binary operators provided by the processor. In addition, a binary representation requires
less storage than the equivalent BCD form. However, in some cases, the program time
and space required for conversion may affect some of the advantages of binary storage
and arithmetic.

Program 7-4a uses a word length ADD to add the BCD digit to the accumulated
result in register D1. Had we used ADD.B D2,D1, the program would not have worked
for all values. Consider the value 0257. Before adding the lowest digit, D1 would contain
0250,, or 00FA .. Adding 7 to the low byte of D1 yields FA + 07 = 01, and the high
byte is still 0. Since we cannot directly add a byte value to a word value, we chose to load
the value into a data register prior to the addition. Why don’t we have to perform an
extend operation prior to the addition?

This program skips the first multiply, since we know the initial value of D2 is 0.
However, if we eliminated the branch instructions, we’d still get the same result.

There are often several ways to perform a function using assembly language
instructions. In this program, we used the ADD instruction to shift a value left one place
since this is the fastest means of performing this operation in the MC68000. Two ADD
instructions would also be faster than the LSL instruction but would require two addi-
tional bytes of storage.

We could also use one of the MC68000 multiply instructions. The multiply
instructions perform a multiplication operation on two 16-bit operands to produce a 32-
bit result in one of the data registers. At least one of the 16-bit operands must be in a
data register. The MC68000 allows for both signed and unsigned multiplication. If
signed multiplication (MULS) is used, operands are treated as signed values and the
result is signed. For unsigned multiplication (MULU), all values are unsigned. In pro-
gram 7-4b, we have modified program 7-4a to use the MULU instruction instead of the
ADD and shift (LSL) instructions:

Program 7-4b:

00006000 DATA £QU $6000
00004000 PROGRAM EQU $4000
00006000 STRING  EQU $6000 ADDRESS OF FOUR DIGIT BDC STRING
00006004 CODE EQU $6004 ADDRESS OF RESULT
00004000 ORG PROGRAM
004000 307C6000 PGM_7_48 MOVEA.W HSTRING,A0 POINTER TO FIRST BCD DIGIT
004004 7003 MOVEQ  #4-1,D0 NUMBER OF DIGITS(-1) TO PROCESS
004006 4281 CLR.L DI CLEAR FINAL RESULT - D1
004008 4282 CLR.L D2 CLEAR DIGIT REGISTER
00400A 6004 BRA.S  NOMULT SKIP MULTIPLY FIRST TIME
00400C C2FCO00A LOOP MULU.W #10,D1 D1 = D1 * 10
004010 1418 NOMULT  MOVE.B (A0)+,D2 NEXT BCD DIGIT(D2(15-8] UNCHANGED)
004012 D242 ADD.W  D2,D1 ADD NEXT DIGIT
004014 51CBFFF6 DBRA D0, LOOP CONTINUE PROCESSING IF STILL DIGITS
004018 31C16004 MOVE.W D1,CODE STORE RESULT
00401C 4E7S RTS

END PGM_7_4B
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7-5. BINARY NUMBER TO ASCII STRING

Purpose: Convert the 16-bit binary number in the variable NUMBER at memory
location 6000 into 16 ASCII characters feither ASCII 0 or ASCII 1). Store
the ASCII characters in the 16-character string variable STRING located at
memory location 6002.

Sample Problem:
Input: NUMBER - (6000) = 31D2 = 0011 0001 1101 0010

Output: STRING -  (6002) = 30 'O
{(6003) = 30 'O’
(6004) = 31 ‘1’
(6005) = 31 1
(6006} = 30 'O’
(6007) =30 'O’
(6008) = 30 ‘0’
(6009) = 31 '1°
(600A) = 31 ‘1
(600B) = 31 ‘1"
(600C) = 30 ‘O
(600D) = 31 ‘1"
(600E) = 30 'O
(600F) = 30 'O’
(6010) = 31 1"
(6011) = 30 'O’
Program 7-5:
00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 NUMBER EQU $6000 ADDRESS OF 16 BIT NUMBER
00006002 STRING EQU $6002 ADDRESS OF EQUIVALENT ASCII STRING
00004000 ORG PROGRAM
004000 207C00006012 PGM_7_5 MOVEA.L #STRING+16,A0 POINTER TO END OF STRING(+1)
004006 700F MOVEQ #15,D0 LOOP COUNT(-1)
004008 123C0030 MOVE.B #'0',D1
00400C 34386000 MOVE.W NUMBER,D2 GET NUMERIC DATA
004010 1101 LOOP MOVE.B D1,-(AD) ASSUME CURRENT LSB IS ZERO
004012 E25A ROR.W #1,02 TEST CURRENT LSB
004014 6404 B8CC.S LOOPEND IF ZERO THEN TRY NEXT BIT
004016 06100001 ADDI.B #1,CA0)D CHANGE ASCII '0' TO ASCII 'l!
00401A 51C8FFF4 LOOPEND DBRA D0,LOQP PROCESS ALL BITS
00401E 4E75 RTS
END PGM_7_5

The ASCII digits form a sequence so ASCII 1 = ASCII0 + 1. The ADD instruc-
tion can be used to directly increment the contents of a memory location. As a result, no
explicit instructions are required to load the data from memory into a register or to store
the result back into memory. Nor are any registers disturbed.

Note that the string pointer, A0, starts at the end of the string +1 (6002+16,,)
and is decremented at the beginning of each step. When accessing data in this manner,
note that the end-of-the-string address is actually the address of the first byte not in the
string. For example, the byte at 6002 + 16, is not in the string of ASCII digits. Finally,
note that 6002 + 16, is more easily identified with a 16-byte string than 6002 + 15 .
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Binary-to-ASCII conversion is necessary if numbers are to be printed in binary
on an ASCII device. Binary outputs are helpful in debugging and testing when each
bit has a separate meaning; typical examples are inputs from a set of panel switches or
outputs to a set of LEDs. If the programmer can only obtain the value in some other
number system (such as octal or hexadecimal), he or she must perform an error-prone

hand conversion to check the bits.

Flowchart 7-5:

Start

1

Pointer =
STRING + 16
Count = 15

Data = (NUMBER)

No

—f

Pointer = Pointer -1
(Pointer) = ASCII O
Rotate Data

Right 1 bit

No

(Pointer) =
(Pointer) + 1

Count = Count -1

*.‘._

Yes

Yes
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PROBLEMS
7-1. ASCII TO HEXADECIMAL
Purpose: Convert the contents of the variable A DIGIT at memory location 6000

from an ASCII character to a hexadecimal digit and store the result in the
variable H DIGIT at memory location 6001. Assume that A DIGIT con-
tains the ASCII representation of a hexadecimal digit (7 bits with MSB=0).

Sample Problems:

a. Input: A DIGIT - (6000) = 43 'C’
Output: H DIGIT - (6001) = OC

b. Input: A DIGIT - (6000) = 36 ‘6’
Output: H DIGIT - (6001) = 06

7-2. SEVEN-SEGMENT TO DECIMAL

Convert the contents of the variable CODE at memory location 6000 from a
seven-segment code to a decimal number and store the result in the variable
NUMBER at location 6001. If CODE does not contain a valid seven-seg-
ment code, set NUMBER to FF .. Use the seven-segment table given in
Figure 7-1 and try to match codes.

Purpose:

Sample Problems:

a. Input: CODE - {(6000) = 4F
Output: NUMBER - (6001) = 03
b. Input: CODE - {6000) = 28
Output: WUMBER - (6001) = FF

7-3. DECIMAL TO ASCIl

Convert the contents of the variable DIGIT at memory location 6000 from a
decimal digit to an ASCII character and store the result in the variable
CHAR at memory location 6001. If the number in DIGIT is not a decimal
digit, set the contents of CHAR to an ASCII space (20,,).

Purpose:

Sample Problems:

a. Input:  DIGIT - (6000) = Q7
Output: CHAR - (6001) = 37 ‘7’
b. Input: DIGIT - (6000) = 55

Output: CHAR - (6001) = 20 space
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7-4. BINARY TO BCD

Purpose: Convert the contents of the variable NUMBER at memory location 6000 to
four BCD digits in the variable STRING at location 6002 (most significant
digit in 6002). The 16-bit number in NUMBER is unsigned and less than
10,000.

Sample Problem:

Input: NUMBER - (6000) = 1C52 (7250 decimal)
Output: STRING - (6002) = 07

(6003) = 02
(6004) = 05
(6006) = 00

7-5. ASCII STRING TO BINARY NUMBER

Purpose: Convert the eight ASCII characters in the variable STRING starting at loca-
tion 6000 to an 8-bit binary number in the variable NUMBER at location
6008 (the most significant bit-character is in location 6000). Clear the byte
variable ERROR at location 6009 if all the ASCII characters are either
ASCII 1 or ASCII 0; otherwise set ERROR to all ones (FFIG)‘

Sample Problems:

a. Input: STRING - (6000) = 31 '1’
(6001) = 31 ‘1’
(6002) =30 ‘O’
(6003} = 31 ‘1’
(6004) = 30 ‘O’
(6005) = 30 ‘O’
(6006) = 31 ‘1’
(6007) = 30 ‘O’
Output: NUMBER - (6008) = D2
(6009) = 0
b. Input: Same as (a)
above
except
(6005) = 37 ‘7’
Output: ERROR - (6009) = FF
REFERENCES

Other BCD-to-binary conversion methods are discussed in M.L. Roginsky and J.A.
Tabb, ‘“‘Microprocessor Algorithms Make BCD-Binary Conversions Super-fast,”’
EDN, January §, 1977, pp. 46-50, and in J.B. Peatman, Microcomputer-based Design.
New York: McGraw-Hill, 1977, pp. 400-06.



Arithmetic Problems

MULTIPLE-WORD AND DECIMAL ARITHMETIC

Much of the arithmetic in some microprocessor applications consists of
multiple-word binary or decimal manipulations. A decimal correction (decimal
adjust) or some other means for performing decimal arithmetic is frequently the only
arithmetic instruction provided besides basic addition and subtraction. When this is
the case, you must implement other arithmetic operations with sequences of instruc-
tion. The MC68000, however, provides both signed and unsigned multiply and divide
instructions for 16-bit binary arithmetic, as well as decimal addition and subtraction
instructions.

The MC68000 provides for both signed and unsigned binary arithmetic. Signed
numbers are represented in two’s complement form. This means that the operations of
addition and subtraction are the same whether the numbers are signed or unsigned.
Different instructions are needed for signed and unsigned multiplication and division,
but not for addition and subtraction. Try some examples to convince yourself this is
true.

Multiple-precision binary arithmetic requires simple repetitions of the basic
instructions. The Extend bit transfers information between words. It is set when an
addition results in a carry or a subtraction results in a borrow. Add with Extend and
Subtract with Extend use this information from the previous arithmetic operation. You
must be careful to clear the Extend bit before operating on the first words. (Obviously
there is no carry into or borrow from the least significant bits.)
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Decimal arithmetic is a common enough task for microprocessors that most have
special instructions for this purpose. These instructions may either perform decimal
operations directly or correct the results of binary operations to the proper decimal form.
Decimal arithmetic is essential in such applications as point-of-sale terminals, check
processors, order entry systems, and banking terminals. The MC68000 provides
instructions for decimal addition and subtraction. Since the MC68000 performs decimal
arithmetic directly, there is no need for a decimal adjust instruction such as is found in
many other microprocessors.

You can implement decimal multiplication and division as series of additions and
subtractions, respectively. Extra storage must be reserved for results, since a multiplica-
tion produces a result twice as long as the operands. A division contracts the length of
the result. Multiplications and divisions are time-consuming when done in software
because of the repeated operations that are necessary.

PROGRAM EXAMPLES

8-1. 64-BIT BINARY ADDITION

Purpose: Add two four-word (64-bit) binary numbers. The first number is the 64-bit
variable NUM1 and occupies memory locations 6000 through 6007, the sec-
ond is the 64-bit variable NUM2 and occupies locations 6200 through 6207.
Place the sum in NUM1 at locations 6000 through 6007.

Sample Problem:

input:  NUM1 — (6000) = 6A4D
(6002) = EDO5 6A4DEDO5A937641 416 is the
(6004) = A937 first number
(6006) = 6414
NUM2 — (6200) =56C8
(6202) = 46E6 56C846EG76CB4AEA1 6 is the
(6204) = 76C8 second number

(6206) = 4AEA
Output:  NUM1 — (6000)=C116
(6002) = 33EC  C11633EC1FFFAEFE, - is sum
(6004) = 1FFF
(6006) = AEFE
Program 8-1a:
00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 NUM1 EQU $6000 ADDR. OF 1:ST 64-BIT BINARY NUMBER
00006200 NUM?2 EQU $6200 ADDR. OF 2:ND 64 BIT BINARY NUMBER
00000008 BYTECOUNT EQU $8 NUMBER OF BYTES TO ADD
00004000 ORG PROGRAM
004000 207C00006008 PGM_8_1A MOVEA.L #NUM1+BYTECOUNT,A0 ADDRESS BEYOND END OF FIRST NUMBER
004006 227C00006208 MOVEA.L #NUM2+BYTECOUNT,Al ADDRESS BEYOND END OF SECOND NUMBER
00400C LuFCO000 MOVE #0,CCR CLEAR EXTEND FLAG(AND OTHER FLAGS)

004010 7407 MOVEQ #BYTECOUNT-1,D2 LOOPCOUNTER, ADJUSTED FOR DBRA



004012
004014
004016
004018
00401A

1020
1221
D101
1080
51CAFFF6

004O1E 4E7S

Flowchart 8-1:

LooP

MOVE.
MOVE.
ADDX.
MOVE.

DBRA

RTS

END

o oo

_q

No

-(A0),D0
-(A1),D1
D1,D0

D0, (A0)
D2,L00P

PGM_8_1A

Pointer1=NUM1 +8
Pointer2=NUM2+8
Extend = O
Count = 8 -1

Pointer1 =
Pointer1 - 1

Pointer2 =
Pointer 2 - 1

Y

(Pointer1) =
{Pointer1)
+ {Pointer2)
+ Extend

]

Count = Count -1

Clearing and Setting Flags

Arithmetic Problems 8-3

DO[0-71:= DO[0-7] + D1[0-7) + CEXT)
STORE RESULT
CONTINUE

The instruction MOVE TO CCR sets all the condition codes in the processor’s
status register according to the contents of the source operand. Although the source
operand is always a 16-bit word, only the least significant byte is used to set the condi-
tion codes. Therefore MOVE #0,CCR clears all the conditions (Negative, Zero, Over-
flow, Carry and Extend). This instruction is used to clear the Extend flag in preparation
for the first ADDX instruction.

MOVE TO CCR is not the only instruction which can explicitly modify the con-
tents of condition codes. The immediate instructions ANDI, EORI, and ORI can also be
used to selectively clear, complement, and set individual condition codes. For example,
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by using the instruction ANDI #$EF,CCR we could clear only the Extend flag without
modifying the other condition codes. The format for the immediate operand when
modifying condition codes is:

7 6 5 4 2 1 0 -=§—Bit No.

L Ix[njz]v]e]

Carry
Overflow
Zero

Negative
Extend

Add with Extend

The ADDX instruction, Add with Extend, adds the contents of the two registers.
If the Extend flag is set, then 1 is added to the sum. Besides performing the addition,
ADDX sets the Extend flag appropriately for future operations. Note that no other
instruction in this program’s loop affects the state of the Extend flag.

The Extend flag is similar to the Carry flag found in most other microprocessors.
The MC68000 has both a Carry and Extend flag. As a general rule, the Carry flag is set if
a carry occurs out of the most significant bit of the result for addition or if a borrow
occurs during subtraction; otherwise it is cleared. The Extend flag is generally set to the
same state as the Carry flag, except during data movement, when the state of the Extend
flag is not affected.

Adding Memory Operands

A quicker and more elegant version of this addition program is shown in Program
8-14. This program uses the second form of the Add with Extend instruction, the
powerful MC68000 memory-to-memory form. This format requires the use of two
address registers which point to the two operands in memory. The address registers are
decremented according to the operand size prior to being used to fetch the operands. Note
that the ADD with Extend instruction may be used to operate on 8-, 16-, or 32-bit data.

Program 8-1b:

00006000 DATA EQU $6000

00004000 PROGRAM  EQU $4000

00006000 NUM1 EQU $6000 ADDR. OF 1:ST 64-BIT BINARY NUMBER

00006200 NUM2 EQU $6200 ADDR. OF 2:ND 64-BIT BINARY NUMBER

00004000 ORG PROGRAM
004000 207C00006008 PGM_8_1B MOVEA.L #NUM1+8,A0 ADDRESS BEYOND END OF 64-BIT NUMBER
004006 227C00006208 MOVEA.L #NUM2+8,Al ADDRESS BEYOND END OF SECOND NUMBER
00400C 44FC0000 MOVE #0,CCR CLEAR EXTEND FLAG(AND OTHER FLAGS)
004010 D189 ADDX.L =-(A1),-(AD) ADD LOWER LONG WORDS,RESULT IN NUM1
004012 D189 ADDX.L -(A1),-(A0) ADD HIGHER LONG WORDS, RES IN NUM1
004014 LET7S RTS

END PGM_8_18
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In addition to the Add with Extend (ADDX) instruction, the MC68000 also sup-
ports binary addition with the ADD instruction. ADD is similar to ADDX except that
the state of the Extend flag is not used in the addition operation. The ADD instruction
also requires at least one of its operands to be in a data register. How could we modify
Program 8-1a to use the ADD instruction instead of ADDX?

Decimal Precision in Binary Representation

Storing data in a binary format as opposed to decimal requires less memory. For
example, ten bits correspond to approximately three decimal digits since 2! = 1024.
So you can calculate the approximate number of bits required to give a certain
accuracy in decimal digits from the formula:

Number of bits (10 3) X Number of decimal digits
Thus, twelve decimal digit accuracy requires:
12 X 10 3 = 40 bits

8-2. DECIMAL ADDITION

Purpose: Add two multiple-byte packed BCD numbers. The length of the numbers (in
bytes) is defined by the variable LENGTH at location 6000. The first number
(most significant bits first) is contained in the variable BCDNUMI at location
6001. The second number is contained in the variable BCDNUM?2 at location
6101. The sum replaces the number at BCDNUMI1. Each byte of the BCD
numbers contains two decimal digits.

Sample Problem:

Input: LENGTH - (6000) = 04 Number of bytes in each number
BCDNUM1 - (6001) = 36
(6002) = 70 36701985 is first number
(6003) = 19
(6004) = 85
BCDNUM2 - (6101) =12
(6102) = 66 12663459 is second number
(6103) = 34
(6104) = 59
Output: BCDNUM1 — (6001) = 49
(6002) = 36 49365444 is decimal sum
(6003) = 54
(6004) = 44
That is, 36701985
+ 12663459
49365444
Program 8-2a:
00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 LENGTH EQU $6000 LENGTH OF BCD NUMBER IN BYTES
00006001 BCDNUM1 EQU $6001 ADDRESS OF FIRST BCD NUMBER

00006101 BCDNUM2 EQU $6101 ADDRESS OF SECOND BCD NUMBER
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00004000

4242
14386000
3442
41EA6001
43EA6101

004000
004002
004006
004008
oo0400C

004010
004012

5342
44FC0000

004016
004018

C109
51CAFFFC

00401C HE75

Flowchart 8-2:

PGM_8_2A

LooP

ORG PROGRAM

CLR.W D2

MOVE.B LENGTH,D2
MOVE.W D2,A2

LEA BCDNUM1(A2),A0
LEA BCONUM2(A2), Al
suBQ #1,02

MOVE #0,CCR

ABCD.B =-(Al),-(A0)
DBRA D2,L00P

RTS

END PGM_8_2A

Count = LENGTH
Pointer 1=BCDNUM1

+ Count
lPointer2=BCDNUM2]
+ Count

!

Count = Count-1

Y

Extend = O

Pointer1=Pointer1-1
Pointer2=Pointer2-1

Y

(Pointer1) =
(Pointer1)
+ (Pointer2)
+ (Extend)

Y

Count = Count -1

No

A2(0-31)
POINTS BEYOND END
POINTS BEYOND END

ADJUST LENGTH FOR
CLEAR EXTEND FLAG

BCD ADDITION WITH
CONTINUE

= BYTES IN BCD NUMBER

OF BCDNUM1
OF BCDNUM2

LOOP TERMINATION
FOR ABCD

EXTEND
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The MC68000, unlike most microprocessors, implements decimal addition in a
single instruction ABCD, Add Decimal with Extend. Like the ADDX instruction,
ABCD performs addition using the state of the Extend flag. However, the addition is
performed using binary-coded decimal arithmetic. This eliminates the need for the typi-
cal decimal adjust instruction such as the DAA instruction on Motorola’s 6809
microprocessor. The MC68000 also provides a decimal subtraction instruction, SBCD.

Program 8-2 uses the Load Effective Address, LEA, instruction to calculate the
address of the decimal number’s last byte plus one. This instruction calculates an effec-
tive address in the normal way, but then simply places that address in the specified
address register rather than using it to transfer data. The effective address is available for
later use and need not be recalculated.

We should note that use of the register indirect with displacement mode of
addressing with the LEA instruction results in some restrictions being placed on Pro-
gram 8-2a: since the displacement (BCDNUM1) that is part of the operand can only be
16-bits in length, the full addressing space of the processor cannot be utilized. We can
make Program 8-15 more general purpose so that it can utilize the full addressing space,
although this will require several additional instructions. Program 8-2b4 provides this
more general solution.

Program 8-2b:

00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 LENGTH  EQU $6000 LENGTH OF BCD NUMBER IN BYTES
00006001 BCONUM1  EQU $6001 ADDRESS OF FIRST BCD NUMBER
00006101 BCONUM2 EQU $6101 ADDRESS OF SECOND BCO NUMBER
00004000 ORG PROGRAM
004000 4242 PGM_8_28 CLR D2
004002 14386000 MOVE.B LENGTH,D2
004006 207C00006001 MOVEA.L #BCDNUMI, A0 POINTER TO START OF BCDNUMI1
00400C 227C00006101 MOVEA.L #BCDNUM2,AlL POINTER TO START OF BCONUM2
004012 41F02000 LEA 0(AD,D2.W),A0  ADJUST TO POINT BEYOND END OF VALUE
004016 43F12000 LEA 0CA1,D2.W),Al  ADJUST TO POINT BEYOND END OF VALUE
00401A 5342 SUBQ.W #1,D2 ADJUST LENGTH FOR LOOP TERMINATION
00401C 44FC0000 MOVE #0,CCR CLEAR EXTEND FLAG FOR ABCD
004020 C109 LooP ABCD.B -(A1),-(A0) BCD ADDITION WITH EXTEND
004022 51CAFFFC DBRA D2,L00P CONTINUE
004026 4E75 RTS
END PGM_8_28

The procedure used in both of these programs can add decimal (BCD) numbers of
any length (up to 131,072 digits!). Since each decimal digit requires four bits, twelve
digit precision requires

12 X 4 = 48 bits

as compared to 40 bits using binary addition. This is six bytes instead of five, a 20%
increase.

Note that if we replaced the ABCD instruction in Program 8-2a or 8-2b with an
ADDX instruction, these programs would provide a more general solution to the binary
addition problem presented in Program 8-1.
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8-3. 16-BIT BINARY MULTIPLICATION

Purpose: Multiply the 16-bit unsigned number in the variable NUM1 at location 6000
by the 16-bit unsigned binary number in the variable NUM2 at location 6002.
Place the 32-bit result in the long word variable RESULT at location 6004 with
the 16 most significant bits of the result in location 6004 and the 16 least sig-
nificant bits in location 6006.

Sample Problems:

a. Input: NUM1 — (6000) = 0003
NUM2 — (6002) = 0005
Output: RESULT — (6004) = 0000
(6006) = O0OF

or in decimal, 3 X 5 = 15
b. input: NUM1 — (6000) = 706F
NUM2 — (6002) = 0161
Output: RESULT — (6004) = 0098
(6006) = 090F

or in decimal, 28783 X 353 = 10160399

Program 8-3a:

00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA
006000 00000002 NUM1 DS.W 1 16~BIT MULTIPLICAND
006002 00000002 NUM2 DS.W 1 16-81T MULTIPLIER
006004 00000004 RESULT  DS.L 1 32-BIT MULTIPLICATION RESULT
00004000 ORG PROGRAM
004000 30386000 PGM_B_3A MOVE.W NUM1,D0 MULTIPLICAND
004004 COF86002 MULU  NUM2,D0 UNSIGNED MULTIPLICATION
004008 21C06004 MOVE.L DO,RESULT STORE 32-BIT MULTIPLICATION RESULTS
00400C 4E7S RTS
END PGM_8_3A

The MC68000 supports signed, as well as unsigned, binary multiplication or divi-
sion. To multiply two signed 16-bit binary numbers, you simply replace MULU with
MULS, the Signed Multiply instruction.

Besides its obvious uses in, for example, point-of-sale terminals, multiplica-
tion is also a key part of many mathematical algorithms. The speed at which a pro-
cessor can perform multiplication determines its usefulness in process control, adap-
tive control, signal detection, and signal analysis.

Multidimensional Arrays

Another common use of multiplication is in locating elements in multidimen-
sional arrays. For example, if we have an array of sensor readings organized by remote
station number and sensor number, we can refer to the reading from the seventh sensor
at station number 5 as R(5,7), where R is the name of the entire array. The usual
method of storing such an array is to start at address RBASE with R(0,0) and continue
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with R(0,1), etc. If there are three stations (0,1, and 2) and four sensors at each station
(0, 1, 2, and 3), we keep the readings in the following memory locations:

Memory Location Reading

RBASE R(0,0)
RBASE + 1 R(0,1)
RBASE + 2 R(0,2)
RBASE + 3 R(0,3)
RBASE + 4 R(1,0)
RBASE + 5 R(1,1)
RBASE + 6 R(1,2)
RBASE + 7 R(1,3)
RBASE + 8 R(2,0)
RBASE + 9 R(2,1)
RBASE + 10 R(2,2)
RBASE + 11 R(2,3)

In general, if we know the station number I and the sensor number J, the reading
R(1,J) is located at address

RBASE + (N X< I} + J

where N is the number of sensors at each station. Thus, locating a particular reading in
order to update it, display it, or perform some mathemetical operations on it requires a
multiplication. For example, the operator might want an instrument to print the current
reading of sensor O3 at station O2. To find that reading, the processor must calculate the
address

RBASE + (4 x 2) + 3 = RBASE + 11

Even more multiplications are necessary if the array has more dimensions. For
example, we might organize the sensors by station number, position in the X direction,
and position in the Y direction. (Each station thus has sensors at regular positions on a
two-dimensional surface.) Now we can describe a reading R(2,3,1), which refers to the
reading of the sensor at station 02, X position O3, and Y position Ol. We can add even
more dimensions, such as vertical position, type of sensor, or time of reading. Each
added dimension means that the processor must perform more multiplications to locate
elements in the essentially one-dimensional memory.

A Binary Multiplication Algorithm

It is interesting to look at a binary multiplication routine for two reasons: first, we
can compare the execution time of the routine with the MULU or MULS instruction;
and second, some other microprocessors don’t have multiply instructions and under-
standing multiplication is important.

You can perform multiplication on a computer in the same way that you do long
multiplication by hand. Since the numbers are binary, you will only multiply by 0 or 1;
multiplying by zero obviously give zero as a result, while multiplying by one produces
the same number you started with (the muitiplicand). So each step in binary multiplica-
tion can be reduced to the following operation: if the current bit in the multiplier is 1,
add the multiplicand to the partial product.
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The only remaining problem is to ensure that you line everything up correctly
each time. The following operations perform this task.

1. Shift the multiplier left one bit so that the bit to be examined is placed
in the Carry.
2. Shift the product left one bit so that the next addition is lined up correctly.

To keep things simple, we will multiply two 8-bit values to produce a 16-bit result.

Step 1 - Initialization

Product = O
Counter = 8

Step 2 - Shift Product so as to line up properly
Product = 2 X Product (LSB = 0)
Step 3 - Shift Multiplier so bit goes to Carry
Multiplier = 2 X Multiplier
Step 4 - Add Multiplicand to Product if Carry is 1
If Carry = 1, Product = Product + Multiplicand
Step 5 - Decrement Counter and check for zero

Counter = Counter ~ 1
If Counter > O go to Step 2
Assuming the multiplier is 61, and the multiplicand is 6F
as follows.
Initialization:

1> the algorithm works

Product 0000
Multiplier 61
Multiplicand 6F
Counter o1}

0000000000000000,
01100001,
01101111,

After first iteration of steps 2-5:

Product 0000 = 0000000000000000,
Muitiplier c2 = 11000010,
Multiplicand 6F = 01101111,
Counter o7
Carry from
Multiplier (o]

After second iteration:

Product OO6F 0000000001101111,

Muiltiplier 84 = 100001 00,
Multiplicand 6F = 01101111,

Counter 06

Carry from
Multiplier 1
After third iteration:

Product 014D = 0000000101001101,
Multiplier 08 = 00001000,
Multiplicand 6F = 0110111 12

Counter 05
Carry from
Multiplier 1
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After fourth iteration:

Product 029A = 0000001010011010,
Multiplier 10 = 00010000,
Multiplicand 6F = 01101111 2
Counter 04
Carry from
Multiplier 0
After fifth iteration:
Product 0534 = 0000010100110100,
Multiplier 20 = 00100000,
Multiplicand 6F = 01101111,
Counter 03
Carry from
Multiplier 0
After sixth iteration:
Product OA68 = 0000101001101000,
Multiplier 40 = 01000000,
Multiplicand 6F = 0110111 1z

Counter 02
Carry from
Multiplier [o]

After seventh iteration:

Product 14D0 0001010011010000,

Multiplier 80 = ‘IOOOOOOO2
Multiplicand 6F = 011011112
Counter o1
Carry from
Multiplier o]
After eighth iteration:
Product 2AOF = 0010101000001111
Multiplier 00 = OOOOOOOO2
Multiplicand 6F = 011011112
Counter 00
Carry from
Multiplier 1
Program 8-3b:
00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA
006000 00000002 NUM1 DS 1 16-BIT MULTIPLICAND
006002 00000002 NUM2 DS 1 16-BIT MULTIPLIER
006004 00000004 RESULT  DS.L 1 32-BIT MULTIPLICATION RESULT
00004000 ORG PROGRAM
004000 4280 PGM_8_38 CLR.L DO CLEAR 32-BIT PRODUCT
004002 2200 MOVE.L DO0,D1 UPPER WORD MUST BE CLEAR FOR ADD.L
004004 32386000 MOVE.W NUM1,D1 16-BIT MULTIPLICAND
004008 34386002 MOVE.W NUM2,D2 16-BIT MULTIPLIER
00400C 760F MOVEQ #16-1,03 LOOP COUNT := 16 (-1 FOR DBRA)
00400E D080 LooP ADD.L  DO0,DO SHIFT PRODUCT LEFT 1 BIT
004010 D442 ADD.W  D2,D2 SHIFT MULTIPLIER LEFT 1 BIT
004012 6402 BCC.S STEP IF MULTIPLIER[15]) WAS 1

004014 DO81 ADD.L D1,D0 .+..THEN ADD MULTIPLICAND
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004016 51CBFFF6
00401A 21C06004

00401E 4HET75

Flowchart 8-3b:

inside the loop.

D3,L00P
DO,RESULT

ultiplicand=(NUM1
Multiplier = (NUM2)

PGM_8_38

Product = 0
Count = 16 ~ 1

Product=2xProduct

(Shift left 1 bit)
Multiplier = 2 x
Multiplier
(Shift left 1 bit)

Carry from
Multiptier 1

Product = Product

+ Multiplicand

 S——

Count = Count -1

Yes

(RESULT) = Product

This program performs the same 16-bit multiplication operation as Program 8-3a.
If you count clock cycles for the two versions, you will find the expected results: the
MULU version takes less than 109 cycles while the long version (Program 8-34) takes
58 cycles outside the loop, and 516 + 6n (n = number of 1 bits in multiplier) cycles

«..ELSE CONTINUE
STORE RESULT
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8-4. 32-BIT BINARY DIVIDE

Purpose: Divide the 32-bit unsigned number in variable NUM1 at location 6000 by the
16-bit unsigned binary number in variable NUM2 at location 6004. Place the
16-bit remainder in the variable REMAINDER at location 6006 and the 16-bit
quotient in the variable QUOTIENT at location 6008.

Sample Problem:

Input: NUM1 . (6000) = 0074
(6002) = CBB1 32-bit dividend
NUM2 - (6004) = 0141 16-bit divisor
Output: REMAINDER - (6006) = 004C
QUOTIENT - (6008) = 5D25

or in decimal, 7654321 321 = 23845 with
remainder of 76

Program 8-4:
00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 ORG DATA
006000 00000004 NUM1 DS.L 1 32-BIT DIVIDEND
006004 00000002 NUM2 DS.W 1 16-BIT DIVISOR
006006 00000002 REMAIND DS.W 1 16-BIT REMAINDER
006008 00000002 QUOTIENT DS.W 1 16-BIT QUOTIENT
00004000 ORG PROGRAM
004000 20386000 PGM_8_k4 MOVE.L NUM1,D0 32 BIT DIVIDEND
004004 B8OFB86004 DIVU NUM2,D0 UNSIGNED DIVIDE - NUM1/NUM2
004008 21C06006 MOVE.L DO,REMAIND STORE RESULTS~REMAINDER § QUOTIENT
00400C 4E7S RTS

END PGM_8_U

The MC68000 provides two instructions (DIVU and DIVS) which perform a
divide operation using a 32-bit binary dividend and a 16-bit binary divisor. The opera-
tion results in a 16-bit binary quotient as well as a 16-bit binary remainder. The DIVU
instruction should be used for unsigned arithmetic, while the DIVS instruction is used
with signed numbers. When performing a signed divide, the sign of the remainder will
be the same as the sign of the dividend. The sign of the quotient is positive if both
operands have the same sign and negative if they have different signs. Both instructions
place the remainder in the 16 most significant bits of the destination data register while
the quotient is placed in the 16 least significant bits of the destination data register.

Two special conditions can occur when executing either of the Divide instruction.
First, if the divisor equals zero, the processor will cause a zero divide trap. (A descrip-
tion of traps and of trap processing will be delayed until Chapter 15.) Secondly, the
microprocessor may detect an overflow condition. In this case, the Overflow (V) bit in
the status register will be set and the operands will be unaffected.



8-14 68000 Assembly Language Programming

PROBLEMS

8-1. MULTIPLE PRECISION BINARY SUBTRACTION

Purpose: Subtract one multiple-word number from another. The length in words of
both numbers is in the variable LENGTH at location 6000. The numbers
themselves are stored (most significant bits first) in the variables NUM1 and
NUM2 at locations 6002 and 6102, respectively. Subtract the number in
NUM2 from the one in NUM1. Store the difference in NUMI.

Sample Problem:

Input: LENGTH - (6000) = 0003
NUM1 - (6002) = 2F5B
(6004) = 47C3
(6006) = 306C
NUM2 - (6102) = 14DF
(6104) = 8588
(6106) = 03BC
Output: NUM1 - (6002) = 1A7B
(6004) = C20B
(6006} = 2CBO
Thatis: 2F5B47C3306C
— 14DF85B803BC
1A7BC20B2CBO

8-2. DECIMAL SUBTRACTION

Purpose: Subtract one multiple-byte packed decimal (BCD) number from another. The
length in bytes of both numbers is in the byte variable LENGTH at location
6000. The numbers themselves (most significant digits first) are in the varia-
bles NUM1 and NUM?2 at locations 6001 and 6101, respectively. Subtract the
number contained in NUM2 from the one starting in NUMI1. Store the
difference in NUMI.

Sample Problem:

Input: LENGTH - (6000) = 04
NUM1 - (6001) = 36

(6002) = 70

(6003) = 19

(6004) = 85

NUM2 - (6101) = 12

(6102) = 66

(6103) = 34

(6104) = 59

Output: NUM1 - (6001) = 24
(6002) = 03

(6003) = 85

(6004) = 26

That is: 36701985
- 12663459

24038526
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8-3. 32-BIT BY 32-BIT MULTIPLY

Purpose: Multiply the 32-bit value in the variable NUM1 which begins in memory loca-
tion 6000 (high-order) by the 32-bit value in variable NUM2 at location 6004.
Do the multiply twice: first use the MULU instruction and place the results in
the 64-bit variable PRODI starting at location 6008; then use a shift and add
method as illustrated in Program 8-3b and place the result in the 64-bit varia-
ble PROD?2 starting at location 6010.

Sample Problem:

Input: NUM1 — (6000) = 0024
(6002) = 68AC
NUM2 — {6004) = 0328
(6006) = 1088
Output: PROD1 — (6008) = 0000
(600A) = 72EC
(600C) = BBC2
(600E) = 5B60
PROD2 — (6010) = 0000
(6012) = 72€C
(6014) = B8C2
(6016) = 5B60
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Tables and Lists

Tables and lists are two of the basic data structures used with all computers.
We have already seen tables used to perform code conversions and arithmetic. Tables
may also be used to identify or respond to commands and instructions, provide access
to files or records, define the meaning of keys or switches, and choose among alter-
nate programs. Lists are usually less structured than tables. Lists may record tasks
that the processor must perform, messages or data that the processor must record, or
conditions that have changed or should be monitored. Tables are a simple way of mak-
ing decisions or solving problems, since no computations or logical functions are necess-
ary. The task, then, is reduced to organizing the table so that the proper entry is easy to
find. Lists allow the execution of sequences of tasks, the preparation of sets of results,
and the construction of interrelated data (or data bases). Problems include how to add
elements to a list and remove elements from it.

PROGRAM EXAMPLES

9-1. ADD ENTRY TO LIST

Purpose: Add the contents of the word variable ITEM at memory location 6000 to a list
if it is not already present in the list. The list is comprised of word elements
and the starting address of the list is in the long-word variable LIST at
memory location 6002. The first word of the list contains the list’s length in
words.
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Sample Problems:

a. Input:

QOutput:

b. Input:
Output:

Flowchart 9-1a:

Loop

ITEM —
LIST —

(6000)
(6002)
(5000}
(5002)
(5004)
{5006)
(5008)

(5000}

(500A)

(6000)
(6002)
(5000)
(5002)
(5004)
(5006)

ITEM —
LIST —

1682
00005000
0004
5376
7618
138A
21DC

0005

List's address
Length of list

Length of list

16B2

1682
00005000
0003
5376
16B2
7431

No change to list, since the item is already in

the list at location 5004.

Entry = (ITEM)
Pointer = (LIST)
CountLoc = Pointer
Count = (CountLoc)
Pointer =

Pointer + 2

y

Count = Count — 1

Is
Entry =
{Painter)
?

Pointer =
Pointer + 2

Count = Count — 1

Pointer =
Pointer + 2

Yes

(Pointer) = Entry
(CountLoc) =
(CountLoc) + 1

|
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Program 9-1a:

00006000 DATA EQU $6000

00004000 PROGRAM EQU $4000

00006000 ITEM EQU $6000 SEARCH ITEM

00006002 LIST EQU $6002 POINTER TO START OF LIST

00004000 ORG PROGRAM
004000 30386000 PGM_9_1A MOVE.W ITEM,DO GET SEARCH ITEM
004004 20786002 MOVEA.L LIST,AD A0 - POINTER TO LIST
004008 2248 MOVEA.L AO0,Al SAVE POINTER TO LIST COUNT
00400A 3218 MOVE.W (A0)+,D1 D1.W - NUMBER OF ELEMENTS IN LIST
00400C 5341 SuBQ.W #1,D1 ADJUST FOR DBEQ
00400E BO58 LooP CMP.W  (A0)+,D0 TEST NEXT ELEMENT FOR MATCH
004010 57COFFFC DBEQ D1,L00P CONTINUE UNTIL MATCH OR LIST END
004014 6704 BEQ.S  DONE IF MATCH THEN DONE
004016 3080 MOVE.W DO, (A0) ...ELSE ADD ELEMENT TO LIST
004018 5251 ADDQ.W #1,(Al1) INCREMENT LIST COUNT
00401A 4E7S DONE RTS

END PGM_9_1A

In this program, we use the autoincrement mode of addressing to access the list
indirectly via register A0. When we move the length of the list to register D1, the
pointer in A0 was also autoincremented so that it points to the first item in the list when
LOOP is begun. When we exit from the loop due to no match being found, the pointer
will have already been incremented to point to the location beyond the last item cur-
rently in the list; thus we don’t have to adjust the pointer in order to add the new entry
to the end of the list. You should compare this program to Program 5-4b to clarify those
situations that require pointers to be adjusted and those that do not.

Clearly, the method of adding elements used in this program is very inefficient if
the list is long. We could improve the procedure by limiting the search to part of the list
or by ordering the list. We could limit the search by using the entry to get a starting point
in the list. This method is called hashing, and is much like selecting a starting page in a
dictionary or directory on the basis of the first letter in an entry.! We could order the list
by numerical value. The search could end when the list values went beyond the entry
(larger or smaller, depending on the ordering technique used). A new entry would have
to be inserted properly, and all the other entries would have to be moved down in the
list.

The program could be restructured to use two tables. One table could provide a
starting point in the other table; for example, the search point could be based on the
most or least significant 4-bit digit in the entry.

The program does not work if the length of the list is zero. (What happens?) We
could avoid this problem by checking the length initially. The initialization procedure
and other program changes required are shown in Program 9-1b.

Program 9-1b:

00006000 DATA EQU 56000

00004000 PROGRAM EQU $4000

00006000 ITEM EQU $6000 SEARCH ITEM

00006002 LIST EQU $6002 POINTER TO START OF LIST

00004000 ORG PROGRAM
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004000
004004
004008
00400A
00400C

00400E
004010
004012
004016

004018
00401A

00401C

30386000
20786002
2248
3218
670A

5341
B0OS58
STCYFFFC
6704

3080
5251

4E75

PGM_9_1B MOVE.W

LOoP

INSERT

DONE

MOVEA.L
MOVEA. L
MOVE . W
BEQ.S

SUBQ.W
CMP.W
DBEQ
BEQ.S

MOVE . W
ADDQ. W

RTS

END

ITEM,D0
LIST,A0
AD, Al
(A0)+,D1
INSERT

#1,01
CA0)+,D0
D1,L00P
DONE

D0, (A0)
#1, (A1)

PGM_9_18

GET SEARCH OBUJECT

A0 - POINTER TO LIST

SAVE POINTER TO LIST COUNT

D1.W - NUMBER OF ELEMENTS IN LIST
IF LENGTH = 0 THEN INSERT ITEM

ADJUST FOR DBEQ

TEST NEXT ELEMENT FOR MATCH
CONTINUE UNTIL MATCH OR LIST END
IF MATCH THEN DONE

ELSE ADD ELEMENT TO LIST
INCREMENT LIST COUNT

If the length of the list is zero, it means that there are currently no elements in the

list. Therefore, the element in ITEM cannot be in the list and must be inserted (as the
first element of the list).

9-2. CHECK AN ORDERED LIST

Purpose: Check the contents of the word variable ITEM at memory location 6000 to
see if it is in an ordered list. The list consists of 16-bit unsigned binary num-
bers in increasing order. The address of the first element in the list is in the
variable LIST at location 6004. The first entry in the list is the list’s length in
words. If the contents of ITEM are in the list, place the index of its entry in
the variable INDEX at 6002; otherwise, set INDEX to FFFF .

Sample Problems:

Input:

Output:

Input:

Output:

ITEM —~
LIST —

INDEX —

ITEM —
LIST —

INDEX —

(6000)
(6004)
(5000)
(5002)
(5004)
(5006)
(5008)

(6002)

(6000)
(6004)
(5000)
(6002)
(5004)

(6002)

5376

00005000

0004 List’s length

138A

21DC

5376

8613

0004, since the search item is at
location 5006 = (5002+0004).

4682

00005000

0002

138A

71DC

FFFF, since the search item is
not in the list.



Flowchart 9-2a:

Loor

MISSING

Entry = (ITEM)
Pointer = (LIST)
Length = (Pointer)
Index = Length

Index = Index x 2
Index = Index — 2

Is
Entry =
(2 + Pointer
+ lr;dexl

(2 + Pointer
+ In7dsx)

Index = Index — 2

No

Index = 0

Index = FFFF

DONE

(INDEX} = Index

——
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Program 9-2a:

00006000 DATA EQU $6000

00004000 PROGRAM EQU $4000

00006000 ITEM EQU $6000

00006002 INDEX EQU $6002

00006004 LIST EQU $6004

00004000 ORG PROGRAM
004000 30386000 PGM_9_2A MOVE.W ITEM,D0 GET SEARCH OBUJECT
004004 20786004 MOVEA.L LIST,A0 GET START ADDRESS OF LIST
004008 7200 MOVEQ  #0,D1 CLEAR THE ELEMENT COUNT
00400A 3210 MOVE.W (A0),Dl GET THE ELEMENT COUNT
00400C 6710 BEQ.S  MISSING IF LENGTH = 0,0BJECT IS NOT IN LIST
00400E D241 ADD.W  D1,Dl EACH ELEMENT CONSISTS OF TWO BYTES
004010 5541 SUBQ.W #2,D1 INDEX RANGE = 0 - (LENGTH®2 - 2) !
004012 B0701002 LOOP CMP.W  2(A0,D1.W),D0 SEARCH FROM END OF LIST TO START
004016 6708 BEQ.S  DONE OBJECT IS IN LIST, D1 HOLDS INDEX
004018 6204 BHI.S  MISSING LIST ELEM. SMALLER, OBJ NOT IN LIST
00401A 5541 SUBQ.W #2,D1 INDEX FOR NEXT SMALLER ELEMENT
00401C 64FY BCC LOOP INDEX >= 0 - CONTINUE
00401E 72FF MISSING MOVEQ  #$FF,D1 UNOT FOUND"-INDEX
004020 31C16002 DONE MOVE.W D1, INDEX SAVE INDEX
004024 4ETS RTS

END PGM_9_2A

The searching process of this program takes advantage of the fact that the ele-
ments are ordered. We begin the search with the last element in this list which will also
be the largest. Once we find an element smaller than the entry, the search is over, since
subsequent elements will be even smaller. You may want to try an example to convince
yourself that the procedure works.

As in the previous problem, any method of choosing a good starting point will
speed up the search. One such method starts in the middle of the list, determines which
half of the list the entry is in, then divides the half into halves, and so on. This method is
called a binary search since it divides the remaining part of the list into halves each
time.23

Program 9-2a works if the length is zero since we test for zero length when form-
ing the word index. Note the addressing mode used with the CMP.W instruction in the
loop. This is a good example of how to use the indexed addressing with displacement
mode. Address register A0 points to the ‘‘base’’ of a data structure, which in this case is
an ordered list with the list’s length being the first element in the list. The displacement
is used to address a substructure, in this case the first number in the list. Register D1 is
used as an index register to dynamically access the objects within the list. This address-
ing method can be illustrated as follows:

2 (A0,D1)
disp (An,Dn)

Most Signiticant
Byte of Length

Least Significant
Byte of Length

Frst Element
n List

Second Element
n List

Third Element
in List
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Remember that the displacement is interpreted as a two’s complement number: it
is possible to have a negative displacement. The size of the displacement is eight bits,
and since the displacement is sign-extended, this allows for displacements in the range
—128 bytes to + 127 bytes.

The effective address is calculated by adding the sign-extended displacement to
the 32-bit contents of the address register and the index register. The value in the index
register is treated as a signed number. If you define the index register size to be word, as
we have done in this program with D1, the value in the index register is sign-extended
to 32 bits for the effective address calculation. The actual contents of the index register
are not, however, affected by the address calculation.

Because the index register may contain a negative number, the final effective
address may be before or after the base address in the address register.

Note that an unsigned comparison, BHI, is used in this program. In the sample
problems, a comparison using GT will not work correctly since the last entry in the list,
8613, has its sign bit set. Unsigned compares are particularly useful when dealing with
addresses, which are always unsigned.

The two branch instructions (BEQ.S and BHI.S) in this program can be replaced
by a single branch instruction which will speed up execution of the loop. Program 9-25 is
the resultant program:

Program 9-2b:

00006000 DATA EQU $6000

00004000 PROGRAM EQU 54000

00006000 1TEM EQU $6000

00006002 INDEX EQU $6002

00006004 LIST EQU $6004

00004000 ORG PROGRAM
004000 30386000 PGM_9_2B MOVE.W [TEM,DO GET SEARCH OBJECT
oo4004 20786004 MOVEA.L LIST,A0 GET START ADDRESS OF LIST
004008 7200 MOVEQ #0,01 CLEAR THE ELEMENT COUNT
00400A 3210 MOVE.W (A0),Dl GET THE ELEMENT COUNT
00400C 6710 BEQ.S MISSING IF LENGTH = 0,0BJUECT IS NOT IN LIST
00400E D241 ADD.W D1,D1 EACH ELEMENT CONSISTS OF TWO BYTES
004010 5541 SUBQ.W #2,D1 INDEX RANGE = 0 - (LENGTH#2 - 2) !
004012 B0701002 LOOP CMP.W  2(A0,D1.W),D0 SEARCH FROM END OF LIST TO START
004016 6404 BCC.S LPEXIT DONE IF FOUND OR ITEM > LIST ELEM.
004018 5541 SUBQ.W #2,D1 INDEX FOR NEXT SMALLER ELEMENT
00401A 6U4F6 BCC Loor INDEX >= 0 - CONTINUE
00401C 6702 LPEXIT  BEQ.S DONE OBJECT 1S IN LIST, D1 HOLDS INDEX
004O1E 72FF MISSING MOVEQ #$FF,D1 "NOT FOUND'"-INDEX
004020 31C16002 DONE MOVE.W D1, INDEX SAVE INDEX
004024 LE7S RTS

END PGM_9_28

In this program, the first branch instruction in the loop transfers control to LPEXIT if
the entry is equal to or greater than the list element being compared. There is one dan-
gerous aspect that has been introduced in this program, however. Take a look at the
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BEQ instruction at LPEXIT. There are two different ways in which the program can
arrive at this instruction:

1. the BCC.S LPEXIT instruction in the loop can cause a branch to LPEXIT and
in this case the status flags are set according to the result of the CMP.W
instruction in the loop.

2. if all elements in the list have been tested without finding the entry item, then
the loop is exhausted and the instruction immediately following BCC LOOP is
executed. In this case, the status flags are set according to the results of the
SUBQ instruction in the loop.

Thus, the BEQ instruction at LPEXIT tests the status flags that have been set by
one of two possible instructions. You must be very careful to ensure that there are not
conflicting conditions which will give you unexpected results and errors that are very
difficult to find. The surest way to avoid errors is to make up a table to see what happens
for all possible situations. Such a table for Program 9-24 would look like this:

Njz]vVv]cC

After item < (listy 2O ]? |1
CMPW | item = (list) JO] 1 0
item > (list) J?2{0o}]?]0

After D1 >0 ?21?]?(0
susQ D1 = -2 110 1

These should cause exit from
the loop. Use BCC to exit.

This should cause loop to
terminate. Use BCC to loop.

As you can see from this table, the Z flag will always be 0 when the loop is
exhausted. Thus, when the BEQ instruction at LPEXIT is executed following the BCC
LOOP instruction, the branch to DONE will not be taken.

It is possible to speed up this program a bit more. Since the fastest loop in this case
is the one that makes use of a CMP instruction with predecrement and the DBcc instruc-
tion, it may be worth the effort to write a program based on this construction. The
changes required are shown in Program 9-2c.

Program 9-2c:

00006000
00004000

00006000
00006002
00006004

00004000

004000 20786004
004004 3210
004006 6718

004008 5341
00400A 3401

00400C D24l
00400€E 5441
004010 41F01002

004014 30386000
004018 BO60O

00401A S4CAFFFC
00401E 6704

DATA
PROGRAM

[TEM
INDEX
LIST

PGM_9_2C

LOOP

EQU
EQU

EQU
EQU
EQU

ORG

MOVEA.L
MOVE . W
BEQ.S

SUBQ.W
MOVE . W

ADD.W
ADDQ. W
LEA

MOVE . W
CMP. W

pBCC
BEQ.S

$6000
$4000

$6000
$6002
$6004

PROGRAM
LIST,AQ
(A0),D1
MISSING

#1,01
D1,D2

D1,D1
#2,01

GET START ADDRESS OF LIST
GET THE ELEMENT COUNT
IF LENGTH = 0,0BJECT IS NOT IN LIST

ADJUST FOR DBCC AND INDEX RANGE
D2 IS THE LOOP COUNTER

EACH ELEMENT CONSISTS OF TWO BYTES
ADJUST FOR 1:ST PREDECREMENT IN LOP

2(A0,D1.W),AD POINTER BEYOND END OF LIST

1TEM, DO

-(A0),D0
D2,L00P
MATCHING

GET SEARCH OBUJECT

SEARCH FROM END OF LIST
TEST NEXT IF ELEM>0BJ AND ELEM LEFT
OBJECT IS IN LIST, D2 HAS INDEX



004020
004022

004024
004026

00402A

J4FF
6002

D442
31c2

4E7S

MISSING

MATCHING

6002 DONE

Flowchart 9-2¢:

Pointer = (LIST}
Length = (Pointer)

Is
Length =
?

No

Loop Count =
Length - 1

]

Length =
2 + 2 x Length

v

Pointer =
2 + Pointer
+ Length

Y

Entry = (ITEM)

L

MOVEQ
BRA.S

ADD.W
MOVE . W

RTS

END

W$FF,D2
DONE

02,02
D2, INDEX

PGM_9_2C

I

Pointer =
Pointer — 2

Is
Pointer) - Entry
?

Loop Count =
Loop Count - 1

"NOT FOUND'"-INDEX

ADJUST

Tables and Lists

SAVE IT

MISSING
Loop Count = FFFF Loop Count =
Loop Count x 2
DONE
(INDEX) =
Loop Count

INDEX TO WORD SIZE

MATCHING
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Besides changing the loop in the program, we have made some subtle changes to
the initialization portion. First of all, note that we do not get the search object (entry)
until we have first checked for length equal zero. There is no need to get the entry until
we are sure that we have to perform a search.

The LEA instruction is used in this program to construct the address of the first
element in the data structure in the same way as in Programs 9-2g and 9-25, but in this
case we form the starting address before we enter the loop.

Also note that Program 9-2¢ avoids the problem with the status flag that we dis-
cussed following Program 9-2b. Since the DBcc instruction does not affect the Condition
codes, they are still set according to the result of the CMP.W instruction when the loop
is exhausted and we can feel free to test in any way we want.

If you compare the clock cycles required to execute the loop in Program 9-2¢ you
will see that it is more than twice as fast as the one in Program 9-2g. If it is possible that a
loop may be executed many times, it is often worth the extra effort to reduce the execu-
tion time of the loop.

The average execution time of this simple search technique, regardless of which of
the three programs you use, increases linearly with the length of the list. In comparison,
the average execution time for a binary search increases logarithmically. For example, if
the length of the list is doubled, the simple technique takes twice as long on the average
while the binary search method only requires one extra iteration.

9-3. REMOVE AN ELEMENT FROM A QUEUE

Purpose: The variable QUEUE at memory location 6000 contains the address for the
head of a queue. Save the address of the first element (head) of the queue in
the variable POINTER at memory location 6002. Update the queue to
remove the element. Each element in the queue is one word long and con-
tains the address of the next element in the queue. The last element in the
queue contains zero to indicate that there is no next element.

Queues are used to store data in the order in which it will be used, or tasks in the
order in which they will be executed. The queue is a first-in, first-out (FIFO) data struc-
ture; that is, elements are removed from the queue in the same order in which they were
entered. Operating systems place tasks in queues so that they will be executed in the
proper order. 1/0 drivers transfer data to or from queues to ensure that the data will be
transmitted or handled in the proper order. Buffers may be queued so that it becomes
easy to find the next available buffer in a storage pool. Queues may also be used to link
requests for storage, timing, or I/0 to ensure that requests are satisfied in the correct
order.

In real applications, each element in the queue would typically contain a large
amount of information and/or storage space in addition to providing the address which
links each element to the next one.

Linked Lists

One way to implement a queue is to make use of a linked list. Note that there is a
difference between a data structure and the implementation of that data structure. For
example, a queue is a data structure, and there are many different ways that you can
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implement a queue. However, the basic function of the queue (first-in, first-out) is
always the same regardless of the way in which you implement this data structure.

The basic principle of a linked list is that each entry in the list contains the address
to the next entry in the list, in addition to any data that may be found in a particular ele-
ment. This can be illustrated as follows:

Element Element Element
No. 1 No. 2 No. 3
Pointer 'F‘ Pointer to — Pointer to | ——a] (Last Element)
start of list Element #2 Element #3
Data space Data space Data space
for tor for
Element Element Element
No. 1 No 2 No 3

One advantage of this technique is that the elements in the list do not have to be
stored sequentially in memory, since each entry contains the address pointing to the
next entry. To change the order of two elements in a linked list, all you have to do is
move the pointers — the data associated with each element need not be moved. Thus,
to remove the first element in a queue we simply move a couple of pointers and the task
is done; we don’t have to move a single bit of data, just addresses. Linked lists require
extra storage as compared to sequential lists, but elements are far easier to add, delete,
or insert.

Sample Problems:

a. Input: QUEUE — (6000} = 00006020 Address of first
element in queue
(6020) = 00006060 First element in queue
(6060) = O000060A0
(60A0) = 00000000 Last element in queue
Output: QUEUE — (6000) = 00006060 Address of new first

element in queue

POINTER — (6004) = 00006020 Address of element
removed from queue

First Second Last
Before Element Element Element

6000 6020 5060 & 5060 6040 & 5040 0000

Element New First Last
Atter Removed Element Element

6000 6060 6020 6060 60A0 %6040 0000
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b. Input: QUEUE — (6000) = 00000000 Empty queue
Output: QUEUE — (6000) = 0000
POINTER — (6004) = 0000 No element available
from queue
Flowchart 9-3:
POINTER =
(QUEUE)
s Yes
Pointer = O
?
Address =
(Pointer)
Queue =
(Address)
Program 9-3:
00006000 DATA EQU $6000
00004000 PROGRAM EQU $4000
00006000 QUEUE EQU $6000 ADDRESS OF QUEUE HEAD
00006004 POINTER EQU $6004 ADDRESS OF FORMER QUEUE HEAD
00004000 ORG PROGRAM
004000 21F860006004 PGM_9_3 MOVE.L QUEUE,POINTER SAVE OLD HEAD OF QUEUE
004006 6708 BEQ.S  DONE IF QUEUE EMPTY THEN DONE
004008 20786004 MOVE.L POINTER,AOQ «..ELSE REMOVE FIRST ELEMENT
00400C 21006000 MOVE.L (A0),QUEUE AND REPLACE WITH SECOND
004010 4E75 DONE RTS

END PGM_9_3

Doubly Linked Lists

Sometimes you may want to maintain links in both directions. Then each ele-
ment in the queue must contain the addresses of both the preceding and the following
elements.*5 Such doubly linked lists allow you to retrace your steps easily (e.g., repeat-
ing the previous task if an error occurs in the current one) or access elements from
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either end (e.g., allowing you to remove or change the last two elements without having
to go through the entire queue). The data structure may then be used in either a first-
in, first-out manner or in a last-in, first-out manner, depending on whether new ele-
ments are added to the head or to the tail.

Empty Queue

If there are no elements in the queue, the program clears POINTER at location
6004. A program that requests an element from the queue must check this memory
location to see if its request has been satisfied (i.e., if there was anything in the queue).
Can you suggest other ways to indicate to the requesting program whether the queue is
empty?

Another way of implementing a queue is as a list in sequential memory positions.
The MCé68000 architecture is well suited to manipulation of such queues. You can use
any pair of address registers (A0 — A6) and the postincrement or predecrement mode
of addressing to implement the queue. If the queue is to go from low to high memory,
then the postincrement addressing mode is used, and if the queue goes from high to low
memory, the predecrement mode would be used. For example, a queue going from low
memory to high memory could be implemented using address registers A0 and Al as
shown in the following illustration:

Low Memory
Next Get (free)
AO :'—-. Next entry out
Address
Next Put Last entry in
Al :—. Next entry in (free)
Address High Memory

A0 points to the first or oldest entry in the queue while Al points to the location
where the next or newest entry in the queue will be made. If you use the postdecrement
mode of addressing when accessing this queue, then A0 will always hold the next ‘“‘get’’
address and register A1 will always hold the next ‘‘put’’ address for the queue.
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Stack Operations

Another form of data structure similar to the queue is the stack: a stack is a last-in
first-out (LIF0) list. Most microprocessors provide special push and pull instructions to
manipulate stacks. In the MC68000, however, you can simply use the powerful MOVE
instructions with predecrement or postincrement addressing to manipulate stacks.

You can implement a stack using a single address register in the predecrement or
postincrement addressing mode. In fact, the processor itself uses address register A7 to
maintain special system and user stacks. We will discuss the processor’s use of these
stacks further in Chapter 10.

Using Data Structures

The various indexed and indirect addressing modes allow us to use data struc-
tures in a very flexible way. If, for example, an address register contains the starting
address of a block of information, we can refer to elements in the block with constant
offsets.

How would we use such data structures? For example, we might want a piece of
test equipment to execute a series of tests as specified by the operator. Using entries
from a control panel, we will make up a queue of blocks of information, one for each test
that the operator will eventually want to run. Each block of information contains:

1. The starting address of the next block (or 0 if there is no next block).
2. The starting address of the test program.

3. The address of the input device (e.g., keyboard, card reader, or communica-
tions line) from which data will be read during the test.

4. The address of the output device (e.g., printer, CRT terminal, or communica-
tions line) to which the results will be sent as the test is run.

5. The number of times the test will be repeated.
6. The starting address of the data area to be used for storing temporary data.

7. A flag that indicates whether failing a test should preclude continuing to the
next test.

Clearly the block could contain even more information if there were more options
for the operator to specify while setting up the test sequence. Note that some elements
in the block contain data, others contain addresses, while still others may be 1-bit flags.

Consider what we mean by flexibility in this example. Some of the procedures that
the operator can easily implement are:

1. Run the same test with different sets of I/O devices. A trial run might use data
from a local keyboard and send the results to the CRT<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>