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| PREFACIO

O aumento do nimero de microprocessadores de 32 bits levou-nos a elaborar
este livro, cujo objetivo € descrever em detalhes um conjunto representativo desses novos
dispositivos.

Em qualquer livro semelhante a este, o autor € movido pelo desejo de organiza-
¢a0 para prover, em alguns casos, informag6es preliminares e o esforgo em preparar seus
capftulos. Como nunca serd possfvel concluir um livro se se tentar abranger todos os
dispositivos, foi necessirio impor algum tipo de limitagdo com relagdo ao néimero de con-
tribuigbes € o tempo dedicado aos colaboradores. Embora haja omissées, o livro oferece
uma visao balanceada do que estd atualmente presente, o que est4 vindo e o que vir4 no
futuro.

O livro procurou prover informagao detalhada sobre a arquitetura e a operagio
dos microprocessadores de 32 bits analisados. A informagao apresenta-se em nfvel aceit4-
vel para um projetista de sistema, para um engenheiro e para um estudante de pesquisa,
Hoje um microprocessador ndo pode ser considerado isoladamente, mas sim juntamente
com seus componentes de hardware e software e as ferramentas necess4rias para desen-
volver um sistema.

O primeiro capftulo &€ uma discussido de RISC, que agora est4 se deslocando dos
meios académicos para os industriais. Com ambos, microprocessadores e sistemas, surgin-
do, usando essa filosofia, considerou-se apropriado inserir um artigo de abrangéncia geral
sobre essa importante 4rea.

Capftulos subseqiientes tratam de dispositivos especfficos. Com excegdo do ca-
pftulo sobre o Transputer da Inmos, todas as contribui¢des sdo dadas pelos fabricantes dos
dispositivos.
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CAPITULO ]

INTRODUGAO

H.J. Mitchell
CAP SCIENTIFIC Ltd

Para os que tém trabalhado com microcomputadores desde seu aparecimento, o
progresso para 32 bits tem sido uma evolugdo consistente. Esses novos dispositivos tém
sido cuidadosamente pesquisados e planejados, ao contrério do inicio dos anos 70, quando
os dispositivos apareciam com tal rapidez que os usudrios arriscavam-se a perder grandes
investimentos devido a uma m4 escolha,

Nos anos 70 havia uma competigdo feroz no mercado de instrumentagao levando
ao emprego de microprocessadores em larga escala. Hoje, o microprocessador de 32 bits
est4 ajudando a criar e expandir novos mercados em 4reas desde workstations (estagdes de
trabalho) até 4reas esotéricas, como processamento de sinal em tempo real, onde matrizes
de processadores se tornardo triviais. Mesmo os fabricantes de computadores estdo desen-
volvendo e vendendo seus préprios microprocessadores de 32 bits para produtos comuns,
isso se 0 Micro VAX II puder ser chamado de um produto comum!

A maioria dos fabricantes de microprocessadores est4 mudando sua arquitetura
de 16 para 32 bits ¢ também aumentando suas funcionalidades. A principal razido desse
enfoque parece ser a alegacdo de que estdo protegendo o investimento do usudrio em
software. Para algumas aplicagdes isto € obviamente importante. Entretanto, para muitas
aplicagbes novas, esse argumento € totalmente irrelevante; tem-se o IBM PC usando o
Intel 8088 e 80286. O préximo passo 16gico seria uma mudanga para o 80386; entretanto
reportagens recentes sugerem o contririo*. Da mesma maneira a Zilog parece estar pla-
nejando o uso do AT&T 31000 em vez do Z80000 para sua préxima geragdo de sistemas
UNIX. Pode-se argumentar que alguns fabricantes de semicondutores estdo tentando
proteger mais seus préprios investimentos em desenvolvimento de sistemas de software

* N.R.: Apesar disso, hi informes indicando tend&ncia contriria da IBM, inclusive mostrando projetos
¢ protétipos usando o 80386.
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que os usudrios. A principal 4rea na qual a portabilidade de software € importante € no
mercado de minicomputadores. H4 alguns anos a DEC percebeu isso e produziu o PDP 11
e agora as miquinas VAX; outros, notavelmente a Hewlett-Packard, estdo ainda tentando
nivelar-se. A Hewlett-Packard est4 tentando com sua linha Spectrum unificar sua linha
fragmentada de produtos com uma arquitetura comum cobrindo desde estagdes de trabalho
até mainframes (computadores de grande porte).

O conceito de linha de produtos unificados € de senso comum; o que faz o tra-
balho da Hewlett-Packard interessante € a inteng3o de adotar um computador com redu-
zido conjunto de instrugdes (RISC — Reduced Instruction Set Computer) como arquitetura
bésica para produtos futuros. A Hewlett-Packard seri a primeira grande fabricante de
computadores ou semicondutores a adotar esse enfoque para todos os novos produtos.
Entretanto, a IBM e outras estao tendo mais cautelas ao iniciar apenas a introdugio de
estagOes de trabalho usando arquitetura RISC. No lado oposto da escala, o Transputer da
Inmos, com sua arquitetura RISC, tem o potencial de mudar a face da computagdo como a
conhecemos hoje. Com dispositivos RISC provindos da Fairchild, Acorn e outras, sem
dGvida, em breve, saber-se-4 quais argumentagOes sao vélidas nos debates sobre
RISC/CISC.

Provavelmente o nome mais comum neste livro serd UNIX. Nos dltimos anos
UNIX tem aparecido como sistema operacional na maioria dos sistemas de computadores de
pequeno a grande porte. Goste-se ou ndo, UNIX serd usado ainda por v4rios anos. Reco-
nhecendo isto, a maioria dos fabricantes de semicondutores tem projetado algumas carac-
terfticas em seus dispositivos para suportar UNIX. Como se poderia esperar, o dispositivo
da AT&T € projetado para suporte eficiente de linguagem C. Esse dispositivo tem também
inclufdo algumas primitivas para melhorar a performance do UNIX. Dos poucos micro-
processadores de 32 bits existentes no mercado, o sistema operacional UNIX tem aparecido
em sistemas incorporando dispositivos Motorola, National Semicondutor e AT&T.

Enquanto UNIX & agora um dos sistemas operacionais padrao para aplicagdes de
uso geral, ndo existe padronizagdo para aplicagdes especificas. Embora o executivo RMX
da Intel seja provavelmente um dos mais amplamente utilizados, deverfamos notar uma
mudanga vagarosa para o uso de Ada. No entanto, a menos que a qualidade e a perfor-
mance desses primeiros computadores melhorem, muitos usu4rios relutardo em mudar de
linguagem e sistemas operacionais j4 conhecidos. E também provédvel que as complexida-
des dessa linguagem e suas ferramentas de suporte possam deter muitas organizacdes em
apostarem em desenvolvimento usando Ada.

Para sistemas mais complexos, o uso de multiprocessadores est4 se tornando co-
mum. Percebendo isto, muitos fabricantes projetaram algum suporte em seus produtos
para aplicagdes em multiprocessadores. Em particular a Inmos ¢ a Zilog projetaram em
seus produtos extensas caracterfsticas para tais aplicagoes. A mais nova dessas caracteris-
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ticas € a encontrada no Transputer, da Inmos, com seus (atualmente) quatro enlaces (links)
seriais de alta velocidade. Se se est4 realmente utilizando uma configuragdo de multipro-
cessadores ou co-processadores, as ferramentas bésicas tém de ser projetadas e incorpora-
das no dispositivo no infcio, para garantir que essas facilidades estejam disponfveis ao
usuério. Atualmente o tipo mais comum de co-processador € aquele para aplicagdes arit-
méticas ou de ponto flutuante. Apesar de esses dispositivos serem ainda mais lentos que os
equivalentes em minicomputadores, melhoras podem ser esperadas.

Com usudrios exigindo melhor desempenho de cada versdo de produto e capaci-
dades de meméria cada vez maiores, o planejamento e controle de sistemas de memdrias é
hoje uma 4rea complexa, Embora o suporte a gerenciamento de memoria seja um requisito
essencial a todos os microprocessadores de 32 bits, o projetista de sistema tem agora de
considerar a possibilidade de utilizagdo de memoéria cache externa. Com pouca memdéria
cache aparecendo na maioria dos novos dispositivos, € provéavel que para alta performance
ou sistemas com ampla utilizagdo de memoria, o uso dessa memoria externa seja essencial.
Para permitir aos sistemas operarem préximos de sua velocidade méxima, o projetista tem
unicamente a escolha entre o elevado custo de meméria estdtica de alta velocidade ou a
implementagdo de memoéria cache para preceder memérias mais lentas, baseadas em me-
méria dindmica.

Pode-se assumir que em sua maioria os microprocessadores de 32 bits serdo uti-
lizados em projetos grandes e tecnicamente complexos. Esses projetos necessitarao de pla-
nejamento cuidadoso, recursos e suporte para atingirem seus objetivos. Qualquer projeto
de médio a grande porte necessitard de ferramentas de suporte integradas e extensivas.
Essas facilidades terdo de incluir ferramental de gerenciamento, automagao de escritério,
utilitdrios para projetos de software e sistemas e também para suporte geral, como um
sistema de gerenciamento de c6digo. Se por um lado essas ferramentas estio se tornando
comuns, a 4rea onde h4 maior necessidade de trabalho € a de projeto de software ¢ pro-
cesso de controle. Com a confiabilidade do software aparecendo agora como cldusula
contratual em projetos militares, todo o processo de controle do projeto tem de ser muito
cuidadoso.

Com pelo menos quatro dispositivos atualmente disponfveis € muitos outros se
apresentando no futuro préximo, pode-se dizer que a era do microprocessador de 32 bits
chegou. Para onde a ind(stria se direcionar4 a seguir est4 nas maos dos usuérios, seus mer-
cados e fabricantes de semicondutores. Se esse direcionamento seré para o incremento da
funcionalidade, aumento dos tamanhos de palavras, RISC, ou paralelismo, apenas o
tempo dir4.



CAPITULO 2

UMA PERSPECTIVA RISC

H.M. Brinkely Sprunt, E. Douglas Jensen, /
1| Charles Y. Hitchcock Ill e Robert P. Colwell

1| Departamento de Ciéncia da Computagdo, Departamento de Engenharia
Elétrica e de Computacao, Carnegie-Mellon, University, Pittsburgh, Pa., USA

2988080880200 4

2.1 INTRODUGAO

Um efetivo projetista de computador deve tomar muitas decisdes quando cria
uma nova arquitetura de computador. Essas decisoes sdo baseadas tanto na experiéncia do
projetista como nas requisigoes do sistema. Recentemente o estilo de projeto de computa-
dor com conjunto de instrugdes reduzido (RISC) tem recebido muita atengao e muitos de
seus proponentes créem que a filosofia RISC oferece a melhor metodologia para projetar
computadores. Declaragdes foram feitas, onde os projetos RISC produzem miquinas que
sdo mais baratas e mais f4ceis de projetar que computadores com conjunto de instrugGes
complexo (CISC - Complex Instruction Set Computer). Entretanto, embora a filosofia
RISC tenha méritos, as implicacdes desse estilo de projeto nao sdo bem compreendidas. A
filosofia RISC prop6e um sério desafio para virias suposi¢des implicitas que t8m guiado
projetos de computadores hd anos. Todavia, artigos de pesquisa sobre RISC freqiiente-
mente falham na exploragao apropriada de vérios procedimentos e podem estar incorretos.
Por exemplo, sdo feitas comparagdes entre miquinas RISC e CISC diflceis de interpretar,
porque os dados sobre desempenho sdo monolfticos por natureza e ndo associam devida-
mente beneficios de desempenho apropriados aos mecanismos envolvidos. Tém sido feitas
também comparagbes entre miquinas de implementagdes e objetivos de projeto bem dife-
rentes (exemplo: RISC I e VAX), sem esclarecer essas diferengas, tornando os resulta-
dos ilusérios. O objetivo deste capftulo € oferecer uma perspectiva mais proveitosa do es-
tudo RISC/SISC, uma pesquisa que € baseada nos resultados da experiéncia recente da
Carnegie-Mellon University (CMU).

Embora nem todas as distorgoes ¢ mal-entendidos possam ser corrigidos aqui,
alguns deles estao no coragio do projeto de computador e serdo o enfoque deste capftulo.
Por exemplo, grande parte da literatura RISC € voltada para discussoes sobre o tamanho

4
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e complexidade do conjunto de instrugées do computador. Isto € extremamente enganoso.
Projeto de conjunto de instrugdes é muito importante, mas nao deveria ser dirigido so-
mente pela aderéncia as convicgoes de estilo de projeto, RISC ou CISC. O foco das dis-
cussdes poderia recair em questdes mais gerais da associago da funcionalidade do sistema
como o nivel de implementagdo dentro da arquitetura. Esse ponto de vista inclui o con-
junto de instrugdes (em geral, os CISC tendem a instalar funcionalidade em niveis mais
baixos do sisttma que o RISC), mas também considera outras caracterfsticas de projeto
como conjunto de registradores, co-processadores e caches.

Ainda que as implicagdes do estudo sobre RISC se estendam ao conjunto de ins-
trugGes, dentro desse dominio h4 limitagées que nio tém sido apresentadas. O exame de
alguns artigos RISC tipicos ird proporcionar algumas pistas, se houver, de onde a técnica
RISC poderia falhar. Propostas de miquinas simples de alto desempenho sdo atrativas,
mas, como se diz, “Todo problema complexo tem uma solugo simples... € ela & errada”.
As idéias RISC ndo sdo “erradas”, mas uma visdo simplista delas seria.

A filosofia RISC tem viérias implicagdes que ndo sdo Sbvias. As pesquisas sobre
RISC tém ajudado a focalizar a atengdo em virios temas importantes de érquitetura de
computadores cujas solugbes tém sido, muito freqlientemente, decididas por default. Os
proponentes de RISC, ainda assim, falham ao discutir as aplicagbes, arquitetura e contexto
de implementagao, nos quais suas afirmagdes parecem ser justificadas. Mesmo assim, uma
solugdo cuidadosa do estilo de projeto RISC, suas propostas e os desafios que ele propde
as méquinas CISC podem produzir um conhecimento mais profundo dos compromissos
hardware/software, desempenho de computadores, a influéncia do VLSI para projetos de
processadores € varios outros tépicos.

Neste capftulo, vamos rapidamente rever o desenvolvimento em projetos de
computadores bem como projetos de estudo sobre RISC, os quais levaram ao estilo de
projeto RISC. Depois serdo revistos alguns dos desafios significantes do RISC para pro-
jetos de computadores e discutidas vérias maquinas comerciais RISC. Depois de apresen-
tadas as informag6es histéricas e alguns exemplos de m4quinas RISC, serdo discutidos, o
que se pensa ser, os pontos de maior confusdo e mal entendimentos associados com RISC.
Essa discussdo leva ao sumdrio do projeto de estudo conduzido pela CMU, o qual d4 uma
perspectiva melhor da controvérsia RISC/CISC.

2.2 ORIGEM DO RISC

Para compreender a motivagdo de um computador com conjunto de instrugdes
reduzido € importante primeiro entender-se as tendéncias histéricas do projeto de con-
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junto de instrugdes. Desde os primeiros computadores eletrdnicos digitais, os conjuntos de
instrugdes tendem a ser maiores ¢ mais complexos. O MARK-1, 1948, ndo tinha mais
que sete instrugdes de complexidade trivial como soma e desvios simples; entretanto, uma
méiquina contemporinea, como 0 VAX, tem mais de trezentas instrugdes. Além disso, suas
instrugbes podem ser particularmente complicadas, como inser¢do atbmica de um ele-
mento em uma lista duplamente ligada, ou a avaliagdo de um polindmio de grau arbitrério
em ponto flutuante. Qualquer implementagdo de alto desempenho do VAX, como resulta-
do, deve contar com técnicas complexas de implementagdo como pipelining (canalizagao
de recursos), prefetching (pré-aquisigao de instrugao) e caches®'.

Esse tipo de progressdo, de pequenos e simples para grandes e complexos con-
juntos de instrugdes, € mais notdvel em processadores em uma f(nica pastilha, pois seu de-
senvolvimento ocorreu apenas na década passada. O contraste entre o 6800 e o 68020,
ambos da Motorola, por exemplo, mostra a adi¢do de 11 modos de enderegamento, mais
do dobro, como também virias instrugdes, e a adicdo de novas funcionalidades tais como
suporte para cache de instrugbes e co-processadores. Novamente, ndo s6 o nmero de
modos de enderegamento e instrugdes tem crescido, mas também suas complexidades.

Essa tendéncia geral para miquinas CISC foi alimentada por vérias causas, in-
cluindo as seguintes:

® freqiientemente € requisitado que novos modelos dentro de uma famflia de computa-
dores sejam compativeis com os existentes, resultando em ‘‘superconjuntos” e prolife-
ragao de caracterfsticas. Isto permite que caracterfsticas novas sejam incorporadas em
mdquinas novas sem alienar grandes bases de software;

® virios projetistas de computadores desejam reduzir a “lacuna seméntica” entre progra-
mas e conjunto de instrugSes. Adicionando instrugbes semanticamente mais parecidas
com as que o programador precisa, esses projetistas esperam reduzir o custo do soft-
ware com o provento de uma maquina mais f4cil de programar®, Note-se que tais ins-
trugdes tendem a ser mais complexas devido ao nfvel seméntico mais alto. (Entretanto, &
freqiiente o caso em que instrugdes com alto contetido seméntico ndo atendem a neces-
sidades requeridas por uma linguagem especffica.) ??;

® no esforgo para m4quinas mais rdpidas, os projetistas tém migrado de fungdes de soft-
ware para microcédigo, ou de microcédigo para hardware. Mas freqiientemente isto
¢ feito com insensibilidade aos efeitos perniciosos que poderdo advir do incremento de
uma caracteristica 2 arquitetura. Por exemplo, implementando-se uma instrugao que re-
quer um nfvel adicional de decodificagdo l6gica, todo o conjunto de instrugdes da m4-
quina pode se tornar vagaroso (isto € chamado fen0meno ‘n + 1°)'¢;
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® ferramentas ¢ metodologias tm ajudado os projetistas no tratamento de complexidades
inerentes a grandes arquiteturas. As ferramentas CAD atuais e os programas de suporte
para microc6digo sdo exemplos.

Microcédigo € um exemplo particular e interessante de uma técnica que tem en-
corajado projetos complexos, e isto ocorre de duas formas. Primeira, ele fornece um meio
estruturado para criar e alterar algoritmos que controlam a execugdo de numerosas e com-
plexas instrugdes. Segunda, a proliferagdo de caracteristicas CISC € incentivada pela na-
tureza quintica da meméria de microc6digo. E relativamente fAcil adicionar outro modo
de enderegamento ou instrugao obscura a uma méquina que ainda ndo esgotou seu espago
para microc6digo.

O rastreamento de instrugées em méquinas CISC mostra consistentemente que a
maioria das instru¢des disponiveis € usada com pouca freqiiéncia em um dado ambiente de
computagio. Essa situagdo implica vérias coisas, que serdo vistas ainda neste capftulo.
Uma observagdo semelhante das caracteristicas do System/360 levou John Coke, da IBM,
na década de 70, a considerar um desvio do estilo de computador tradicional. O resultado
foi um projeto de pesquisa designado criativamente pelo néimero do ediffcio do grupo de
pesquisa, 801, o qual foi baseado em alguns poucos princfpios coerentes e sinergéticos de
projeto. Pouco foi publicado sobre o projeto, porém o que foi narra um esforgo de pes-
quisa coerente e de princfpios.

Trés idéias bisicas nortearam o projeto de sistema 801:

® prover uma miquina que possa executar suas instrugoes em um ciclo de miquina e es-
colhé-las para serem um bom alvo para um compilador. Isto implica que instrugoes
simples executadas freqiientemente nao tenham seu desempenho penalizado por um
hardware adicional necessdrio para gerenciar a execugdo de instrugdes mais complexas
(que podem envolver decodificagdo mais extensiva e operagdes de vérios ciclos);

® projetar a hierarquia de memdria de forma que o engenho de computar nao tenha de es-
perar por acessos 3 meméria. O desempenho potencial de um computador simples e rd-
pido poderia ser perdido se sua execugdo fosse interrompida freqiientemente pela es-
pera por instrugdes ou dados;

® basear todo o projeto do sistema no uso profundo do compilador 801. Os programado-
res estdo agora contando muito com compiladores para melhor desenvolvimento de
programas e manejo de raciocinios, utilizando a linguagem assembly somente quando €
essencial um desempenho 6timo ou para operagdes que n3o podem ser especificadas
pela linguagem fonte.

Essas idéias resultaram em uma arquitetura de conjunto de instrugGes baseadas
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em trés princfpios de projeto. De acordo com Radin?’, o conjunto de instrugdes era aquele
conjunto de operagdes em tempo de processamento que:

® ndo podiam ser movidas para tempo de compilagao;

® nio podiam ser executadas mais eficientemente por cédigo objeto produzido por um
compilador que entendeu o elevado intento do programa;

® cram para ser implementadas em l6gica randémica mais eficazmente que a seqiiéncia
equivalente de instrugdes de software,

O sistema 801 resultante ap6ia-se na natureza firmemente integrada de seu hard-
ware e software para obter seu alto desempenho. A implementagdo do hardware, condu-
zido pelo desejo de concisdo, caracterizou o controle por hardware e instrugdes que exe-
cutassem em um (nico ciclo. Todas as referéncias & memoéria foram restritas a leituras e
escritas e foram utilizados caches separados para instrugdes e dados para permitir acessos
simultdneos a c6digo e operandos. A CPU do 801 tem 32 registradores de 32 bits de uso
geral, e todas as operagdes sdo de registrador a registrador. O compilador usa vérias es-
tratégias de otimizagdo, incluindo um poderoso esquema de alocagdo de registradores e
otimizagao global. O compilador assume também a responsabilidade por todas as verifica-
¢Oes de referéncias e protegdo no sistema.

Algumas das idéias bisicas do projeto 801 alcangaram a costa oeste dos Estados
Unidos em meados dos anos 70. Na Universidade da Calif6rnia, em Berkeley, essas idéias
evolufram em uma série de projetos RISC conduzidos em curso de graduagdo que produ-
ziram o RISC I, RISC II e 0 SOAR, assim como numerosas ferramentas CAD que facili-
taram esses projetos. Esses cursos deram um alicerce para o empenho em estudos sobre
avaliacdo de desempenho, CAD e implementagido de computadores.

Como o 801, o processador do RISC I?* € uma mdquina de leitura/escrita con-
trolada por hardware (isto €, os dados podem ser operados somente em registradores e
apenas as operagOes de leitura e escrita acessam a memdria), a qual executa a maioria de
suas instrugdes em um fGnico ciclo. Cada uma das 31 instrugdes usa uma palavra de 32 bits
e tem praticamente o mesmo formato. Uma caracterfstica especial do RISC I € seu grande
niimero de registradores, mais de cem, que sdo usados para formar uma série de conjuntos
de vdrios registradores de sobreposigio (Overllaping Multiple Register Sets — MRS). Essa
caracteristica € usada para fazer chamadas a procedimentos no RISC I mais baratas em
termos de trdfego no barramento mem®éria-processador.

E razo4vel esperar-se¢ que os MRS oferecam beneficios de desempenho, uma vez
que as linguagens de alto nfvel baseadas em procedimentos (HLL — High Level Language)
usam tipicamente registradores para enviar informages especificas para um procedimento.
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Quando uma chamada de procedimento ocorre, essa informagdo deve ser salva, geral-
mente em uma pilha na memoria, e restaurada no retorno do procedimento. Essas opera-
g0es costumam consumir muito tempo, em virtude de requisicdes de transferéncia de da-
dos intrinseca. O RISC I usa os conjuntos de miiltiplos registradores para diminuir a fre-
qiiéncia de salvamento e restauragdo. Ele também aproveita a vantagem de sobreposi¢ao
entre os conjuntos de registradores para passagem de parametros, reduzindo ainda mais a
escrita e a leitura na memdria, se comparado a esquemas de passagem de parimetros que
usam memoéria como meio (por exemplo, via pilha)'4.

O arquivo de registradores do RISC I tem 138 registradores de 32 bits organiza-
dos em 8 “‘janelas” de sobreposigdo (veja Figura 2.1). Em cada janela, seis registradores se
sobrepdem com a janela anterior (para a entrada de pardmetros e safda de resultados), e
seis registradores se sobrepdem com a janela seguinte (para safda de pardmetros e entrada
de resultados). Durante qualquer procedimento, somente uma dessas janelas & realmente
acessfvel. Uma chamada de procedimento troca a janela corrente pela préxima janela in-
crementando um ponteiro, e os seis registradores de pardmetros de safda tornam-se pari-
metros de entrada do procedimento chamado. Similarmente, um retorno de procedimento
comuta para a janela anterior, € os registradores de safda de resultados tornam-se regis-
tradores de entrada de resultados do procedimento chamador. Assumindo que seis regis-
tradores de 32 bits sdo suficientes para conter os pardmetros, entio uma chamada de pro-
cedimento nao envolve movimento de informagao (somente o ponteiro de janela € ajusta-
do). Note-se que os recursos finitos da pastilha limitam os salvamentos por causa de es-
touros das janelas de registradores?¢. O arquivo de registradores também possui dez re-
gistradores globais que sdo sempre acessfveis.

Os artigos de Berkeley, descrevendo os processadores dos RISC I e II, afirmam
que as decisdes adotadas produziram grandes aumentos de desempenho em relagdo as mé-
quinas CISC, como o VAX e o 68000%¢52%, Podem ser feitas algumas reservas sobre esses
resultados e os métodos usados para obté-los. A primeira delas € que os efeitos sobre o
desempenho do conjunto reduzido de instrugdes ndo foram dissociados dos das janelas de
registradores sobrepostos, uma caracteristica que pode ser incorporada em qualquer mé-
quina baseada em registradores de uso geral. Desde que esses fatores de desempenho ndo
foram avaliados independentemente, as pretensdes de desempenho em virtude da natureza
reduzida dessas mdquinas sao inconclusivas. Esse ponto serd explanado na Secdo 2.6.

Pouco depois do primeiro trabalho da Berkeley sobre o RISC I, um processador
chamado MIPS (Microprocessor without Interlocked Pipe Stages)'” surgiu em Standford.
O objetivo principal do MIPS € o aumento de desempenho na execugio de c6digo compi-
lado. O principio bésico utilizado para alcangar esse objetivo foi expor o paralelismo inter-
no da CPU ao controle do software. Em vez de prover uma eficiente codificagdo de um
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Registradores flsicos Registradores I6gicos
Proc. A Proc.B Proc. A
r3l
Superior de A
gp  orde r26
1 r2s
Locais de A
%%2 rl6
1 Inferior de A rl5 r3l
16 Superior de B rl0 r26
15 r2s
Locais de B
106 r16
L0 Inferior de B ris r3i
00 Superior de C rid r26
99 r25
Locais de C
90 rl6é
89 rl5
Inferior de C
4 r10
9 r9 r9 r9
Global
0 r0 r0 r0

Figura 2.1 Conjunto de registradores sobrepostos do RISC 1.

conjunto de instrugdes simples (como os projetistas do RISC I fizeram), o MIPS apresenta
um microengenho com um minimo de interpretagao para o usuério. O processador resul-
tante € um hardware de escrita e leitura cujas instrugbes assemelham-se a microcédigo
(veja Tabela 2.1).

Uma dnica conseqiiéncia em expor o paralelismo do microengenho ao nfvel de
conjunto de instrugdes € que, embora o processador do MIPS seja canalizado a recursos,
ele ndo possui hardware para gerenciar e proteger as dependéncias de recursos e dados no
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canal. Essa fungdo deve ser realizada por software (isto €, em tempo de compilagao). Tal
estratégia € muito diferente de técnicas usadas em outras m4quinas com uso extensivo de
canais, como no IBM System/360 Model 91, no qual a protegdo de recursos entre estégios
é feita em tempo de execugdo por um hardware especial'. Transladando essa fungdo de
tempo de execugdo para tempo de compilagdo, os projetistas do MIPS pretendem produzir:
uma méquina de computagdo mais eficiente em reduzido perfodo de tempo.

Tabela 2.1 Conjunto de Instrugdes do MIPS

Operagdo Operandos Comentdrios

Add srcl, src2, dest Soma de inteiros

And srcl, src2, dest Operagdo E Légica

Ic srcl, src2, dest Insira byte

Or srcl, src2, dest Operagdo OU Légica

Rlc srcl, src2, src3, dest Rotagao combinada

Rol srcl, src2, dest Rotagio

Sl srcl, src2, dest Deslocamento 16gico A esquerda
Sra srcl, src2, dest Deslocamento aritmético 2 direita
Srl srcl, src2, dest Deslocamento légico a direita
Sub srcl, src2, dest Subtragao inteira

Subr srcl, src2, dest Subtragio inteira reversa

Xe srcl, src2, dest Extraia byte

Xor srcl, src2, dest OU exclusivo 6gico

Ld A[src],dst Carregue com base

Ld [srcl + src2],dst Carga com base indexada

Ld [srcl > > src2),dst Carga com base deslocada

Ld A,dst Carga direta

Ld Idst Carga imediata

Mov stc,dst Carga imediata

St srcl,A[src]) Armazena com base

St srcl,[src2 + src3) Armazena com base indexada
St srcl,[src2 > > sre3) Armazena com base deslocada
St SIc,A Armazena direto

Bra dst Desvio relativo incondicional
Bra Cond,srcl,src2,dst Desvio condicional

Jmp dst Desvio incondicional direto
Jmp Afsrc) Desvio incondicional com base
Jmp (Afsrc) Desvio incondicional indireto
Trap Cond,srcl,src2 Instrugdo trap

SavePC A Salve PC multiestfgio apés trap ou interrupgio
Set Cond,src,dst Assinalamento condicional
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Vdrios outros aspectos de projeto para o processador MIPS refletem o desejo de
uma minima complexidade de hardware e alto desempenho. Duas interfaces para meméria
sdo fornecidas, uma para instrugdes e outra para dados. Isto dobra a banda de passagem
méxima que apenas uma interface de memdéria permitiria (um fator importante para o
MIPS, j4 que seu microengenho rédpido pararia se nao houvesse uma banda de passagem de
memébria ripida o suficiente). O MIPS € também uma méiquina com enderegcamento por
palavra. Apenas um tamanho de instrugao € fornecido no MIPS, e todas as instrugoes tém
o mesmo tempo de execugo. Isto, associado a auséncia de c6digos condicionais, simplifica
a manipulagio de interrupgdes e falha de pédginas. Qualquer instrugdao do MIPS que possa
gerar falha de paginagdo garantidamente nao modificar4 o conteido da memoria antes que
a falta de pdgina seja detectada, eliminando a necessidade de salvamento do estado interno
para reinicio da instrugao.

Essas trés mdquinas, 801, RISC I ¢ MIPS, formam o nicleo das méquinas de
pesquisa RISC, Os trabathos citados descrevem seus principios detalhadamente, mas al-
gumas de suas caracterfsticas serdo referenciadas durante esse artigo. Apesar de outras
méquinas RISC serem consideradas e exploradas na indistria € nos meios académicos, a
discussdo aqui se concentra nessas trés.

Nenhuma definigdo compreensiva sobre RISC emergiu ainda, mas uma € neces-
sdria. S30 propostos aqui seis elementos sinergéticos que parecem essenciais para a filoso-
fia RISC:

1. Operagées de ciclo unico. Facilita a execugdo rdpida de fungdes simples que pre-
dominam no fluxo de instrugdes de um computador e favorecem um baixo custo
interpretativo.

2. Projeto de leitura/escrita. Advém da necessidade de operagao em ciclo Gnico.

3. Controle por hardware. Para produzir operagdes de ciclo Gnico rdpidas. Microc6digo
conduz a controle lento e elevagido de custo na interpretagio.

4. Relativamente poucas instrugdes e modos de endere¢camento. Isto facilita interpretagdo
veloz e simples pela miquina de controle.

5. Formato de instrugao simples. O uso consistente de formato simples facilita a decodi-
ficagdo de instrugdes por hardware, o que, novamente, aumenta a velocidade do fluxo

de controle,

6. Mais empenho em tempo de compilagdo. As miquinas RISC sdo especializadas em ro-
dar apenas c6digos compilados. Isto oferece a oportunidade de mover complexidades
estiticas de tempo de execugdo para o compilador. Um bom exemplo disso € o reorga-
nizador de canal por software usado no MIPS'®,



Uma perspectiva RISC 13

A lista de caracterfsticas RISC enumerada acima serd usada neste capftulo para
suprimir afirmativas equivocadas assim como prover um alicerce para debates. Embora al-
guns aspectos dessa lista possam ser discutfveis, eles servirdo, no minimo, como uma defi-
ni¢do de trabalho neste capftulo, para que alguns resultados e implicagdes do RISC possam
ser explorados.

2.3 DESAFIOS DO RISC

Como mencionado anteriormente, as idéias RISC representam um sério desafio
para alguns estilos de projeto em uso que tém guiado os projetos de computadores h4 anos.
Esta segdo ird examinar cada uma das caracterfsticas definidas anteriormente sob essa 6ti-
ca. Cada caracteristica ser4 explorada para mostrar como elas diferem de tradiges passa-
das e como elas podem contribuir para tradiges futuras.

A arquitetura de leitura/escrita ndo € um conceito novo, mas certamente nio € a
razdo de ser que € para os projetos RISC. Os projetos de leitura/escrita fornecem um ni-
vel mais baixo de atomicidade de instrugao que as fornecidas por arquiteturas que podem
ter acesso miiltiplo & memdéria em uma mesma instrugdo. Enquanto esse baixo nivel de
atomicidade requer mais instrugdes, ele pode contribuir para implementacdes mais féceis.
Isto € verdade para méquinas que tém de suportar meméria virtual e, portanto, tém de
recuperar erros de acesso de meméria. Criar uma mé4quina que possa recuperar tal erro

e reiniciar coerentemente € direcionar-se por uma méquina RISC. Torna-se mais dificil
ainda quando podem ser feitos acessos miiltiplos 3 meméria em uma mesma instrugio.

E dificil argumentar contra o desejo de controle por hardware. O tempo de ciclo
mais rdpido e a menor 4rea de controle que deriva de controle por hardware sdo sempre
atrativos. Isto combina razoavelmente com a filosofia RISC, que defende uma méiquina
suficientemente simples para que o controle por hardware seja possivel. Para méquinas
maiores, o controle por hardware pode se tornar um pesadelo. A regra para os projetistas
€ “Instrugées RISC devem rodar na velocidade RISC”, significando que o subconjunto de
instrugdes comumente usado deve rodar como se fosse controlado por hardware. Obvia-
mente, o Unico modo de fazé-lo € controld-los por hardware, tendo-se duas alternativas.
Uma € projetar um RISC. A outra requer a questdo: “Sistemas controlados por hardware
e microc6digo podem ser efetivamente unidos?” Se h4 exemplos comerciais de tais miqui-
nas ndo se estd ciente disso.

Tendo-se relativamente poucas instrugbes e modos de enderecamento em uma
arquitetura, pode-se ter dois efeitos positivos na implementagio. Primeiro, isto facilita um
projeto rdpido. Projetar qualquer processador comercial é, por natureza, uma tarefa com-
plexa; com toda a documentagio necesséiria e testes, um processador pequeno € simples
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serd sempre mais ficil de projetar que um maior € mais complexo. O segundo efeito posi-
tivo trata de recursos como espago para a pastilha, potencial disponivel e espago de placa.
Um processador simples necessitard de menos recursos para implementagéo. Isto poderd
deixar recursos para caracteristicas que nao sao da arquitetura, como caches, traducao de
enderegos, E/S em pastilha (em placa). Isto fornece uma flexibilidade que nio se encontra
em projetos de processadores mais complicados.

Nem todos os pontos dessa definigao de RISC podem ser aplicados somente para
processadores pequenos e simples. Por exemplo, o RISC nao € o tnico estilo de arquite-
tura que pode ser \til para formatos de instrugao simplificados. Os implementadores do
CISC j4 sentiram o panico de prover instrugdes complexas, de tamanho varidvel, e codifi-
cagdo vertical. As arquiteturas como a do VAX tém um tenddo de Aquiles limitando o
desempenho em seus modos de enderegamento emaranhados e instrugées de miiltiplos
operandos. Decodificar tais seqiiéncias de instrugdes €, por natureza, ou vagaroso ou caro
ou os dois. Nao seri surpresa se arquiteturas futuras, complexas e massivas, aparecerem
com formatos de instrugdes mais claros dos que existem hoje. Algumas grandes arqui-
teturas recentes, como a série Ridge 32/ 100, demonstra essa tendéncia.

A énfase em tecnologia de compiladores que os projetos RISC tém mostrado
também passa a ter um efeito positivo em todos os projetos de computadores. Enquanto
escrever c6digo assembly para o 360 ainda for predominante, um cédigo compilado exe-
cutdvel eficiente € um objetivo apropriado para qualquer arquitetura nova. Além disso, a
nogdo de mover funcionalidades do tempo de execugio para o tempo de compilagio final-
mente teve a atengdo apropriada no mundo RISC. Deveria ser dado 0 mesmo nivel de
atengao a esse princfpio em todos os projetos de computador.

A vantagem de operagoes de ciclo (nico é uma caracterfstica RISC que, embora
intuitivamente apareca em muitos pontos, ndo tem sido demonstrada. Infelizmente, projeto
de computador ndo € uma ciéncia; nenhum teorema pode ser provado demonstrando a su-
perioridade de projetos com ciclo dnico. Enquanto € fAcil acreditar que m4quinas de ciclo
Gnico tenham vantagem sobre maiquinas tradicionais de microcédigo, h4 pouca exploragao
de esquemas hfbridos que possam misturar operagdes de Gnico e miiltiplos ciclos.

2.4 ‘RISC COMERCIAIS

Até agora a discussdo sobre miquinas RISC tem se limitado a projetos de estudo.
Nesta se¢do serdo discutidas algumas méquinas comerciais que consideramos com algumas
qualidades RISC. Mais especificamente, serdo discutidas mdquinas cujas especificagoes
tém sido amarradas a implementagdes do hardware por razdes de desempenho. Isto € um
atributo-chave da filosofia RISC e ¢ vdlido discutir mdquinas que tiveram decisGes de
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projeto significantes que atravessam os limites tradicionais de hardware/software. Esta
se¢io serd fechada com uma discussdo breve sobre vdrias méquinas que por vérias razdes
tém sido chamadas RISC mas fogem da definigao apresentada na (ltima sego.

2.4.1 O INMOS TRANSPUTER

O transputer?® representa um caminho novo para projetar sistemas de micropro-
cessadores VLSI. Os microprocessadores tipicos sdo projetados para aplicagoes de uni-
processadores ¢ sdo padronizados ao nfvel de instrugdes. O principal objetivo do Inmos &
prover uma familia de componentes VLSI programéveis de alto desempenho (transputers)
contendo enlaces de comunicagdo de banda larga para a criagdo de sistemas multiproces-
sadores concorrentes. O nivel de padronizagao para transputers € 0 occam, uma linguagem
de programacao na qual os processos concorrentes comunicam-se via passagem de mensa-
gens através de canais especificados. Os modelos occam de processos € comunicagio sdo
suportados diretamente por implementagGes de transputers.

Padroniza-se a famflia de transputers no nfvel occam para permitir ao hardware
do transputer englobar futuras tecnologias VLSI e ser otimizado para propostas de
processos especiais mantendo-se a compatibilidade com o software b4sico do occam. Co-
mo tal, cada transputer ser4 projetado para fazer o mais eficiente uso da tecnologia dispo-
nfvel, a fim de maximizar o desempenho. E nesse ponto que o transputer comega a ser as-
sociado com a filosofia RISC. Os projetos de transputers sdo abertos para decisdes que
atravessam os limites convencionais de arquitetura/implementagdo, hardware/software
e tempos de compilagio/execugao para alcangar alto desempenho tanto quanto os modelos
occam de processos € comunicagao suportem. Os primeiros resultados dessa abertura po-
dem ser vistos na implementagao inicial dos transputers.

As duas maiores caracterfsticas do primeiro membro da familia de transputers, o
IMST424, sdo uma CPU com microcédigo simples e 2 kbytes de meméria na pastilha. As
razoes para a escolha de uma meméria na pastilha grande e um microengenho simples po-
dem ser explicadas pelos constrangimentos de implementagdo em silfcio atuais. A meméria
na pastilha oferece acessos rdpidos para uma larga quantidade de dados sem se utilizar de
comunicagdo com a memoria externa 3 pastilha. A meméria € também bem adequada a
implementagdes em VLSI por causa de sua estrutura regular (também os principais pro-
dutos da Inmos tém sido memdrias semicondutoras). Entretanto, os 2 kbytes de meméria
na pastilha usam uma parte significante da 4rea de silicio limitando os recursos de hard-
ware disponfveis para o microengenho. Isto tem implicagGes diretas no conjunto de instru-
¢Oes, porque o largo espago necessério para o microcédigo de um conjunto de instrugdes
complexo ndo € disponfvel. Como tal, o conjunto de instrugdes do T424 tem formato
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muito simples, codificado em um byte, € a maioria das instrugées roda em ciclo Gnico.

O T424 tem apenas seis registradores (Figura 2.2). Esse nmero, embora peque-
no, ndo € um grande prejufzo para o desempenho do processador, por causa da memdria
na pastilha, que fornece acesso aos dados com velocidade préxima 2 desses registradores.
O mimero reduzido de registradores também reduz a quantidade de estados que necessi-
tam ser salvos e restaurados nas chamadas de procedimentos e trocas de processos. Os seis
registradores sdo:

® os registradores A, B e C, que fazem uma avaliagdo da pilha. Esses registradores sdo
referidos implicitamente por instrugdes eliminando a necessidade de bits nas mesmas
para especificar registradores, simplificando o formato das instrugées;

® 0 ponteiro da 4rea de trabalho aponta para a 4rea na memoria onde residem as varidveis
locais;

® o ponteiro para préxima instrugao;

® o registrador de operando que & usado para formar operandos das instrugdes.

Registradores Locais Programa

Areade
trabalho

Préxima
Instrugio

Operando

Figura 2.2 Registradores do T424
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O conjunto de instrugdes do T424 tem apenas um formato de instrug@o. Todas as
instrugdes sdo de um byte, que € dividide em duas partes: um campo de fungdo de 4 bits €
um campo de dado de 4 bits (Figura 2.3). As instrugdes sao divididas em trés grupos:

7 0

Fungio Dados

Figura 2.3 Formato de instrugdo do T424

® Fungées diretas. Esses 13 opcodes constroem a maioria das operagdes comuns usadas
em um programa, cOmo a carga e armazenamento de varidveis locais da 4rea de traba-
lho, carga e soma de constantes, saltos e chamadas de procedimentos;

® Funcées de prefixo. Desde que apenas 4 bits de dados podem ser expressados em uma
instrugdo, € necessdrio um cache para operandos mais longos. Esta € a fungdo de duas
instrugoes de prefixo, prefix e prefix negativo. A instrugao prefix carrega os 4 bits de da-
dos nos 4 bits menos significativos (low order) do registrador de operandos e, entio,
desloca o conteldo em 4 bits. O prefix negativo opera similarmente, exceto que o con-
teGdo do registrador de operando € complementado antes do deslocamento. Assim,
operandos de qualquer tamanho (desde que ndo ultrapassem o tamanho do registrador
de operando) podem ser construidos.

® Fungoes indiretas. O opcode operate faz com que seus operandos sejam interpretados
como uma operagio a ser executada com os valores na pilha de avaliagado. Um exemplo
dessa operagdo seria somar os conteidos dos registradores A e B, armazenar o resulta-
do em A e copiar o contelido de C em B. Essa instrugdo permite especificar, com 1 by-
te, 16 operagdes na pilha de avaliagio. E possfvel também especificar qualquer nimero
de operagoes por meio do uso das instrugoes de prefixagao.

O T424 também suporta o modelo occam de concorréncia. O processador tem
um escalonador que o compartitha entre os processos ativos. Esses processos sado mantidos
em duas listas ligadas de prioridades diferentes. Os registradores em hardware s3o usados
para apontar o primeiro e o ultimo processo da lista. Os processos novos sio alocados no
fim da lista, e, quando um processo nao est4 habilitado para ser processado, seu ponteiro
de instrugao € salvo na sua 4rea de trabalho, € o pr6ximo processo na lista serd processado.

O modelo de comunica¢do occam € implementado no T424 também. As mensa-
gens sdo passadas através de canais que podem ser internos ao processador ou conectados
entre dois processadores. Os canais internos sao implementados no T424 usando uma pa-
lavra na memoria, e os canais externos sdo construfdos usando os enlaces de comunicagao
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ponto a ponto. A mesma seqiiéncia de cédigo pode ser usada para os canais externos e in-
ternos, permitindo que 0s processos sejam escritos sem o conhecimento da alocagio real
dos processos. Dessa forma, um programa occam pode rodar qualquer configuragdo de
transputers; somente informagdes sobre detalhes de configuragio do sistema precisam ser
mudadas.

A Inmos tem reportado quadros de desempenho impressionantes para o T424.
Colin Whitby-Stevens declara que para a seqiiéncia de instrugdes tfpicas comumente usa-
das pode ter uma taxa de execugio de 15 MIPS. As taxas de MIPS podem ser sempre en-
caradas como suspeitas, especialmente quando usadas como medida de comparagao entre
miquinas diferentes. Deve-se conhecer o tipo de instrugdes que sdo executadas (opera-
¢oes, tipo de dado e modos de enderegamento) e onde tais instrugdes e os dados que elas
manipulam sfo encontrados (por exemplo, em um cache, fila de pré-aquisi¢io, ou meméria
principal), para entender-se exatamente que tipo de desempenho esté sendo indicado, Isto
¢ especialmente verdadeiro para a taxa de 15 MIPS para o T424. Esta € a taxa m4xima
para instrugdes de ciclo finico em memoria na pastilha. A degradagdo do desempenho da
memoéria externa (um caso provével desde que apenas 2 kbytes de memdria estdo na pas-
tilha) e instrugdes mais vagarosas (por exemplo, troca de contextos e instrugdes de multi-
plicagdo) ndo sdo incorporadas nessas consideragdes. Deve-se lembrar também que as
instrugGes tipicas do T424 executam somente operagdes simples, ao passo que, em uma
miquina mais complexa, pode-se acoplar em uma instrugdo o que requereria toda uma se-
qiiéncia de instru¢Ges no T424,

A meméria na pastilha do T424 prové acesso rdpido a instrugdes e dados. En-
tretanto, o conteGdo da memoéria deve ser manipulado explicitamente pelo programador.
A geréncia dessa meméria nio € transparente para o programador como um cache usual-
mente o €. Assim sendo, quando € necessério mais de 2 kbytes de meméria o programador
deve alocar cuidadosamente a memdria da pastilha para os processos mais crfticos do re-
curso tempo, para obter alto desempenho.

Deve-se notar que, embora occam e transputer possam ser ferramentas efetivas
para a construgao de sistemas altamente concorrentes, eles ndo provéem uma solugao geral
para decompor um problema em partes concorrentes ou planejar a interagdo de suas par-
tes. O projetista do sistema deve tomar decisGes relativas a se 0s processos s3o mais efeti-
vos quando operando concorrentemente, cOmo 0s processos concorrentes poderiam ser
distribufdos nos transputers, e quando os processos se comunicariam entre si, Estes s30 os
mesmos problemas que tém ocorrido em projetos de computadores paralelos hd anos.
Norman Aleizer, consultor da Arthur D. Little Inc., entrevistado na Electronics
Week, disse: “Exceto para processamento de sinal puro, o mercado de processamento pa-
ralelo tem uma hist6ria de falhas?*, Isto nio quer dizer que a famflia do -transputer fra-
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cassou, mas observa-se que occam e transputer nio ofereceram uma solugdo total de sis-
tema. Vdrias decisées de projeto ndo triviais ainda precisam ser feitas para compreen-
der-se efetivamente um sistema concorrente usando transputers.

2.4.2 ACORN RISC MACHINE (ARM)

A Acorn Computers de Cambridge, Inglaterra, anunciou o desenvolvimento do
Acorn Risc Machine (ARM), um processador VLSI de 32 bits2. O ARM foi projetado em
um perfodo de dezoito meses e todos os objetivos de projeto foram alcangados na primeira
pastilha. O ARM propde exceder o desempenho de microprocessadores comerciais dispo-
nfveis, como o Motorola 68000 e o National Semiconductor 32016.

O ARM € a resposta do objetivo da Acorn de construir computadores pessoais
de baixo custo e estagdes de trabalho usando tecnologia de 16 ou 32 bits. Os micropro-
cessadores de 16 e 32 bits existentes foram avaliados, € a Acorn concluiu que eles ndo po-
deriam ser incorporados em computadores pessoais de baixo custo sem um compromisso
significante com o desempenho do sistema. A Acorn menciona as longas operagdes nao-
interruptfveis nos microprocessadores existentes, que podem aumentar o tempo de res-
posta a interrupgdo, como um fator limitante do desempenho do sistema, e concluiu que os
microprocessadores existentes podiam ndo suportar requisigoes de E/S intensa sem hard-
ware de DMA caras.

Desde que os microprocessadores existentes foram avaliados como impréprios
para méiquinas de baixo custo e alto desempenho, a Acom comegou a considerar a possibi-
lidade de projetar seu préprio microprocessador. Alguns critérios de projeto considerados
por eles foram:

1. A laténcia de interrupgdes do processador deveria ser reduzida, por causa das razdes
citadas acima.

2. O desempenho da nova méquina deveria ser no mfnimo compar4vel ao das m4quinas
comerciais existentes.

3. O novo microprocessador deveria suportar sistemas de memdria virtual, implicando
que todas as instrugées precisariam ser reinicidveis.

4. A tarefa de projetar deveria ser simples, considerando os recursos disponfveis para a
Acorn.

Primeiramente foi adotada a filosofia RISC para chegar ao quarto critério. En-
tretanto, uma méquina simples pode melhorar a laténcia de interrupgdes e simplificar o
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hardware necessdrio para permitir que as instrugdes sejam reinicidveis (critérios 1 e 3).
Algumas caracterfsticas importantes do ARM sio:

® 0 ARM tem um barramento de dados de 32 bits € um de ehderegos de 26 bits. A me-
moria € enderagada por byte. Todas as instrugdes sdo de 32 bits e alinhadas em pala-
vras. O ARM tem 16 registradores de uso geral, dos quais dois s30 usados como conta-
dor de programa e como registrador indicador de retorno de sub-rotina. Todas as ope-
ragdes sao feitas em palavras de 32 bits. As instrugOes de armazenamento € carga sdo
usadas para conversdo entre byte e palavras;

® todas as operagdes légicas e aritméticas sdo feitas em registradores. Essas instrugdes
especificam um registrador de origem, um segundo registrador ou uma constante de 8
bits, € um terceiro registrador de destino. O segundo operando-fonte pode ser traba-
lhado (deslocado/circulado) antes de ser usado como operando;

® as operagdes de carga e armazenamento podem usar uma base geral acrescidas de inde-
xagdo, ou uma base mais uma constante de 12 bits para enderegamento da meméria.
Qualquer registrador pode ser usado como uma base, e o registrador de indexagdo pode
ser deslocado antes de somado 3 base. O registrador base pode ser atualizado ou
nao, antes ou depois da transferéncia, conforme desejado. Instrugdes para transferéncia
de miltiplos registradores de/para posi¢ées contiguas de meméria também estio
disponfveis; -

® instrugdes de desvio utilizam alinhamento em palavra, deslocamento de 24 bits que
permite desvios para qualquer lugar dentro da meméoria enderecével. As instrugdes de
desvio podem especificar que o contador de programa seja salvo no registrador indi-
cador de chamadas de procedimento, para implementar chamadas e retornos de
procedimentos;

@ os modos supervisor € de atendimento de interrupgdo tém acesso a nove registradores
ndo disponiveis para o uso de programas de usudrio. Esses registradores sdo usados
para minimizar a laténcia de interrupgdes e trocas de contexto, como também para pro-
ver suporte para simular um canal DMA;

® reiniciagdo de instrugbes ap6s uma excegdo ndo € manipulada completamente pelo
hardware. O critério utilizado pelo ARM foi o de que seria possivel restaurar o con-
texto do processador. Como tal, a Ginica garantia € que todas as informagGes necess4rias
para o restabelecimento do estado do processador depois de um aborto s3o preservadas.
O software deve guardar e restabelecer o estado apropriado antes de uma instrugio ser
executada novamente;

® o processador ARM suporta diretamente os ciclos de modos de paginagdo para DRAM.,
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Isto pode produzir uma banda de meméria mais elevada do que n&o usar ciclos de mo-
dos de paginagdo.

2.4.3 O JARGAO RISC

O termo RISC tem se tornado popular no meio técnico € tem, por extensdo,
transformado-se em jargdo. Vérias companhias de computadores estdo desenvolvendo
sistemas de computadores novos que eles afirmam ser RISC, mas que possuem caracteris-
ticas muito diferentes das descritas acima.

Como exemplo de companhias que se consideram ter miquinas RISC, considere
duas companhias que declaram ter criado o primeiro computador comercial RISC: a Ridge
Computers ¢ a Pyramid Technology. Ambas as mdquinas tém formato de instrugio res-
trito, uma caracteristica que elas compartilham com médquinas RISC. Mas a méquina da
Pyramid ndo € de leitura/escrita, e ambas as m4quinas, Ridge e Pyramid, tém instrugdes de
tamanho variado, envolvem interpretagido de ciclo miltiplo, e empregam microcédigo.
Além disso, embora seus conjuntos de instrugdes possam ser reduzidos em comparacao ao
VAX, a Pyramid tem quase 90 instrugdes e o Ridge tem mais de cem. O uso de microc6-
digo nessas m4quinas ndo € inesperado, por razdes de custo/desempenho. A méquina da
Pyramid também tem um sistema de conjuntos mfltiplo de registradores que deriva do
RISC I da Berkeley, mas, como ser4 discutido mais tarde, essa caracterfstica independe da
filosofia de projeto RISC. Sob o ponto de vista do marketing e pela tecnologia essas m4-
quinas podem ser de sucesso, mas ndo sdo RISC,

2.5 PONTOS DE CONFUSAO SOBRE RISC/CISC

H4 duas nogbes erradas prevalentes sobre RISC e CISC. A primeira € sobre a
controvérsia RISC e CISC que parece implicar que o domfnio da discussio seria restrito a
selegdo de candidatos a um conjunto de instrugdes. Apesar da especificagio de instrugdes,
seus formatos e o nlimero das mesmas ser o foco bésico da maior parte da literatura RISC,
uma melhor generalizag3o da filosofia RISC vai bem além dessa atividade reduzida, Mais
propriamente, ela conota uma disposigdo concisa e independente para tomar decisdes de
projeto sobre arquitetura/implementagio, hardware/software e limites entre tempo de
compilagado/execugdo visando maximizar o desempenho (como avaliado em contextos
especfficos).

A controvérsia RISC/CISC também parece implicar que qualquer méquina
apresentada pode ser classificada tanto como CISC ou RISC, e que a tarefa prim4ria de-
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frontada por um projetista est4 em escolher o estilo de projeto mais adequado para uma
aplicagao especffica. Mas a classificagdo RISC/CISC ndo € uma dicotomia. Os RISC e os
CISC estio em 4ngulos diferentes de um espago de projeto multidimensional e contfnuo.
O que € necessério ndo € um algoritmo pelo qual pode-se escolher entre RISC e CISC; ao
contrério, o objetivo deveria ser a formulagido de um conjunto de técnicas extrafdas da ex-
periéncia em CISC e dos princfpios de RISC que possa ser utilizado por um projetista para
associar apropriadamente funcionalidade ao nivel de implementagio, dentro de um sistema
de computador®» 8.1,

Infelizmente, como foi colocado’, os termos reduzido e complexo tém sido con-
trapostos em discussdes da filosofia. De fato, duas dimensdes ortogonais de conjuntos de
instrugdes estio em questio aqui: tamanho (reduzido versus grande) e complexidade (sim-
ples versus complexo). A primeira dimensdo concerne ao nlimero de instrugdes (modos de
enderegamento, nGmero de valores possfveis nos campos de instrugGes em geral) que ca-
racteriza uma arquitetura. O outro concerne 3 complexidade funcional das instrugGes que
poderia ser representado pelo nmero de operagdes ‘“‘primitivas’ necessérias para sinteti-
z4-las. Essa dimensdo € mais dificil de medir, pois pode haver mistura entre instrugdes
simples e complexas dentro da mesma arquitetura de computador.

E verdade que “reduzido” e “simples” t€m uma forte ligagdo dentro do contexto
de projeto RISC, assim como “‘grande’ e “complexo” normalmente sio do domfnio CISC.
Isso ndo precisa ser uma norma. Simplicidade tem um significado diferente para projetis-
tas de pastilhas, arquitetos de computadores e outras pessoas envolvidas no projeto. O
VAX tem sido apontado como sendo de arquitetura complexa. Entretanto, pela 6tica de
seus projetistas, 0 VAX teria um conjunto de instrugoes grande mas simples. A definigao
de simplicidade usada neste contexto foi:

® aqueles atributos (outros além de prego) que tornaram o sistema de minicomputadores
atrativo;

® estes incluem compreensibilidade, compatibilidade e facilidade de uso?®.

E questionivel se esse objetivo foi alcangado ou néo, especialmente porque os
itens que sao macigos tendem a ser complexos. Ser4 discutido adiante que de certa forma o
termo simplicidade pode ser de importincia primordial.

No que se refere a suporte, tendo-se apenas operagdes simples, os proponentes
do RISC freqiientemente observam os efeitos nocivos do uso de instrugdes complexas.
Mesmo assim, a popularidade em incorporar fungoes especializadas como comunicagao in-
terprocessos (IPC - Interprocess Communication) nao parece diminuir. Os projetistas do
EXLS/6400 declaram??®, por exemplo:
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“Uma caracterfsica de arquitetura chave que permite ao sistema operacional lutar
contra a grande variabilidade de seu ambiente de hardware ¢ o microcédigo ¢ o sistema de
mensagem implementados em hardware. O uso de mensagens nos permite fazer opgdes na
arquitetura da CPU e do sistema operacional que aumentam a eficiéncia de processadores
adicionais”.

Mas concordamos com uma das crfticas do RISC em relatérios publicados sobre
essas miquinas: nao € suficiente mostrar que uma instrugio complexa executa mais rapi-
damente que uma seqiiéncia equivalente de instrugGes primitivas. Também deve-se mos-
trar que o efeito seja o aperfeicoamento do desempenho do sistema. Acreditamos que esse
aspecto do problema deve ser uma preocupagao no projeto.

H4 vérios outros ambientes de computagdo, tal como tempo real ou sistemas de
processamento de sinal, onde seria dificil argumentar contra fungbes complexas de suporte
na arquitetura e implementagio. Mais genericamente, Radin escreveu?’:

“Geralmente € verdade que implementar uma fungfo complexa em l6gica ran-
domica resulta que sua execugao seja significativamente mais rdpida que programé4-la co-
mo uma seqiiéncia de instrugdes primitivas. Como exemplos temos a aritmética em ponto
flutuante e a multiplicagdo em ponto fixo. Ndo temos objegdo a essa estratégia, desde que
a freqiiéncia de uso justifique o custo e, mais importante, desde que essas instrugdes com-
plexas de forma alguma diminuam a velocidade das instrugdes primitivas”.

Confirmamos essa declaragido, mas argumentamos que a freqiiéncia de uso nio €
um critério suficiente para justificar uma dada instrugdo. Como Clark e Levy disseram®:

“Agregagio de estatfsticas separadas ndo podem guiar o projeto de um conjunto
de instrugGes planejado para linguagens e aplicagGes diferentes. Em particular, as instru-
¢oes que ndo sao usadas freqientemente podem ser crfticas para alguns possfveis
usudrios”.

A nogdo de que fungdes complexas diminuem a velocidade de ag8es simples de
um computador parece ser um problema real que nos impede de ter o melhor. Acredita-
mos que um estudo sério nas 4reas de partigdo funcional, interpretagdo de instrugdes e de-
codificagao distribufda produzir§ estruturas de computador que reduzirdo ou eliminardo
esse efeito. Até que os estudos sejam diretamente dirigidos para esse problema, uma com-
preensdo grande das verdades cientfficas e os principios envolvidos, em oposigao ao fol-
clore correntemente disseminado, ndo € possfvel.

Uma conseqiiéncia da atitude *“nés ou eles”, evidenciada na maioria das publica-
¢oes RISC, € que o desempenho reportado de uma méquina particular (por exemplo,
RISC I) pode se tornar muito diffcil de interpretar se as vantagens advindas das diversas
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decisdes de projecao nao forem apresentadas individualmente. Um projetista defrontando-
se com uma grande gama de alternativas precisa de um suporte mais especifico do que
uma medida de desempenho monolitica como tudo ou nada.

Um exemplo de como o tema de campo de agdo pode estar confuso € encontrado
em um artigo recente®. Criando-se uma méquina com apenas uma instrugio, seus autores
afirmam ter delimitado o espago de projeto RISC, com sua méquina em um extremo desse
espago ¢ o RISC I (com 31 instrugbes) no outro extremo. Mas um nfimero absoluto de
instrugbes nido pode ser o critério exclusivo para classificar uma arquitetura como RISC
ou CISC. Esse modelo est4 longe de ser proveitoso: ele ignora aspectos de modos de en-
deregamento e a complexidade associada; ele falha no manejo do par compilador/arquite-
tura; ele ndo fornece meios para avaliar a implementagdo de outras decisdes de projeto
além do conjunto de instrugdes como conjuntos de registradores, caches, gerenciamento
de memo©ria, operagoes de ponto flutuante e co-processadores.

Outro engano propagado por esse artigo € que todo sistema € composto por
hardware, software, c6digo e aplicagdo. Isso infelizmente desconsidera o sistema opera-
cional e o overhead (tempo gasto pela miquina em fungdes internas); a necessidade de
sistema operacional nido pode ser ignorada na maioria dos sistemas. Essa 4rea tem tido
pouca atengdo dentro dos estudos RISC (em contraste a virios esforgos feitos para o
CISC)*.¢.

Uma consideragdo para projetos de sistemas de computadores que recebeu muita
atengao nos primeiros argumentos a favor do RISC foi a de que projetos mais simples po-
diam ser concretizados mais rapidamente dando-lhes uma vantagem de desempenho sob
miquinas mais complexas. Juntando-se as vantagens econdmicas de *“pegar o mercado
primeiro”, isto foi suposto permitir-se implementagdes de tecnologia relativamente anti-
gas. Dentro desse contexto, o VAX de 32 bits da DEC € muito mais interessante.

O VAX qualifica-se como um CISC. De acordo com artigos publicados, o Mi-
croVAX-32, uma implementagdo VLSI de preponderéncia do conjunto de instrugGes do
VAX, foi projetado, concretizado e testado em um perfodo de vérios meses. Pode-se es-
pecular que esse pequeno perfodo de gestagdo foi possfvel, em grande parte, em virtude da
considerdvel sabedoria da DEC em implementar a arquitetura do VAX (produtos exis-
tentes, incluindo o 11/780, 11/730, 11/750 e o VLSI-VAX). Isso ndo seria possfvel se a
DEC nio tivesse, primeiro, criado um conjunto de instru¢des padronizado. Mas padroni-
zar a esse nfvel € precisamente o que a filosofia RISC € contréria. Tal padrao restringe o
compromisso de hardware/software nao-convencional que os RISC investem. Sob o
ponto de vista comercial € significante que o MicroVAX-32 tenha nascido em um mundo
onde os assemblers compativeis, compiladores e sistemas operacionais abundem, o que
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o que certamente ndo € o caso para um projeto RISC, onde toda nova geragio deve come-
gar do zero.

Tais problemas com projetos de sistemas RISC podem incentivar projetistas de
RISC comerciais a definir novos nfveis de padronizagio para obter algumas vantagens de
miltiplas implementagSes suportando uma interface nica. Uma opgao possivel para tal
interface pode ser definida como uma linguagem intermedidria, como alvo para todos os
compiladores. A linguagem intermedidria poderia ser transladada para um c6digo de mé-
quina 6timo para cada implementagdo. Uma forma simples desse processo de translagao
seria por meio de escalonamento de recursos em um nivel baixo (por exemplo, gerencia-
mento canalizado e alocagdo de registradores).

Pode-se notar que o MicroVAX-32 ndo implementa diretamente toda a arqui-
tetura do VAX, Tém sido feitas insinuagdes de que isso de certa forma suportaria a ten-
déncia RISC para emulagdo de fungdes complexas por software?®, Essas insinuagdes nao
sdo razodveis. O VAX nio se aproxima dessa definigdo do RISC violando todos os seis
critérios expostos. Para comegar, qualquer VAX, por defini¢do, tem tamanho de instrugao
varidvel e ndo € méquina de carga/armazenamento. Além disso, 0 MicroVAX-32 tem
execugdo de instrugbes com multiciclo, conta com uma méquina de controle em microc6-
"digo e interpreta todo o conjunto de modos de enderecamento VAX, Finalmente, o Mi-
croVAX-32 executa 175 instrugdes na pastilha, o que ndo pode ser considerado um nG-
mero “reduzido” de instrugdes.

Uma perspectiva melhor do MicroVAX-32 poderia mostrar que h4 de fato fa-
tores de custo/desempenho onde a implementagdo por microcédigo para certas fungdes
¢ imprépria e a implementagio por software seria melhor. A importincia de se fazer cui-
dadosamente essa associagdo de fungdo e nivel de implementagdo (software, microc6digo
ou hardware) tem sido amplamente demonstrada em vérios artigos sobre RISC, Essa sim-
ples preocupagdo € evidenciada também em vérias m4quinas CISC. No caso do Micro-
VAX-32, as instrugdes de ponto flutuante foram levadas tanto para um co-processador
como para rotinas de emulagdo por software. Os numerosos integrados de processadores
de ponto flutuante disponfveis atestam o bom senso contemporineo dessa separagio.
Também sdo emuladas as instrugdes de console, de decimal e manipulagdo de séries de
caracteres. Desde que vdrias dessas instrugdes ndo sdo freqlientemente usadas, ndo sio
criticas em relagao a tempo de execugio, ou nio sdo geradas por vérios compiladores, se-
ria diffcil considerar essa decisdo de projeto ruim, para produzir um VAX mais barato. O
MicroVAX-32 também mostra que € possfvel que projetistas de computadores inteligen-
tes e competentes, que tenham a nogdo correta de mapeamento de fungdo para nivel,
achem a microcodificagdo uma técnica apreciivel. Trabalhos j4 publicados sobre RISC
ndo permitem essa possibilidade.
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Na medida em que a tecnologia VLSI se desenvolve, o nivel de integragdo ird
aumentar, até que se seja capaz de incluir a memoéria principal e seu gerenciamento na
mesma pastilha com a CPU. Uma vez que esse avango de tecnologia seja alcangado, a fi-
losofia RISC ndo oferecerd opgbes de como obter vantagens de densidade maior de por-
tas. A filosofia RISC parece estar basicamente em desavenga com a idéia de milhdes de
transistores em uma tnica pastilha. Isso parece combinar bem com a tecnologia atual (por
exemplo, os integrados de GaAs atuais restringem-se entre 10 e 20 mil portas), mas eles se
tornarao menos atrativos com o aumento da fabricagao.

O ambiente de aplicagdo € de crucial importincia tamb&ém em projetos de siste-
mas. O conjunto de instrugdes do RISC I foi projetado especificamente para rodar a lin-
guagem C eficientemente, ¢ ele parece fazé-lo razoavelmente bem. Nos estudos do RISC
I também foi investigado o ambiente de computagido SMALLTALK-80. Em vez de ava-
liar o RISC I como uma méquina SMALLTALK, os estudiosos do RISC I projetaram um
novo RISC, e as simulagGes apresentaram resultados de desempenho encorajadores. Mas
projetar um processador para rodar bem uma linguagem & um esforgo qualitativamente
diferente de criar uma miquina simples, que deva exibir no mfnimo um desempenho acei-
tdvel para diversas linguagens (por exemplo, o VAX). Embora os estudos RISC oferegam
valiosas visOes sobre bases de linguagens, mais énfase em anomalias interlinguagens, iden-
tidades e tradeoffs € urgentemente necessério.

Sdo especialmente equivocadas as declaragdes RISC que se referem ao tempo em
projeto economizado pela criagdo de uma méquina simples em vez de uma complexa. Tais
declaragdes parecem razodveis. Entretanto, existem diferengas substanciais entre ambien-
tes de projetos para um projeto académico particular (tal como MIPS ou RISC I) e para
uma méquina com o tempo de vida medido em anos, requerendo software substancial e in-
vestimento em suporte, Como foi declarado em um artigo da Electronics Week, por R.
Davior Lowry, gerente de desenvolvimento de mercado da Denelcor: “Note que equipes de
desenvolvimento de produtos comerciais geralmente iniciam um projeto pesando impactos
de lucros e perdas nas decisGes de projetos. Uma universidade ndo tem de se preocupar
com isso; entao, freqiientemente, ocorre que véirios projetos sio iniciados e ndo termina-
dos... Isto ndo quer dizer que o valor das pesquisas feitas por eles seja reduzido. Isso sig-
nifica, no entanto, que é muito diffcil alguém reinvestir no sistema para torn4-lo um pro-
duto comercial” *'. Para que um produto se torne vidvel, € necessdrio fornecer uma gran-
de gama de documentagdo, treinamento para usudrio, facilitar a coordenagdo entre fabri-
cagio e produgio, com a previsio de futuras expansdes. Esses fatores distorcem tais com-
paragbes de tempo de projeto, ¢ comparagdes dessa natureza devem ser vistas com
suspeita,

Na literatura RISC, vé-se uma grande propensio tendenciosa, mas profunda,
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referente aos aspectos de um sistema de computador relativos a desempenho. Mais clara-
mente, se todos os outros atributos forem iguais, um melhor desempenho deve ser consi-
derado um aperfeigoamento para a miquina. Entretanto, consideramos possivel atribuir-se
tanta importéncia 3 dimensido desempenho em um sistema de computador. Desde que o
desempenho € a medida mais quantificdvel de uma méquina, ela € a mais discutida medida
— ndo porque o desempenho seja sempre inerentemente mais valioso que os outros pard-
metros, mas porque testes de avaliagdo sdo um caminho mais facil entre as alternativas de
comparagao de sistemas. E um erro guiar-se pelo desempenho cegamente sem conheci-
mento explicito do que est4 sendo tratado por ela.

Mesmo assim, as declaragbes sobre desempenho nos projetos RISC, talvez a mais
interessante de todas as afirmac¢des RISC, ndo sdo ambiguas. O desempenho quando me-
dido por estreitos testes de avaliacdo de baixo nfvel, como tem sido feito pelos pesquisa-
dores do RISC (por exemplo, solugdo recursiva do jogo Torre de Hanéi) ndo € a Gnica
medida em sistemas de computagio, e, em alguns, ndo € nem mesmo o mais interessante.
Para vérios computadores modernos, a Gnica figura de desempenho de mérito € o nimero
de transicées por segundo, o qual nao tem correlagdo direta ou simples com o tempo que
ele usa para calcular a fungdo de Ackermann. Enquanto milhGes de instrugGes por segundo
podem ter significado em alguns ambientes de computagao, recuperagao, avaliagio e tem-
po de resposta s3o muito mais importantes em outros, tal qual sistemas de defesa espacial e
aviagdo. O sistema de detecgdo de erro incorporado nessas miquinas, em todos os niveis,
pode reduzir o periodo de relégio bésico e degradar substancialmente o desempenho. Mas
reduzir o desempenho € tolerdvel, reduzir o tempo pode ndo ser. Em um extremo, a sim-
ples aplicagdo das regras RISC para projetar um conjunto de instrugdes resultaria em um
computador otimizado para rodar sua tarefa mais comum: diagnésticos. Em termos de
freqiiéncia de instrucdes, naturalmente aplicagdes de controle de voo constituem um caso
especial trivial e poderia ndo ser dada muita atengdo. Enquanto esse exemplo é humoristi-
camente implausfvel, € vélido enfatizar que nos esforgos para quantificar projetos de sis-
temas deve-se ter atengdo nd3o somente na freqiiéncia de execugdo de instrugdes, mas
também nos ciclos consumidos por execugdo de instrugdo. Levy e Clark fazem esse tipo de
referéncia em relagdo ao conjunto de instrugdes do VAX 22, todavia ele ainda tem de apa-
recer em alguns estudos do RISC relatados.

Para as aplicag6es onde o desempenho € uma preocupagido de primeira ordem,
pode-se deparar com a tarefa de quantific-la. O esforgo da Berkeley no RISC I de esta-
belecer a capacidade de sua miquina & louv4vel, mas antes de tirar conclusdes deve-se
examinar cuidadosamente os programas de testes de avaliagdo usados. Citando um artigo
recente:

“As previsoes de desempenho (RISC I e RISC II) foram baseadas em programas
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pequenos. Esse tamanho pequeno foi ditado pela confiabilidade do simulador ¢ do compi-
lador, pelo tempo disponfvel para simulagdo e a inabilidade dos primeiros simuladores para
manipular as chamadas do sistema Unix?®”.

Alguns desses programas “pequenos” realmente executam milhdes de instrugdes,
embora sejam programas bastante reduzidos em termos do escopo da fungdo. Por exem-
plo, o programa Torre de Hanéi, quando executado no 68000, gasta acima de 90% de seu
acesso 4 meméria executando procedimentos de chamada e retorno. Os pesquisadores do
RISC I e RISC II recentemente reportaram resultados de um teste de avaliagdo grande?®,
mas a importincia de testes de avaliagdo grandes ¢ ndo-homogéneos na medigdo de de-
sempenho ainda ¢ perdida na avaliagdo de computadores comerciais ¢ académicos, aos
quais sucumbiram no errado conceito de que microtestes de avaliagcao isolados represen-
tam uma medida Gtil.

Medir sistemas de computador requer que a carga de processos seja planejada de

tal forma que os resultados de medigdo possam ser interpretados de forma prética, A arte
de avaliar envolve prover programas que como um todo representem o processamento

carregado visto por uma méquina em uso real.

Entretanto, tes:es de avaliagdo sdo ainda uma arte. Existe uma pequena concor-
déncia sobre como caracterizar uma carga de processamento tipico, muito menos do que
na criagdo de iestes de avaliagdo que representem aqueles carregamentos com exatidio.
Mesmo em testes de avaliagdo que podem correlacionar bem com o comportamento médio
de uma carga de um processamento de larga escala, os testes de avaliagdo pequenos nao
captam ou duplicam tais condi;6es importantes de nfvel de sistema, como o tempo gasto
em trocas de processos e interrupgSes de E/S. Para sistemas com caches, os programas de

testes pequenos podem preenché-los inteiramente, exagerando o aumento de desempenho
de tais caches?2,

Como Levy e Clark declaram??, v4rios outros efeitos sutis estdo presentes quan-
do os testes de avaliagdo de alto nfvel s3o usados para comparar sistemas. Por exemplo,
eles argumentam que testes de avaliagdo implementados em linguagens diferentes ndo po-
dem ser usados para se tirar conclusdes de arquitetura, Como exemplo de como a seménti-
ca de linguagem pode afetar o resultado, eles observaram o sistema de manipulag3o de se-
qiiéncia de caracteres em C (s3o usados ponteiros para acessar caracteres) versus Pascal
(que indexa dentro de um vetor de caracteres), e dizem que, em linguagens como o Bliss
PL/I, a instru¢do de combinagio de séries de caracteres do VAX (Match C) poderia ser
usada tendo-se um aumento de velocidade com um fator de aproximadamente 5.

Outros problemas com teste de avaliagdo de linguagem de alto nfvel relacio-
nam-se com a qualidade do cédigo do compilador (uma questio muito significante para
o Intel 432, como ser4 discutido na Segao 2.7). Clark e Levy mostraram exemplos de va-
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riagdo de tempo de execugdo, em mais de 2:1; para compiladores diferentes da mesma lin-
guagem em uma tinica arquitetura.

Outra questdo na medigdo de desempenho de sistemas concerne a carga inserida
pela execugdo do cbdigo do sistema operacional. Desde que exista uma variada gama de
usos de fungbes do sistema operacional, pode ser muito dificil caracterizar tal sobrecarga,
mas freqiientemente ¢ estimado que um némero substancial (mais que 50%) dos ciclos do
processador sao tipicamente dedicados ao sistema operacional. Sobrecargas de processa-
mento dessa magnitude ndo podem ser ignoradas.

A despeito dos problemas associados com o uso de testes de avaliagdo, seu uso
pode ser de grande valor em projetos de arquitetura. Em discussdo sobre o desempenho do
sistema LISP, Gabriel e masinter'® defendem uma avaliagdo de arquitetura baseada em
testes de avaliagdo de desempenho combinados com andlise de mecanismos e estrutura,

“Arquiteturas de computadores tornaram-se complexas o suficiente para que
geralmente seja dificil analisar o comportamento de programas sem um conjunto de testes
de avaliagdo para guiar a andlise. E diffcil, geralmente, fazer uma an4lise acurada sem um
trabalho experimental para guiar a andlise € manté-la acurada; sem andlise ¢ dificil saber
como avaliar corretamente,”

Temos a posigao de que, embora haja virios problemas com a medigio de siste-
mas usando-se testes de avaliagdo, ainda h4 boas razbes para uséd-los. Se os testes de ava-
liagdo forem obrigados a ser implementados em uma linguagem simples, e para uma ar-
quitetura simples que € alterada de v4rios modos, entdo € possivel obter-se conclusoes nao
ambfguas sobre os efeitos daquelas decisGes de arquitetura,

O trabalho RISC geralmente escolhe por trocar os beneficios tradicionais de uma
dicotomia de arquitetura/implementagao por uma flexibilidade de implementacdo que pode
tornar uma avaliagdo de arquitetura mais dificil. Entretanto, prover alguns poucos exem-
plos de onde os projetistas do CISC podem ter ido longe na otimizagdo de arquitetura €
perdendo na eficiéncia de implementagdo ndo implica que os problemas sejam inevit4veis.
Tem sido afirmado que avaliagdo de arquitetura € “estupidez”, porque um estudo destes
ignorou os efeitos da pré-aquisicdo de bytes nao usados (um problema largamente evitado
pela técnica de desvio postergado comum ao RISC I, MIPS e ao 801)2°. Esse argumento ¢
ardiloso e pode ser tratado de virias maneiras:

1. Os estudos poderiam ter inclufdo aqueles bytes.

2. Qualquer m4quina, RISC ou CISC, pode usar desvios retartados (o 432 usa desvios
retardados em suas rotinas no microc6digo); portanto este ponto € irrelevante.
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3. Um estudo que erra, nio invalida o método do qual ele deriva.

4. Uma méquina mais rdpida ndo € necessariamente a que tem melhor arquitetura ou a
que oferece utilidade Stima ou custo de ciclo de vida mais baixo, medidas que moram
no coragdo dos estudos da arquitetura, mas sdo ignoradas nas publicagdes RISC.

5. Sem medidas de arquitetura nio h4 meios para comparar as famflias de processadores
de vérios fabricantes; portanto ndo se pode abstrair os artefatos de implementagio das
inovagoes. O que realmente € necess4rio sio medidas melhores que combinem ambas
arquitetura/implementagao para refletir melhor o custo de ciclo de vida esperado.

Muitos dos trabalhos RISC correntes sdo relevantes e Gteis para projetistas de
computadores, mas s30 methor absorvidos em contextos derivados de qualquer outra parte.
A tendéncia RISC ndo € a andlise de problemas priticos enfrentados por fabricantes que
precisam criar, produzir e dar suporte a uma linha de processadores com vérias linguagens
¢ sistemas operacionais. O trabalho RISC objetiva os aspectos de desempenho de baixo
nivel de implementagao de computadores dentro de um restrito campo de utilizagao. Ele
pode criticar os erros do CISC, mas oferece em troca somente um desempenho mais alto
em operadores simples. Discussbes que implicam mostrar que miquinas complexas, como
o VAX, sdao mais rdpidas quando somente suas instrugdes simples sdo usadas mostram
apenas a inadequagdo dos compiladores atuais, ou os erros embutidos no microcédigo das
instrugdes, tornando-as mais vagarosas do que as suas especificagdes de projeto determi-
nam. Tais discussdes n2o trazem luz aos problemas de desempenho associados ao projeto
de uma méiquina com microc6digo.

Os proponentes do RISC argumentam que microinstrugées podem nao ser mais
ripidas que instrugdes simples, desde que isto implique que as instrugdes simples nio se-
jam tio rdpidas quanto poderiam ser. Acreditamos que esse argumento tem mérito, mas
suas implicagGes ndo sdo o que parecem, Essa premissa tem sido usada para se concluir
que a técnica de microc6digo € contraproducente desde que uma méquina de aplicagio
geral possa ser projetada para otimizar a execugdo de operagdes que contribuam mais para
o desempenho global (as operagdes simples), ¢ microcédigo nao € necessdrio para isto,
Diante de tal opgdo o objetivo do RISC € fortemente considerado.

Mas a premissa oculta € aquela de que tal opgao deve ser feita. Nao h4 razao para
que uma realizagdo CISC ndo possa descasar uma mdquina tipo RISC necessdria para
operagdes simples de um microcédigo necessério para operagbes mais complexas (por
exemplo, instrugdo Send do 432). De fato, este & precisamente o fato invocado pelos pro-
ponentes do RISC para ponto flutuante; porque nio considerar isso para outras fungdes
também? O ponto repetidamente discutido em publicagdes RISC € que “microc6digo nio
¢ migico”, isto €, tudo que o microcédigo pode fazer o software também pode. O mi-
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croc6digo ndo € magica, mas nem € isomérfico ao software. De fato, hd pelo menos dois
caminhos importantes nos quais as fungdes implementadas em microcédigo diferem de seu
equivalente em software.

A primeira diferenga € a seguranga. As mé4quinas de Von Newman colocam da-
dos e instrugées na mesma meméria. Os mecanismos de arquitetura tentam regular o
acesso a vdirios tipos de informagéo contidos na memoria, mas essa protegdo € necessaria-
mente de um nfvel bastante ténue. Mesmo para uma méquina com domfnio de protegao
refinado como o 432 € possfvel intencionalmente ou acidentalmente usar erroneamente a
mem©&ria. Quando uma fungédo € alocada em microc6digo, a operagao daquela fungdo nao
pode ser alterada ou subvertida por alteragbes em suas instrugées ou em dados imediatos.
O 432 usa seu microc6digo para implementar corretamente seus mecanismos de endere-
camento e protegdo, que servem de base para todas as computagdes da m4quina. Com um
nicleo seguro, onde nenhuma atividade pode alter4-lo, € possivel criar um sistema opera-
cional confidvel. Tal perspectiva ndo € praticdvel para miquinas onde um conjunto de bits
na memoOria guarda outro conjunto de bits.

Outra diferenga entre microcédigo e software pode parecer mégica se for dado o
enfoque certo. Dada uma méquina que pode ser construida de forma que seu microc6digo
nao diminua a velocidade de execugdo de seus operadores simples, qualquer que seja a
funcionalidade que resida no microcédigo, esta pode ser vista como uma rotina de soft-
ware que tenha sido instantaneamente carregado no cache de instrugdes e que ao mesmo
tempo tornou-se grande o suficiente para suportar a rotina. Essa rotina foi entio executa-
da sem provocar uma falta sequer no cache, resultando em nenhum acesso 2 meméria,
tendo-se terminado o cache exatamente como estava no infcio da rotina. Naturalmente a
memoria de microcédigo € bem mais eficiente que um cache, pois meméria apenas de lei-
tura € mais densa, podendo armazenar fungdes maiores que se 0 programa realmente ti-
vesse de ser executado em um cache. As questdes em aberto aqui sdo aquelas para deter-
minar as fungdes que seriam apropriadas para implementagao de co-processadores e para
encontrar os mecanismos mais eficientes de comunicagao entre o processador e seus co-
processadores. Deve-se lembrar que um co-processador pode ou ndo residir na mesma
pastilba que o processador central; onde a tecnologia permitir, este pode ser um uso mais
adequado da pastilha do que caches grandes ou conjuntos de registradores largos.

2.6 O ESTUDO DO CONJUNTO DE MULTIPLOS REGISTRADORES

Provavelmente o processador do estilo RISC mais publicado é o RISC I da Ber-
keley. A caracteristica mas bem conhecida dessa pastilha é seu grande niimero de registra-
dores em pastilha organizados em uma série de conjuntos de registradores sobrepostos.
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Entretanto, isto € irdnico, pois conjuntos de registadores € uma caracteristica para desem-
penho independente de qualquer aspecto RISC (como definido anteriormente) do proces-
sador. Os conjuntos de miiltiplos registradores (MRS) podem ser incluidos em qualquer
mdquina de uso geral baseada em registradores.

Tem-se afirmado que a pequena 4rea necessdria para o hardware de controle
para implementar um conjunto de instrugoes simples de um RISC em VLSI deixa uma boa
drea livre para implementar um conjunto de registradores grande?¢. A quantidade relati-
vamente pequena de légica de controle usada pelo RISC realmente libera recursos (em
qualquer tecnologia) para outros usos, mas um conjunto de registradores grande nao €
o Gnico caminho para usé-los, ou mesmo necessariamente o melhor. Por exempfo, 080le
o MIPS escolheram outros caminhos para usar o hardware disponfvel; esses RISC tinham
somente um conjunto de registradores simples ¢ de tamanho convencional. Dos virios
usos possfveis para tais recursos “liberados” por um conjunto de instrugées RISC simples
h4 alguns como caches, hardware para ponto flutuante e suporte para comunicagao inter-
processos, entre outros. Mais além, 3 medida que a tecnologia avanga, 0s compromissos
entre a complexidade do conjunto de instrugdes e as caracteristicas de arquitetura/imple-
mentagao tornam-se mais restritos. Os projetistas de computadores terio sempre de deci-
dir qual o melhor uso de seus recursos disponiveis, mas dentro disso eles deverdo perceber
quais inter-relagdes sdo intrinsecas e quais ndo sio.

Os estudos da Berkeley, descrevendo os processadores RISC I e RISC 11, afir-
mam que suas decisdes em relagdo aos recursos produziram um grande beneficio de de-
sempenho (2 a 4 vezes) em relagao as miquinas CISC, como o0 VAX e o0 6800024,2¢_ Esses
estudos, entretanto, ndo separam os efeitos de desempenho do conjunto de instrugdes re-
duzido dos efeitos dos conjuntos de registradores sobrepostos. Sendo assim, deduz-se que
‘o desempenho derivado de caracteristicas RISC dessas mdquinas ndo foi demonstrado na-
queles estudos, porque as caracteristicas diferentes de desempenho nao eram avaliadas
independentemente.

Algumas comparagdes de desempenho entre miquinas diferentes, especialmente
as mais antigas, foram baseadas em tempos de execugao dos testes de avaliagdo. Enquanto
a velocidade absoluta é sempre interessante, outras medidas menos dependentes de imple-
mentagao podem prover informagdes de projeto mais lteis para arquitetos de computador,
tal como o trifego processador-memdria, necessdrio para executar uma série de testes de
avaliagdo. E dificil também determinar respostas seguras, a nio ser que algum trabalho te-
nha sido feito para fatorar caracterfsticas dependentes de implementagio ndo comparadas
(por exemplo, caches e aceleradores de ponto gutuante).

Baseando-se nessas reservas, conduziram-se experimentos na CMU para testar a
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hip6tese de que os efeitos dos conjuntos de miiltiplos registradores (MRS) sdo ortogonais
em relagdo a complexidade do conjunto de instrugdes'®. O objetivo era averiguar se os
efeitos de desempenho dos MRS eram comparaveis para RISC e CISC. Para esses expe-
rimentos simuladores foram escritos para dois CISC (VAX e 68000), ssm MRS, com
MRS nio sobrepostos € com MRS com sobreposi¢do. Também foram escritos simuladores
para o RISC I; RISC I com MRS de registros ndo sobrepostos, ¢ RISC I com conjunto
simples de registradores. Em cada um dos simuladores foi tomado o cuidado para ndo al-
terar a arquitetura inicial mais do que o absolutamente necessdrio para acrescentar ou re-
mover os MRS. Em vez de simular tempo de execugdo, o trifego processador-memoria
(bytes lidos e escritos) para cada teste de avaliagao foi gravado como medida de compara-
¢ado. Para usar esses dados razoavelmente, foram comparadas somente versdes diferentes
de conjuntos de registradores da mesma arquitetura (impedindo algumas ambigiiidades que
surgem em comparagdes de maquinas vastamente diferentes como o RISC I e o VAX). Os
testes de avaliagdo usados foram os mesmos que originalmente avaliaram o RISCI.
Um sumdério dos experimentos ¢ seus resultados podem ser encontrados em um artigo
recente?°,

Como esperado, os resultados mostram uma diferenga substancial no trdfego
processador-memoria para uma arquitetura com e sem MRS. As versdes de MRS do
VAX e o do 68000 mostram um decréscimo no trifego para testes de avaliagio altamente
procedurais, como visto nas Figuras 2.4 e 2.5. Similarmente, as versdes de conjunto de re-
gistradores simples do RISC I requerem muito mais meméria lida e escrita do que o RISC
I com conjuntos de registadores sobrepostos (Figura 2.6). Isto € devido em parte ao méto-
do de manipulagao de estouro do conjunto de registros, que foi mantido para as trés varia-
¢oes. Usando-se um esquema mais inteligente, o conjunto de registradores simples do
RISC I realmente requer menos bytes no tridfego de memdéria na fungdo de Ackermann
que seu equivalente com conjunto de registradores miiltiplos (veja a Figura 2.7). Para testes
de avaliagdo com poucas chamadas de procedimentos (por exemplo, o Crivo de Eratoste-
nes), o conjunto de registradores simples tem a mesma quantidade de trafego processador-
memoria que a versio de MRS da mesma arquitetura. Novamente, um artigo recente des-
creve esse resultado, e outros?°.

Mais claramente, os MRS podem afetar a quantidade de trifego processador-
memoria necessdria para executar um programa. Em grande parte, o desempenho do
RISC I em ambientes de procedimentos intensivos pode ser atribuido a seu esquema de
conjuntos de registradores sobrepostos, uma caracteristica independente da complexidade
do conjunto de instrugdes. Dessa forma, qualquer desempenho reivindicado por computa-
dores com conjunto de instrugdes reduzido que ndo remova efeitos decorrentes dos con-
Jjuntos de registradores miiltiplos € inconclusivo.
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Esses experimentos da CMU usaram testes de avaliagdo programados para ou-
tros estudos do RISC com a finalidade de continuidade e consisténcia. Alguns desses tes-
tes, tal como o Ackermann, Fibonnacci e Hanéi, realmente usaram mais tempo nas chama-
das de procedimentos. A percentagem de trifego processador-memoria total devido a
chamadas de procedimento do C para esses testes com conjuntos de registradores simples
no 68000 & de 66 a 92%. Nao foi uma surpresa que uma méaquina como o RISC I, com
uma estrutura de registradores sobrepostos, aos quais permitem as chamadas a procedi-
mentos serem quase livres em termos de trifego no barramento processador-meméria, -
faria extremamente bem esses testes altamente recursivos quando comparados a mquinas
com apenas um conjunto de registradores simples. Entretanto, ndo est4 estabelecido que
esses testes sao representativos de qualquer ambiente de computagao.

2.7 O INTEL 432

Como um exemplo cldssico de um CISC, o Intel 432 tem poucos semelhantes
(compativeis). Ele € um conjunto de circuitos integrados de microprocessadores VLSI
_orientado a objeto, projetado expressamente para fornecer um meio de programagao Ada
de grande escala, multiprocessamento e sistemas de multiprocessadores. A natureza de seu
suporte arquitetural para objetos € tal que todo objeto € protegido uniformemente sem
considerar distingGes tradicionais como modo supervisor/usudrio ou estruturas. de dados
de sistema/usudrio. O 432 tem um conjunto de instrugdes muito complexo. Suas instru-
¢Oes sdo bit-codificadas também, € seu tamanho estd entre o intervalo de 6 a 321 bits.
O 432 incorpora um grau significante de migragdo funcional do software para micro-
cbdigo (a primitiva SEND de comunicagdo interprocessos € um exemplo de instrugio
do 432).

Os estudos publicados sobre o desempenho do 432 da Intel em testes de avalia-
¢do do baixo nfvel (por exemplo, Torre de Hané6i'®) mostram que ele € bem lento, preci-
sando aproximadamente de um tempo de 10 a 20 vezes superior a0 VAX 11/780. Tal
projeto poderia parecer um candidato ideal para investigagdo da controvérsia RISC/CISC.

Intuitivamente, pode-se tentar criticar o tempo de execugdo no ambiente orien-
tado a objetos das méquinas, por causa de seu alto custo. Toda referéncia 3 meméria € ve-
rificada para garantir que ela se mantenha dentro dos limites do objeto referenciado, e as
permissdes de escrita/leitura do contexto em execugdo sdo verificadas para aquele objeto.
Os proponentes do RISC argumentam que a complexidade da arquitetura do 432, mais a
decodificagdo adicional necessiria para o fluxo de instrugdo bit-codificado, contribuem
para seu baixo desempenho. Para enderegar esses e outros eventos, foi empreendido um
estudo detalhado do 432, o qual avaliou a eficiéncia dos mecanismos de arquitetura (mi-
gragdes funcionais) que o 432 proveu no suporte de seu ambiente em tempo de execugdo
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esperado. Esta € uma das diferengas centrais dos estilos de projeto RISC e CISC: projetos
RISC evitam estruturas de hardware/microc6digo planejados para dar suporte ao am-
biente de tempo de execugdo, procurando colocar tal suporte no compilador ou programa,
Isto vai de encontro 2 tendéncia tradicional do projeto de conjunto de instrugdes de um
computador, que reflete uma firme migragdo de fungdes de nfvel elevado (programacio-
nais) para um nfvel baixo (hardware ou microcédigo), na expectativa de aumentar o
desempenho.

Ao contrdrio da maior parte do trabalho RISC, esse estudo nio assumiu qﬁe
qualquer aspecto da arquitetura do sistema ou da implementagdo sdo candidatos para al-
teragoes ou remogdo enquanto o desempenho total do sistema nas avaliagdes parega ser
elevado. O estudo persegue a questdo de quao grande parece ser o custo inerente em um
ambiente orientado a objeto, e como efetivamente uma migragdo funcional pode ser utili-
zada para combater tal custo. Conseqiientemente, foi analisado o fator de desempenho
mais elevado em relagdo a aspectos de tempo de execugdo, que & intrinseco a sistemas
orientados a objetos da classe do 432,

O desempenho do 432 foi avaliado usando um conjunto de testes que estimula-
ram o microssimulador 432. Esse simulador gerou arquivos de acompanhamento ciclo por
por ciclo, os quais foram analisados. Foram entdo propostas mudangas na arquitetura,
usando-se como referéncia o nimero de ciclos por instrugdo fornecido pelos arquivos de
acompanhamento. A manipulagdo detalhada desses experimentos e seus resultados podem
ser encontrados em uma tese recente'’.

As simulagdes desses testes de avaliagdo revelaram vérios problemas de desem-
penho com o0 432 e seu compilador:

1. O compilador ADA do 432 nio realiza quase nenhuma otimizagio. Como conseqiién-
cia, a miquina € forcada freqiientemente a fazer mudangas desnecess4rias no seu com-
plexo contexto de enderegamento, a alto custo sdo recomputadas subexpressoes desne-
cessariamente, as passagens de pardmetros sao feitas sempre por valor, que em muitos
casos requer substancialmente mais trdfego na meméria do que chamada por referén-
cia. Isto distorce seriamente muitos resultados das comparagdes de testes de avaliagao.
Tais testes realmente refletem o desempenho que se pode esperar da versiao do 432
atual, mas dizem muito pouco sobre a efic4cia dos compromissos de arquitetura dessa
méquina,

2. A meméria do 432 tem banda de meméria bem limitada. Isto € resultado de vérios fa-
tores, especificamente o seguinte: o 432 nao tem cache de dados na pastilha, nem fluxo
de instrugdes literal, nem registradores de dados locais, 0 que o obriga a ter mais referén-
cias na memoéria do que teria de outra forma. Isto também torna o tamanho do c6digo
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3.

4.

bem maior, desde que nio necessdrios muito mais bits para referenciar dados dentro de
um objeto do que com um registrador local. Em virtude de suas limitagdes de pinagem,
0 432 tem de multiplexar enderegos e dados através de somente 16 pinos. Também o
sistema de desenvolvimento Intel 432/600 padrdo, que suporta multiprocessamento-
com memoéria compartilhada, usa um barramento assincrono lento, que foi projetado
mais pela integrabilidade do que pela eficiéncia. Todos esses aspectos de implementa-
¢do combinados fazem com que o tempo do processador seja consumido em 25 a 40%
do tempo de teste, por estados de espera.

Em testes de avaliagdo altamente recursivos, o custo do ambiente orientado a objetos
no 432 aparece de fato na forma de chamadas de procedimento lentas. Mas mesmo
aqui os problemas de desempenho ndo deveriam ser atribufdos ao ambiente orientado a
objetos ou A complexidade intrinseca da miquina. Os projetistas do 432 tomaram uma
decisdo para fornecer um novo contexto protegido para toda chamada; o usudrio nio
tem opgdo a esse respeito. Se umn mecanismo de chamada ndo-protegido fosse usado
apropriadamente, o teste de avaliagdo Dhrystone?®? rodaria vinte vezes mais rdpido.

O alinhamento em bit das instrugdes significa que 0 432 deve necessariamente decodi-
ficar os véirios campos de uma instrugdo seqiiencialmente. Desde que tal decodificacdo
geralmente coincide com a execug@o da instrugdo, o 432 atrasa esperando pela decodi-
ficagdo em 3% do tempo nesses testes de avaliagdo. Entretanto, essa percentagem sé
cairi quando os problemas acima forem eliminados.

Virias degradagoes de ciclo mencionadas acima tém impacto significante no de-

sempenho do 432 como um todo, elas ainda nao estio relacionadas a complexidade da ar-
quitetura, migragao funcional, ou orientado a objeto. Conseqiientemente, virias otimiza-
¢oes de arquitetura foram exploradas para determinar o niimero de ciclos realmente gastos

du
°
°

rante a execugdo. Essas otimizagoes sdo:
melhor gerenciamento dos ambientes de enderegamento (interambientes);
melhor otimizagdo do c6digo pelo compilador;

mecanismos apropriados usados para chamadas de procedimentos (chamadas protegidas
versus desvios com enlace);

uso de mecanismos mais rdpidos disponiveis para passagem de parametros;
codificagao de instrugoes ndo-orientadas em bits;
caches para literais no conjunto de instrugoes.

A Tabela 2.2 mostra os ciclos salvos quando as suposigdes forem feitas.
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Tabela 2.2 Novos ciclos-base e aumento percentual de desémpenho em relagdo ao original

Testes de Ciclos Ciclos originais Ciclos-base

desempenho ganhos salvos sintéticos
%

Acker 8 864 736 2,2 385 785 657
Crivo 1130 839 14,9 6 472 647
CFAS 15 228 248 43,6 19 688 197
CFASR 24 207 058 39,6 36 930 835
CFA10 21 795 608 44,7 27 007 880
Dhrystone 655 452 93,7 44 168

As indugbes da Tabela 2.2 devem ser claramente compreendidas. Esta tabela
mostra que foram desperdigados de 35 a 40% do total de ciclos de execugao dos testes de
avaliagdo. Esses ciclos ndo sdo usados em atividades no ambiente orientado a objetos; ndo
sd0 uma conseqiiéncia inevitdvel de um conjunto de instrugdes complexo; eles nio refle-
tem a ineficiéncia alegada de um processador microdecodificado. Afirmamos que esses ci-
clos s@o consumidos por causa de decisdes de projeto sub6timas ou erros, os quais pode-.
riam ter sido cometidos em qualquer novo projeto de sistema, baseado em objeto ou ndo.

As contribuigdes relativas de cada uma das otimizagbes discriminadas acima sdo
mostradas como percentagens na Tabela 2.3. Note que essas percentagens representam os
salvamentos de ciclos quando cada otimizagdo € considerada individualmente, enquanto a
Tabela 2.2 representa os efeitos combinados de todas as otimizagdes de arquitetura (esta é
arazio pela qual as percentagens da Tabela 2.2 ndo refletem a Tabela 2.3).

Tabela 2.3 Contribuigses relativas de melhoria sobre a base original, em percentagens

Testes de Cédigo  Chamada
desempenho Entrada  operagdo proc.  Pardmetros Alinhamento Constantes
% % % % % %
Acker 0 0 0 0 67 33
Crivo 0 0 0 0 60 40
CFAS 44 27 12 6 5 6
CFASR 25 19 8 39 5 4
CFA10 35 17 8 26 8 6
Dhrystone 1,2 0 1,8 90,0 0,2 0,3

Desde que toda categoria na Tabela 2.3 contribui substancialmente para aumen-
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tar a velocidade de um dos testes de avaliagao, esse dado sugere que cada um desses me-
lhoramentos & significativo e poderia ter sido incorporado no 432 originalmente. Os tem-
pos de execugdo do Acker e do Crivo ndo sao vastamente otimizados pelo alinhamento e a
literagao das instrugdes, mas os ciclos nunca deveriam ser gastos em tais elementos fun-
damentais de uma arquitetura, a ndo ser em um caso muito especial que nao o desempe-
nho; aqui ele ndo pode.

Esses fatores que contam para o baixo desempenho tém de ser estabelecidos,
analisados e removidos das consideragoes de arquitetura, pois sao irrelevantes para a ané-
lise de arquitetura de migragdo funcional. O préximo passo dado para determinar os cus-
tos de desempenho necessariamente sujeitos ao suporte ao tempo de execugio do 432,em-
ambiente orientado a objeto, foi ordenar os ganhos de desempenho possiveis se uma tec-
nologia melhor (tamanho caracteristico menor, por exemplo, estivesse disponivel para uma
inovagdo do 432. Tal informagdo sugeriria o prego total para orientagdo a objeto para uma
tecnologia implementada contemporaneamente.

Os seguintes beneficios foram considerados para o 432:

® existéncia de registradores de dados locais;
® expansdo de barramentos internos e externos de 16 para 32 bits;

® expansao do registrador da pilha de 16 bits para 32 bits;
® um bit extra para a microinstrugao de barramento;
® um cache para descritor de meméria (AD-cache);

® uma operagao primitiva para limpar a memoria.

Tabela 2.4 Ciclos salvos com a melhoria da tecnologia de implementagio por percentagens

Reg.de Cache
Testesde Reg.de Barramento pilhade . instru¢do descritosde Limpeza
desempenho  dados 32 bits 32 bits de 17 bits  endere¢o de memdria

% % % % % %
Acker 0 45 0 1 12 42
Crivo 82 18 0 0 0 0
CFAS 34 32 17 0 15 2
CFASR 19 47 15 1 17 1
CFA10 40 35 3 0 20 2
Dhrystone 8 43 1 1

26 22
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A Tabela 2.5 mostra o total de beneficios nos ciclos em percentagens, se esses
melhoramentos forem incorporados. A Tabela 2.4 mostra como cada beneficio muda para
cada teste de avaliagdo. Note novamente que as alteragdes entre os beneficios contam com
diferengas de somas das percentagens nessas tabelas.

Tabela 2.5 Melhoria sobre o original em ciclos e percentagens

Aumento
Testes de Ciclos Base original tecnoldgico
desempenho ganhos de ciclos ganhos de ciclos
%
Acker 130 452 160 33 264 021 113
Crivo 4 489 605 59 4 489 605
CFAS 15 212 797 44 19 692 875
CFASR 25 998 902 43 25983 605
CFA10 21 027 060 43 27769 185
Dhrystone 23 866 35 45 150

A Tabela 2.6 mostra os efeitos combinados de todas as alteragdes na arquitetura,
tecnologias de compilador € implementagdo listadas acima.

Tabela 2.6 Total sintético de ciclos bésicos, e percentagens ganhas sobre a base real, e tempo real em

milissegundos
Teste de Total final Base original de

desempenho de ciclos . ciclos ganhos Tempo real
% MS

Acker 257 319 033 35 32 165

Crivo 2 653 785 65 332

CFAS 11 025 390 68 1378

CFASR 21 050 576 66 2631

CFA10 15 394 492 68 1924

Dhrystone 28 709 58 3,59

Os projetistas do 432 tém afirmado que, para testes de avaliagdo de limites de
computagio (como o Crivo), o 432 poderia n4o exibir obrigagdes de desempenho maiores,
uma vez que as operagdes de orientagdo a objeto tenham sido feitas. A melhoria de 65%
apresentada para o program Crivo eleva seu desempenho a um nfvel onde € ele compativel
com outras mdquinas, como o 68000, da Motorola, e 8086, da Intel, e como tal prové a

primeira evidéncia direta para tal afirmativa.
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O Acker representa o pior caso para qualquer mdquina orientada a objeto, exe-
cutando operagdes apenas nas quais ele € vagaroso (chamadas de procedimento). Como
tal, € considerado que para c&digos com intensivas chamadas a procedimentos o custo do
ambiente orientado a objeto tem um fator de quatro.

Esses resultados estabelecem uma posigdo na qual o custo do ambiente orientado
a objeto demonstrado pelo 432 pode ser avaliado. Além disso, o prego para objeto orienta-
do parece variar no fator de 1 para 4 (Crivo até Acker) acima dos precos de arquiteturas
convencionais.

O experimento do 432 evidencia, no minimo para teste de avaliagdo de computa-
¢20 de baixo nivel, a énfase renovada do RISC sobre a importéancia de decodificagao répi-
da de instrugoes (formatos de instrugdes regulares e fixos) e armazenamento local rdpido
(tal como caches e registradores). Tem sido demonstrado que o 432 paga taxas significati-
vas de desempenho em virtude da falta de cache de dados em pastilha, e instrugoes orien-
tadas a bit de tamanho varidvel. O teste Crivo adquiriu velocidades competitivas quando
justamente seus oito registradores foram incorporados ao 432. O teste de avaliagdo au-
mentou sua velocidade em 8% quando os ciclos gastos usados na decodificagdo de instru-
¢des foram removidos. E mais importante notar aqui que esses erros sao conseqiiéncia
inevitavel do projeto de computador com conjunto complexo de instrugdes. Nao h4 razao
que indique que as mesmas funcionalidades do conjunto de instrugdes do 432 ndo sejam
realizadas em uma méquina com uma codificagdo de instrugdo mais regular e que possua
memoria local rdpida.

Quando se comenta sobre o desempenho de um sistema de computador, € muito
importante atribuir ao desempenho divulgado (mau ou bom) a sua causa. O 432 exibe um
desempenho pobre devido ao ambiente de execugdo adotado e a visiveis erros de projeto,
nao porque seja um computador com conjunto complexo de instrugdes.

As preocupagdes do RISC com “chamadas” e “‘retornos” de procedimentos ra-
pidos sdo justificadas no 432, mas ndo sdo necessariamente solugdes RISC. O 432 sofre
comparativamente com ‘“chamadas” e ‘“‘retornos” de procedimentos lentos, que podem
torn4-lo aproximadamente quatro vezes mais lento que um processador convencional. En-
tretanto, a protegdo oferecida pelo paradigma baseado em objeto pode ser tal que o prego
sobre o desempenho seja aceitdvel. Quando os tempos de execugdo de mdquinas com
orientagdo a objeto sdo comparados aos de méiquinas mais convencionais, deve-se lembrar
que estdo sendo feitas uma gama diferente de trabalho nas respectivas miquinas. Sistemas
orientados a objeto trocam desempenho em fungdo de um meio de programagao potencial
mais produtivo, 0 que é importante se considerar quando se faz comparagdes entre tais -
sistemas de computadores diferentes.
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Embora o 432 exiba um desempenho pobre, ndo se pode considerar evidente que
a migragio de fungdes para microcédigo e hardware em larga escala seja ineficiente. Ao
contrdrio, Cox e outros'? demonstram que a implementagao de microcédigo no 432 para
comunicagao interprocesso, por exemplo, € mais rdpida que a versdo de software equiva-
lente. Em testes de avaliagdo de baixo nivel usados nesses estudos, o 432 poderia ter che-
gado a um desempenho muito mais alto somente com pequenas mudangas em sua imple-
mentagdo e um compilador melhor. Com atengdo a todos esses pontas seria errado con-
cluir que o 432 constitui uma demonstragéo para a Gtica RISC.

2.8 SUMARIO

Neste capitulo, vdrias perspectivas do RISC e CISC foram exploradas. Exami-
nando-se declaragdes, histéria, filosofia, desafios, comercializagao, confusodes e reavalia-
goes do RISC, foi dada uma perspectiva ampla em projetos de computadores. E uma pers-
pectiva que nao dicotomiza o RISC e o CISC, criando divisdes ndo-naturais e respostas
monoliticas. Ao contrdrio, ele busca entender o espago de projeto de computadores exa-
minando caracteristicas individuais que compdem uma maquina. E uma perspectiva preo-
cupada com o mapeamento de funcgdes para um nivel de implementagao préprio, indife-
rente ao rétulo designado ao projeto resultante.

RISC, sem diivida, se tornard uma parte importante do cendrio de computado-
res num futuro préximo. Ainda ndo estd claro, contudo, se tais projetos eventualmente
dominario a arquitetura de computadores ou nao. Desconsiderando-se isso, alguns benefi-
cios da evolugao RISC j4 sdo aparentes. Os projetos RISC tém se confrontado com os es-
tilos de projetos tradicionais. Dentro disso, a filosofia RISC questiona vdrias suposigoes
bésicas e faz algumas afirmagdes perspicazes e atrevidas. Isto tem trazido auto-examina-
¢do em vdrios aspectos de projeto de computador; um resultado que € sempre bem- vindo.
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CAPITULO 3

O SISTEMA MICROPROCESSADOR DE
32 BITS DA AT&T WE32100

Priscillac¥| Lu
AT&T, USA

3.1 INTRODUCAO

O WE32100 & a segunda geragdo de microprocessadores da AT&T. E comple-
mentado por quatro pastilhas periféricas, consistindo em suporte a gerenciamento de me-
moéria (MMU-WE32101), aceleragdo de aritmética de ponto flutuante (MAU-WE32106),
controlador de acesso direto 2 meméria (DMAC-WE32104) e controlador de acesso a
memoria dinAmica (DRC-WE32103). Fotografias desses cinco dispositivos so mostradas
nas Figuras 3.1 a3.5.
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Figura 3.1 Microprocessador WE32100.
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O conjunto de pastilhas forma os blocos bdsicos de construgdo de um sistema de
32 bits de alto desempenho. A arquitetura permite uma implantagao eficiente do sistema
operacional UNIX, suporte a linguagens de alto nivel e a arquitetura de E/S foi concebida
para simplificar o projeto de sistemas e maximizar o altg desempenho do sistema.

3.2 ARQUITETURA DO MICROPROCESSADOR WE32100

O WE32100 € implementado em tecnologia CMOS de 1,5 pm. A primeira ge-
ragio WE32000% foi implementada em 1981, na tecnologia CMOS de 1,75 pm. O
WE32100, verticalmente compativel com seu predecessor, possui como melhorias uma
meméria cache (I-cache) de 64 palavras e uma interface para co-processador de uso geral.
A memoéria cache possui uma taxa de acerto de aproximadamente 65-70% para a maioria
dos programas UNIX e contribui aproximadamente com 20-25% na melhora de desem-
penho de programas. O WE32100 opera a 18 MHz, com um desempenho geral de
2-3 MIPS.

O microprocessador possui um barramento bidirecional de 32 bits com decodifi-
cagdo de estado, arbitragdo de barramento para acesso externo, controle de DMA, pro-
cessamento de interrupgdes, habilitador de “trace” e visibilidade dos pinos para facilitar
testes e depuragoes.

O WE32100 d4 suporte a quatro tipos de dados: bytes, meias palavras (half
words), palavras (words) e campos de bits (de 1 a 32 bits). Bytes, halfwords e words po-
dem ser interpretados como assinalados ou ndo assinalados em operagdes l6gicas e aritmé-
ticas. Strings recebem suporte de um bloco especial de instrugdes (STRING COPY,
STRING LENGTH). O formato dos strings € compativel com a linguagem C, terminada
por um “null” ou byte zero.

Instrugdes sdo enderegiveis por byte e definidas por um c6digo de 1 ou 2 bytes
seguidos ou nio por descritores de operandos. Todos os bytes ou halfwords quando ope-
randos sdo estendidos com ou sem sinal durante a operagdo de leitura (fetch).

Os descritores de operando identificam a localizagdo do operando. Existem di-
versos modos de enderegamento: literal, byte/halfword imediato, registrador, registrador
referido, offset curto (para ponteiros de quadro ou argumento), deslocamento de by-
te/halfword/ word, deslocamento referido de byte/halfword e operando expandido. Esses
modos sdo cobertos com mais detalhes nas pr6ximas segdes.

H4 um registrador contador de programa especial e quinze outros registradores
no processador que podem ser referenciados em qualquer modo de enderegamento. Trés
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dos quinze registradores sdo privilegiados, isto é§, podem ser alterados quando o pro-
cessador estd no nfvel de execugdo niicleo. Eles sdo usados para dar suporte a operagdes
dentro do sistema operacional. S0 usados como stack pointer (apontador de pilha), de in-
terrupgdo, ponteiro a bloco de controle de processo ¢ palavra de estado do processador.
Outros trés registradores s&o usados por instrugles especiais como apontador de pilha,
apontador de quadro e apontador de argumento. Um diagrama de blocos é mostrado na
Figura 3.6

Figura 3.2 Pastilha de gerenciamento de meméria WE32101.

Figura 3.3 Pastilha accleradora de aritmética em ponto flutuante WE32106.
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Figura 3.4 Contador de acesso direto 2 meméria WE32104

Figura 3.5 Controlador de memdria de acesso direto dinfmica WE32103.
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3.3 SUPORTE A LINGUAGEM DE PROGRAMACAO

Quando foi projetado o WE32100, um dos principais objetivos foi o suporte &
linguagem C. A arquitetura resultante, no entanto, dd suporte as necessidades de lingua-
gens de alto nivel em geral, incluindo C. Caracteristicas de suporte a linguagens incluem
instrugdes 1uteis para implementagdo de operagdes logicas e aritméticas, instrugdes espe-
ciais para manipulagao de strings e campos de bits, operagées tanto simples como de alto
nivel para chamadas de sub-rotinas. Muitas caracteristicas do WE32100 simplificam a in-
terface com o sistema operacional, incluindo o projeto da mdquina “orientado a processo”
como necessario para multiprogramagao e um mecanismo especial de “‘transferéncia con-
trolada” que implementa controle de excegdes tanto definidas pelo usudrio como pelo
sistema.

3.3.1 INSTRUGOES LOGICAS E ARITMETICAS

Instrugdes, enderegamento € até certo ponto os tipos de dados s3o ortogonais no
WE32100. O cédigo de operagao define a fungao a ser executada, enquanto o descritor de
operando (ou modo de enderegamento) especifica o tipo de dado. O descritor de operando
pode ser um dos possiveis modos de enderegamento. Nao hd restrigoes de registrador ou
tipo de dado nos operandos para qualquer operacao. Instrugbes de mdquina associam um
tipo de dado default com os operandos se esse tipo nao € especificado de outra forma.

O WE32100 oferece um conjunto completo de operagdes ldgicas e aritméticas
usuais. Resumidamente, as fungdes fornecidas sio:

l6gicas: complemento de um, OU inclusivo e OU exclusivo.
aritméticas: negacdo, adigdo, subtragao, multiplicagdo, divisao, médulo, incremento e
decremento.

O operador unitdrio de negacao e complemento € formulado como uma instrugio
de movimentacio; conseqiientemente o resultado pode tanto substituir o dado existente
como ser colocado num novo destino. Todos os operadores bindrios possuem formas de
instrugdes duplas ou triplas. Todas as operagdes sao internamente executadas em 32 bits,
porém ocorre overflow se o resultado obtido for de extensdo maior que a do operando de
saida.

O fato de todas as operagdes ocorrerem da mesma forma € conveniente para
compiladores. Por exemplo, o uso de formas duplas ou triplas para calcular-se uma
expressdo é algumas vezes ignorado na otimizagdo do compilador em virtude de restrigoes
d(? operando.
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A codificagdo da expressao em C
a=b+c*(d+e

pode ser feita facilmente com trés instrugdes (assuma todas as varidveis como words
inteiras):

addw3 d,e,%r0 r0=d+e
mulw?2 ¢, %.r0 r0=c*(d +e)
addw3 b,%r0,a a=b+c*(d+e

onde os nomes das varidveis representam algum descritor de operando para acessar a va-
ridvel. A mesma seqiiéncia poderia ser utilizada com diferentes operadores (bindrios) na
expressao em C, com a correspondente substituicdo de opcodes, € as varidveis ndo preci-
sam ser words inteiras.

Um modo de enderegamento de interesse particular € o literal curto, que pode
representar um inteiro curto (entre —16 e 63) usando somente 1 byte para o dado e descri-
tor. A utilizagdo desse modo produz uma redugdo média de espago de 5% e, como conse-
qiiéncia, uma melhora no tempo de execugdo de aproximadamente 1,8%. O WE32100
possui também modos imediatos para os diferentes tipos de dados, quando o dado segue o
descritor de modo. Como em muitas méquinas, literais curtos e imediatos nao precisam ter
o mesmo tipo de dado, como os demais operandos, e esses modos ndo podem ser usados
como destino de uma operagio.

Uma instrugdo associa um tipo predefinido de dado com seus operandos, tal co-
mo add word e add byte. No entanto, esse tipo de dado default € essencialmente uma con-
veniéncia que prové descrigOes abreviadas de enderecamento. O WE32100 possui um
operando de fipo expandido que permite especificar explicitamente o tipo do operando
juntamente com a forma de enderecamento. O WE32100 executa internamente operagoes
l6gicas e aritméticas em words; a méquina efetua qualquer conversdo de tipo quando da
leitura ou armazenamento dos operandos.

Como exemplo de um operando de tipo expandido, considere a adigdo de um
byte inteiro ‘a’ com um word inteiro ‘b’ € o armazenamento do resultado num halfword
inteiro ‘c’. Normalmente esse caso requer diversos passos de instrugoes. Para a maioria das
méquinas, a seqiiéncia de operagées teria a forma:

movbw a,temp converte ‘a’ em word
addw?2 b,temp efetua a soma temporidria
movwh temp,c converte o resultado em halfword
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Usando-se o tipo expandido no WE32100, somente uma instrugio € necessdria:
addb3 a,Awordgbghalfwordgc

Aqui o tipo de operando € designado entre chaves. Neste exemplo add byte foi
usada como instrugao para especificar o tipo do primeiro operando; se o primeiro operan-
do também utilizasse um tipo expandido, qualquer instrucdo de adigido produziria 0 mesmo
resultado.

Como foi visto no exemplo acima, o tipo expandido € conveniente quando acon-
tece de os operandos serem inconsistentes, j4 que ele elimina temporérios que poderiam
competir por registradores. O tipo expandido também prové algumas operagdes que nio
estdo diretamente disponiveis com as instrugdes. Por exemplo, nio existe operagdo de
multiplicagdo sem sinal, porém essa operagdo pode ser conseguida com uma instrugio de
multiplicagio utilizando operandos de tipo expandido sem sinal. Uma motivagao final para
isso € permitir futuras extensoes de tipos.

332 OUTRAS OPERAGOES

Outras operacdes no WE32100 incluem fungdes para manipular strings e campos
de bits. As operagdes com strings foram projetadas especificamente para a representagio
das mesmas em C, onde um string € uma seqili€ncia de bytes terminados por um null (ze-
ro). H4 duas primitivas para manipulagao de strings:

string copy: copia um string em outro.
strind end: localiza o caractere de finalizagdo (null) num string.

Os enderegos de operandos nessas operagdes sdo especificados em registradores
predefinidos. A operagdo string end pode ser usada para determinar a extensio de uma
string ou, em conjunto com string copy, para permitir uma fung&o para extender os bytes
no final de uma string. Ndo hd especificagdo de extensdo em qualquer dessas operagdes
(string copy assume que h4 espago adequado como destino e string end que o string estd
corretamente representado). Essas instrugdes sdo adequadas para C, mas ndo necessaria-
mente para outras linguagens. O WE32100 prové também uma instrugdo para movimenta-
¢ao de um bloco de dados, similar 3 string copy, com a diferenga que a extensdo &
especificada.

Um campo (field) no WE32100 € uma seqiiéncia de bits de extensao varidvel, que
no entanto deve caber inteiramente dentro de uma word. Existem instrugGes para ler e
escrever ym campo, onde sio especificados o nimero de bits, a posi¢do do primeiro bem
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como os enderegos fonte e destino. Campos podem ser manipulados em termos de bytes,
halfwords ou words. Usando essas operages, a maioria das manipulagoes de bits necessa-
rias em linguagens de alto nivel pode ser facilmente implementada.

O WE32100 da suporte a instrugdes de co-processadores para aritmética de
ponto flutuante e decimal. Esse suporte € dado por uma interface para co-processador que
permite & CPU iniciar a instrugao e ler o operando na memdria. O co-processador € ativa-
do por um comando da CPU. Ele entao passa a monitorar o barramento para guardar os
operandos para aquela operagao. Os dados sao lidos da memoria pela CPU e armazenados
(latched) pelo co-processador no barramento de dados.

A CPU fica bloqueada durante a execugio daquela instrugao pelo co-processa-
dor. Quando a mesma est4 terminada, o co-processador ativa um sinal (done) para avisar a
CPU. As condigdes de estado sdao enviadas de volta 4 CPU, e o resultado € colocado no
barramento de dados pelo co-processador e escrito na meméria pela CPU.

3.3.3 UNIAO DE PROCEDIMENTOS (PROCEDURE LINKAGE)

O WE32100 oferece operagdes de alto nivel para unido de procedimentos bem
como um conjunto de primitivas para salto e retorno de sub-rotinas. As operagdes de alto
nivel s3o tteis para muitas linguagens de programagao, incluindo C.

As operagdes de alto nivel para unido de procedimentos manipulam o quadro de
pilha, salvam registradores e transferem o controle entre procedimentos. Sdo implementa-
das para ser eficientes e incluem chamada/retorno de procedimentos e salvamento/recu-
peragao de registradores. A instrugdo de push pode ser usada para armazenar argumentos.
O processo de unido de procedimentos manipula a pilha e execugdo. Quatro registradores
sao modificados:

PC: o contador de programa ¢ modificado para iniciar a execugdo da sub-rotina e para
retornar ao programa chamador.

SP: o ponteiro da pilha € ajustado convenientemente para apontar o topo da mesma.

FF: o ponteiro de quadro sinaliza o ponto da pilha exatamente acima da 4rea de sal-
vamento de registradores (usualmente o inicio do espago para varidveis locais no
procedimento).

AP: o ponteiro de argumentos sinaliza a lista de argumentos utilizados pelo procedimen-
to. Esta lista precede os demais dados de unido na pilha.
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Além desses registradores, outros possuem um presumivel significado semantico.
Especificamente, os registradores de r0 a r2 sao vistos como' tempordrios cujos valores
nao sdo salvos entre chamadas de procedimentos. Os registradores r3 a r8 podem ser sal-
vos por meio dessas chamadas.

Um quadro de pilha tipico, como o utilizado em C, contém argumentos, informa-
goes de retorno, registradores salvos e varidveis locais. Esse quadro de pilha € mostrado na
Figura 3.7.

Os quadros de pilhas que usam as operagdes de unido de alto nivel do WE32100
podem diferir do que foi colocado acima no ntimero de registradores salvos.

sp:
Locais

fp:
r8 antigo

r7 antigo

r3 antigo

fp antigo

ap antigo

Enderego de retorno

argn

ap: argy

Figura 3.7 Exemplo de quadro de pilha.

H4 quatro instrugdes usadas na unido de procedimentos. O procedimento chama-
dor usa a instrugdo CALL para salvar o AP e o enderego de retorno na pilha. A primeira
instrugdo de todo procedimento € SAVE, que salva FP e uma seqiiéncia especificada de
registradores de r3 a r8. Conceitualmente s6 os registradores a serem usados sdo salvos.
Como dito anteriormente, os registradores rQ a r2 nio sio salvos e podem ser usados para
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guardar o resultado. No final, o procedimento executa a instrugdo RESTORE, para res-
taurar quaisquer valores necess4rios de r3 a r8, e uma instrugio RETURN, que recoloca o
ponteiro de quadro na posigao do procedimento chamador e reassume sua execugdo. Os ar-
gumentos sdo tipicamente colocados na pilha por meio das instrugoes PUSH ou PUSH-
ADDRESS. A instrugdo RETURN automaticamente retira-os da pilha. O uso dessas ins-
trugdes permitiu um incremento de velocidade de execugdo de 20% sobre a codificagdo
direta das mesmas.

Acoplados com o esquema de unido de procedimentos acima, existem dois modos
de enderegamento — ap-offset e fp-offset. Esses modos provéem um descritor de um byte
que pode referenciar um dado cujo enderego € um deslocamento para os registradores ap
ou fp numa faixa de 0 a 14. Desde que procedimentos possuam tipicamente poucos argu-
mentos € muitas vezes poucas varidveis locais, a maioria dos argumentos e vari4veis locais
pode ser referenciada com um descritor de um byte. Para um exemplo de como esses
modos podem ser usados, considere as varidveis no programa em C:
foo(a,b,c)
int a,b,c;

A

int d,e,f;
*

Todas as varidveis apresentadas (a-f) poderiam ser enderegadas com um descri-
tor de um byte. Nossa andlise mostrou que cada um desses modos produziu uma redugio
média de espago de 5% e uma melhora média de velocidade de execugdo de 1,8%.

Se for inconveniente o uso do esquema de unido acima, instrugoes de Jump to Su-
broutine ¢ Return from Subroutine sio apresentadas. As instrugées de Jump to Subrouti-
ne atuam como em muitas miquinas, guardando o enderego de retorno na pilha e mudando
o controle de execugdo para a sub-rotina. A operagdo possui formatos para salto (que
prové o enderego) e desvio (que prové um deslocamento para o pc). A instrugdo Return
from Subroutine executa a operagdo inversa, porém o interessante € que ela possui uma
forma condicional, isto &, a execugdo do retorno pode depender de c6digos condicionais,
sendo que todos os c6digos existentes podem ser testados. -

3.3.4 CONTROLE AMBIENTAL: TAREFAS E EXCECOES

Fornecer fungées de sistema operacional numa linguagem de programagao, tais
como controle de tarefas e excegdes, tem sido tipicamente dificil de implementar. Muitos
artigos sobre compiladores tém pedido assisténcia na arquitetura de miquinas. O
WE32100 prové algo nesse sentido, particularmente com excegdes.
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A arquitetura orientada a processo do WE32100 facilita isso por determinar o
projeto de processo com a arquitetura da mdquina. Um compilador pode representar uma
tarefa como um processo do WE32100 com os mapeamentos apropriados de meméria que
podem ser construfdos tanto pelo run time da linguagem como pelo sistema operacional.
Esse enfoque simplifica também o aspecto de mitua exclusdo de encaixe de tarefas, desde
que o mesmo € provido por hardware. Os outros tépicos de encaixe, sincronizagéo e troca
de dados nido sdo diretamente assistidos por hardware e necessitam de alguma assisténcia
do gerenciador do sistema. A Secdo 3.4 sobre projeto de sistemas operacionais discute
essa estrutura de processo para o0 WE32100.

O WE32100 possui um mecanismo de interrupgcdo controlado por tabela que €
usado para gerenciar excegoes do sistema (e outras chamadas do sistema) e pode servir
também para implementar excegdes do usudrio. Quando ocorre uma excegdo a nfvel de
sistema 0 WE32100 efetivamente executa uma instrugdo de call com transferéncia con-
trolada usando um conjunto predefinido de valores de operandos. Essa operagdo de
transferéncia € melhor visualizada como uma forma de jump-to-subroutine, onde tabelas
selecionam o enderego apropriado da sub-rotina. Se o sistema operacional possui uma in-
terface para modificar as tabelas de transferéncia controlada, um tratamento de excegio
escrito por usudrio pode ser chamado automaticamente colocando-se o seu enderego no
lugar apropriado da tabela. As excegoes definidas pelo usudrio podem ser manejadas por
essa operagdo, adicionando-se enderegos de tratamento de excegdo para cada excegdo de
usudrio e fazendo com que o mesmo execute uma operagdo de chamada com transferéncia
controlada quando a excegdo ocorre. A transferéncia controlada pode transferir para uma
rotina normal do usudrio. Para reassumir-se a execugdo apds a excegdo, deve-se apenas
executar uma instrugio de retorno com transferéncia controlada.

3.3.4.1 BIBLIOTECAS COMUNS E PACOTES

Uma forma de implementar-se bibliotecas comuns e pacotes (tipos de dados
abstratos) € a utilizagdo do processo de transferéncia discutido acima. Conceitualmente, a
chamada a um pacote pode ser vista como uma excegio de usu4rio.

Uma (ou mais) das tabelas de transferéncia poderia ser alocada para controle de
pacotes. Cada entrada nessa tabela corresponderia a uma entrada de fungio em algum pa-
cote. Para acessar-se um procedimento de pacote, uma instrugdo de chamada com trans-
feréncia controlada seria usada, e cada procedimento de um pacote retornariz numa
operagdo de retorno com transferéncia controlada. Uma grande vantagem desse sistema €
que o cddigo para procedimentos de pacote poderia ser dividido através de processos, € a
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geragao de c6digo para chamada de pacotes também poderia ser simplificada.

3.4 SUPORTE AO SISTEMA OPERACIONAL DO WE32100

O WE32100 foi projetado para prover um ambiente eficiente para um sistema
operacional sofisticado. Nio h4 sistema operacional construfdo dentro do processador,
nem é 0 mesmo otimizado para um sistema operacional particular. Em vez disso, o pro-
cessador prové dois mecanismos que podem ser usados para manipular processos, trans-
feréncias controladas para o sistema operacional e responder a interrupgdes € manejar ex-
cegoes.

3.4.1 PROCESSOS

O WE32100 d4 suporte a um sistema operacional orientado a processo; um mo-
delo particular de processo € implicito na arquitetura da m4quina. Esse modelo possui di-
versas caracterfsticas:

® h4 quatro nfveis de execugdo privilegiada para permitir flexibilidade na construgdo de
sistemas operacionais multinfvel. A hierarquia entre os quatro nfveis € dada apenas pelo
mecanismo de transferéncia controlada;

® h4 apenas uma pilha de execugdo por processo. Essa pilha € usada pelo mecanismo de
chamada do procedimento bem como pelo mecanismo de transferéncia controlada e €
usada independentemente do nfvel de execugao;

® um processo € definido para o processador por um bloco de controle do processador (pro-
cessor control block — PCB), que armazena cdpias dos recursos do processador usados
pelo processo (por exemplo, 0s registradores internos);

® pretende-se que pelo menos o niicleo do sistema operacional resida no espago de ende-
regamento de todos 0s processos.

Com quatro nfveis de execugdo, um sistema operacional que necessitasse de uma
pilha separada para cada nfvel teria de manter pelo menos quatro segmentos de pilha cres-
centes. Com uma nica pilha, o sistema operacional necessita manter apenas uma, € um
mecanismo de overflow para uma Gnica pilha € suficiente para incrementar a pitha. O me-
canismo de erros de pilha, que gerencia cbndigdes de overflow bem como outras viola-
¢oes, € descrito na Segdo 3.4.6.2. Além disso, quatro registradores seriam necessdrios
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para apontar essas quatro pilhas, e o gerenciamento de tais registradores especiais € caro
num projeto VLSI. A pilha de execugdo pode também ser usada para passar argumentos
do c6digo do usudrio para fungdes do sistema; o mecanismo regular de passagem de par4-
metros pode ser usado sem elaboradas operagdes de c6pia.

No nficleo do sistema operacional estd o espago de enderegamento de todos os
processos, eliminando a necessidade de c6pia de buffers do usudrio para buffers do siste-
ma, j4 que o sistema pode acessar buffers do usudrio e vice-versa. Um espago comum de
enderegamento para usu4rio e sistema operacional € necess4rio para que o mecanismo de
pilha finica de execugdo possa funcionar: a troca de espago de enderegamento perderia a
pilha e a corrente de procedimentos que ela contém. O mecanismo de excegdo do
WE32100 espera que o ndcleo esteja no espago de enderegamento de todos os processos,
de tal forma que o processador ndo mude o gerenciamento da meméria para acessar um
tratamento de excegao.

Duas estruturas de dados estdo associadas com processos no WE32100: o PCB e
a pilha de interrupgdo. O PCB (veja Figura 3.8) possui espago para os quatorze registra-
dores utilizados por um processo. Esses sdo os onze registradores de usudrios mais trés de
controle, o stack pointer (SP), o program counter (PC) € o processor status word (PSW).
Duas palavras no PCB sdo usadas para guardar os limites inferior e superior de enderego
da pilha de execugio; esses limites sdo checados no mecanismo de transferéncia controla-
da. O resto do PCB nio possui limite de extensdo e € previsto para ser usado (mas nio
restrito) pelo gerenciamento de meméria. A pilha de interrupgao nao est4 associada a ne-
nhum processo ¢ contém ponteiros a0 PCB. Um dos registradores internos nio associados
com qualquer processo, o ponteiro ao PCB (PCBP), aponta o PCB do processo cofrente
no processador. O segundo desses registradores, o interrupt stack pointer (ISP), aponta
o topo da pilha de interrupgdo. Ambos, o PCBP e o ISP, sdo privilegiados no senti-
do de que podem ser escritos apenas quando o processador estd no nfvel de execugio
niicleo.

3.4.2 CHAVEAMENTO DE PROCESSOS

O primeiro dos dois mecanismos usados para suporte a sistema operacional € o
de chaveamento de processos, que € utilizado no chaveamento de processos, tratamento de
interrupgdes e excegdes. Esse mecanismo possui quatro partes que sdo usadas pelas mi-
crosseqiiéncias em vérias combinagdes:

1. Guarda os registradores de controle no PCB apontado pelo PCBP (o PCB “velho”).
Guarda os registradores do usuério no PCB “velho” (opcional).
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PSW

PC

SP

Limite inferior da pilha

Limite superior da pilha

R10
R9
RO

R8

Tamanho do bloco

Enderego do bloco

Dados do bloco

Tamanho do bloco = 0

Figura 3.8 Diagrama do bloco de controle de processos.

2. Atualiza 0 PCBP para apontar o “novo” PCB. Carrega os registradores de controle do
“novo” PCB. Move o PCBP além do contexto inicial do “novo” PCB (opcional).

3. Executa uma série de movimentagdes de bloco (opcional).
4. Carrega registradores do usudrio do “novo” PCB (opcional).

Os dados na segdo de movimentagdo de bloco do PCB sio previstos para especi-
ficagdo de mapeamento de memdria. Desde que toda E/S no WE32100 € mapeada em
memdéria, o enderego inicial na se¢do de movimentagio de bloco seria a base de tradugio
de registradores numa unidade de gerenciamento de memoéria. Com esse mecanismo, 0
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chaveamento de processo estabeleceria automaticamente o domfnio de enderegamento
virtual do novo processo sem mais nenhuma intervengao do sistema operacional. Natural-
mente, se 0 mecanismo do WE32100 € indesejivel para alguma aplicagdo, ele pode ser
desabilitado colocando-se zero no contador de movimentagio de bloco em todos os PCB.

3.4.3 CHAMADA E RETORNO DE PROCESSO

Instrugbes explicitas sdo providas no WE32100 para chaveamento de processos
pelo sistema operacional. Elas ndo sdo usadas para a organizagdo de processos, que no
WE32100 ainda est4 a critério do software do sistema operacional. Em vez disso, elas
provéem meios para o despacho de processos e coordenagao de chaveamento de processos
determinados pelo sistema operacional com aqueles que aparecem inesperadamente de in-
terrupges. As duas instrugdes, Call Process e Return to Process, sdo andlogas ao par
Jump to Subroutine e Return from Subroutine. Nas instrugbes de transferéncia para
sub-rotina o enderego inicial define a sub-rotina. O “jump” guarda o enderego de retorno
na pilha de execugdo e o “return” o retira. Nas instrugdes de transferéncia para processo,
o enderego do PCB define o processo. Call guarda o enderego do PCB corrente na pilha
de interrupgdo e o “return” o retira. Como nas instrugdes de transferéncia para sub-roti-
na, as de transferéncia para processo apenas transferem o fluxo de controle e ndo passam
argumentos explicitamente.

A instrugdo Call Process tem o enderego do PCB como seu argumento. Ela salva
o contexto do processo anterior no PCB anterior, com o PC salvo apontando para a pré-
xima instrugao a ser executada, e retira um novo contexto do novo PCB. A instrugdo Re-
turn to Process apenas carrega um novo contexto do novo PCB.

3.4.4 INTERRUPGOES

O mecanismo de interrupgdo do WE32100 foi concebido para ser eficiente, con-
fidvel e consistente com o modelo de processo do processador. Desde que interrupgoes sdo
assfncronas, elas provavelmente nio estio associadas a nenhum processo corrente no pro-
cessador. Idealmente uma interrupgdo deveria ser tratada por um novo processo, que €
exatamente o que o processador faz. Um processo de interrupgdo possui um contexto to-
talmente novo e € improvével que interfira com qualquer outro processo. Se o dispositivo
gerador da interrupgao ndo € um recurso critico, a rotina de tratamento ndo precisa rodar
em modo sistema, mas pode ser despachada diretamente em modo usudrio. Uma pilha
especial de execugdo para interrupgdes ndo é necessdria, j4 que cada processo de inter-
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rupcdo recebe uma nova pilha de execu¢do que ndo necessita de nenhum tratamento
especial.

3.4.4.1 MECANISMO DE INTERRUPGAO

Uma interrupgao no WE32100 € tratada como uma instrugdo Call Process ines-
perada. O dispositivo que interrompe apresenta uma identificagdo de 8 bits. Essa identifi-
cagdo seleciona um entre 256 PCB numa tabela comegando num enderego virtual fixo.
Cada ponteiro a um PCB corresponde a um processo de tratamento de interrupgao. A mi-
crosseqiiéncia € entio exatamente como na instrugdo Call Process. O processo de inter-
rupgdo entdo rodar4, a menos que seja interrompido por outro de maior prioridade. Quan-
do o processo termina, deve-se dar uma instrugio de Return to Process, que reiniciard o
processo interrompido.

A pilha de interrupgdo monitoriza as interrupgGes encadeadas. A menos que a
pilha de interrupgio seja explicitamente manipulada pelo sistema operacional, o PCBP no
fim da pilha aponta os PCB de processos de tratamento de interrupgio de prioridades
crescentes, com 0 PCBP apontando o PCB da interrup¢do de mais alta prioridade sendo
atualmente executada,

3.4.5 TRANSFERENCIA CONTROLADA

Esse mecanismo prové um meio de entrada controlada num procedimento ou ro-
tina com um novo PSW e pode ser usado como um mecanismo de chamada de sistema.
Consiste em uma chamada controlada e um retorno controlado. A chamada controlada
opera como um Jump to Subroutine, exceto que o par PC/PSW & guardado e trocado.
Essa instrugdo possui dois operandos que funcionam como um fndice a uma tabela dupla
para determinar o novo PSW e o enderego a pular. O par PC/PSW € retirado da pilha no
retorno controlado.

Numa posigdo predefinida da meméria h4 uma tabela de ponteiros de *“primeiro
nfvel”, sendo que cada um deles pode apontar uma tabela de “segundo nfvel” de pares
PC/PSW. O primeiro operando de fndice seleciona a tabela apropriada de “segundo nf-
vel”. O segundo fndice determina o enderego a pular (veja Figura 3.9). O “‘primeiro nfvel”
permite 32 entradas e cada tabela de “segundo nfvel” permite até 4095 entradas. a Tabela
de “segundo nfvel” pode estar localizada em qualquer ponto da meméria. Em particular,
elas podem ser divididas por alguns (ou todos) usudrios ou serem tinicas num processo.
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3.4.5.1 USO DE TRANSFERENCIA CONTROLADA

Em arquiteturas mais convencionais existe apenas uma instrugdo Call Supervisor
que carrega um novo PC e PSW de uma posigdo predefinida. Fica por conta do sistema
operacional a determinagdo de qual procedimento chamar.

Tabela de 12 Nivel Tabelas de 2° Nivel
palavra 0 palavra 0 palavra 1
base: *— ) PSW, enderego (y
— PSW; enderego |
PSW, enderego o
PSW3 enderego 3
PSW enderego (y
PSW enderego
PSW, enderego 7
PSW3 enderego 3

Figura 3.9 Tabelas de transferéncia controlada

No WE32100 esse procedimento de software € assistido pela arquitetura interna.
O mecanismo de transferéncia controlada € o Ginico meio pelo qual um processador pode
mudar seu nfvel de execugdo. Ndo h4 nogao de nfvel de execugdo na microsseqiiéncia de
chamada, pois o0 novo PSW determinar4 o nfvel de execugdo do processo. A instrugio de
retorno controlado € o tnico ponto onde o processador reconhece privilégio: ele nio per-
mite que um procedimento retorne a outro mais privilegiado.

Desde que h4 apenas uma pitha de execugio para cada processo, € extremamente
importante manter a integridade da mesma. Isso & feito na transferéncia controlada. H4
duas entradas no PCB, que correspondem aos limites superior ¢ inferior da pilha de
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execugdo. A instrugdo de chamada controlada verifica se o ponteiro 2 pilha encontra-se
nesses limites antes de executar a transferéncia. O sistema operacional tem de manter
corretamente os limites de pilha no PCB.

3.4.6 EXCECOES

Excegles sdo eventos que indicam que algo est4 errado com a execugdo corrente.
Podem ser detectadas internamente pelo processador ou ser geradas ‘externamente. O
WE32100 pode tratar todos os tipos de excegdo sem parar, usando os dois mecanismos
bésicos de transferéncia controlada e chaveamento de processos. Existem quatro nfveis de
excegoes no WE32100, dependendo da gravidade do erro e dos recursos disponfveis no
momento. S3o eles: excegdo normal, excegdo de pilha, excegdo de processo e excegao de
reset.

3.4.6.1 EXCEGAO NORMAL

A maioria das excegbes € do tipo normal, incluindo-se af instrugdes ilegais,
overflow e acesso a registradores privilegiados, bem como erros gerados externamente. O
processador guarda um fndice de excegbes num campo de 4 bits do PSW chamado cddigo
de estado interno (Internal State Code — ISC). A agdo do processador € idéntica 2 trans-
feréncia controlada, com o fndice de primeiro nfvel sendo zero e o de segundo nfvel, ISC.
Portanto, na ocorréncia de uma excegdo normal, o processador transfere o controle auto-
maticamente para uma rotina de tratamento, que ndo precisa ser privilegiada ou mesmo
parte dq sistema operacional. Caso o usudrio possua a rotina de tratamento, basta mu-
dar-se a entrada da tabela para aquela excegdo para apontar essa rotina.

3.4.6.2 EXCEGAO DE PILHA

A pilha de execugdo € um recurso crftico e, portanto, tem de ser mantida cuida-
dosamente. Caso haja problemas com a pilha, uma excecao normal ndo pode ser tratada,
desde que o tratamento comega sua execugdo guardando o par PC/PSW na pilha. Portanto
existe um mecanismo especial de chaveamento de processo para esse caso. Essas excegbes
sdo detectadas durante uma transferépcia controlada, tanto quando o teste de limites de
pitha acusa erro, como quando uma leitura ou escrita na pilha ndo € bem sucedida. Quando
isso ocorre, 0 processador carrega um ponteiro para um novo PCB de uma posigio prede-
finida, guarda o PCBP corrente na pilha de interrupgao, salva o conteido dos registrado-
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res de controle e carrega um novo conjunto, obtendo uma nova pilha. Ele ndo executa as
movimentagdes de bloco, de tal forma que o gerenciamento de meméria nio € forgado a
mudar. O novo processo pode consertar a pilha, ajustar seus limites, matar o processo com
problema ou o que for mais conveniente.

3.4.6.3 EXCEGAO DE PROCESSO

Uma excegdo de processo ocorre quando de um erro de meméria durante uma
leitura ou escrita no PCB em uma microsseqiiéncia. J4 que h4 problemas no PCB, o pro-
cesso estd efetivamente morto e ndo hf como salvar registradores ou recomegi-lo. Tudo
que o processador pode fazer € iniciar um novo processo. No caso dessa excegdo, o pro-
cessador carrega um ponteiro a um novo PCB de uma posigao virtual predefinida, guarda
o PCBP corrente na pilha de interrupgio e carrega um novo conjunto de registradores de
controle. Como o tratamento desse tipo de excegdo deve ser breve, € conveniente incluf-lo
no domfnio de todos os processos, evitando assim as movimentagdes de bloco do chavea-
mento de processos.

3.4.6.4 EXCEGAO DE RESET

Essa excecdo ocorre quando tudo o mais falha ou quando o processador recebe
reset externo. Ocorre quando de um erro de meméria durante uma leitura ou escrita na
pilha de interrupgéo, durante a leitura de um vetor de enderego ou durante o processa-
mento de uma excegdo de processo. Quando ela ocorre, o processador desabilita o endere-
camento virtual, carrega o ponteiro a um novo PCB de uma posigdo fisica predefinida e
carrega um novo conjunto de registradores de controle. Caso ocorra um erro de memdria
durante o processamento de excegdo de reset uma outra excegao de reset € gerada e o pro-
cessador tenta novamente. O micro;Srocessador € totalmente reinicidvel em qualquer con-
di¢do de erro.

3.4.7. USO DO CHAVEAMENTO DE PROCESSOS POR HARDWARE
E DA MMU PELO UNIX

As caracterfsticas de chaveamento de processo da CPU e as de memdria virtual
da MMU combinam-se para dar suporte a operagdes tfpicas de sistemas operacionais mo-
dernos. Exporemos aqui o uso dessas caracterfsticas na implementagao de chaveamento
entre processos de usudrio.
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A MMU trabalha com o conceito de se¢des de enderecamento virtual, onde cada
secdo consiste em um quarto do espago de enderecamento de 32 bits e € mapeada através
de uma tabela de descritores de segmento. A MMU pode descarregar automaticamente
seus caches internos de descritores numa base por segdo em resposta a uma (nica escrita
da CPU. Isso significa que em uma operagao o sistema operacional pode alterar o mapea-
mento de um quarto do espago de enderecamento virtual € que a MMU garantird que as
porg0es apropriadas de seu cache interno serdo descarregadas.

Uma maneira natural de dividir a memoéria virtual € dedicar uma ou mais seg0es
ao sistema operacional e as restantes aos processos usu4rios correntemente ativos. Isto &,
todos os processos usudrios residirdo nos mesmos enderegos virtuais (€ claro que apenas
um processo pode residir af por vez). Reescrevendo os registradores do MMU que contém
as tabelas de descritgres de segmento para essas secdes, o sistema operacional pode cha-
vear processos usudrios no espago virtual com muitas operagoes.

De fato, o c6digo completo do sistema operacional para o chaveamento de pro-
cessos usudrio seria o seguinte:

{ Correntemente rodando o processo usu4rio A }
/*chaveamento para o chaveador de processos do sistema operacional*/

MOVAVW switcher,%r0
CALLPS

{ Agora rodando no chaveador de processos do sistema operacional }
/*reescreve os registradores da MMU para duas segoes*/

MOV W newpointer 1, mmuregl
MOVW newpointer2,mmureg?2

/*chaveamento de volta para o novo processo B*/

RETPS

{ Agora rodando o processo B }

Esse c6digo efetua um chaveamento completo entre processos usudrios. A ins-
trucdo CALLPS (Call Process) salvou o contetido dos registradores do processo corrente
(processo usudrio A) e obteve os registradores de um processo do sistema operacional de-
nominado processo chaveador. O processo chaveador, apés determinar qual processo
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usudrio para o qual chavear (ndo mostrado), escreveu os enderegos desses processos nas
tabelas de descritores da MMU, fazendo o processo A “desaparecer” do espago de ende-
regamento virtual e o processo B “aparecer” af. Finalmente, foi executada uma instrugio
RETPS (Return to Process), que obteve o conteiido dos registradores do processo B tal
como foram deixados da Gltima vez que esse processo executou uma CALLPS para o pro-
cesso chaveador.

Prover suporte a sistemas operacionais € vantajoso, visto que as primitivas sdo
garantidamente corretas, protegidas de alteragdo ou destruigdo e podem acessar facilida-
des internas da CPU para desabilitar interrupgdes, iniciar seqii€ncias de erros e assim por
diante.

3.5 USO DE PASTILHAS PERIFERICAS COMUNS COM OS
SISTEMAS WE32100

O conjunto de pastilhas WE32100 prov€é uma interface pseudosfncrona para o
projetista de sistema. O protocolo dessa interface € compatfvel com periféricos comuns,
tais como UART, controladores de interrupgao etc. O conjunto WE32100 permite inter-
face facil com memérias dindmicas, estdticas e projetos de cache.

A transagdo de meméria bisica € de 3-7 ciclos de relégio (nenhum estado de es-
pera) com um ciclo adicional usado pela MMU WE32101 para prover um ambiente de
mem©ria virtual quando a mesma € utilizada,

Algumas caracterfsticas exclusivas do conjunto de pastilhas sdo:

1. Uma aquisi¢do de bloco dinamicamente selecionivel que melhora o desempenho da
CPU eliminando tradugdes triviais de enderegos virtuais.

2. Excegbes de barramento retardadas permitindo ao projetista um tempo maior para de-
terminar falhas.

3. Arbitragio de barramento com 2 sinais.

3.5.1 INTERFACE COM CO-PROCESSADOR

A interface com co-processador suportada pelo WE32100 prov€ uma interface
de alta velocidade entre a CPU e a MAU, juntamente com a flexibilidade para expansdes
com co-processadores adicionais. Um total de dez c6digos de CPU foram reservados ao
co-processador, provendo uma variedade de operagGes com zero, um ¢ dois operandos,
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com cada operando podendo ter extensdo de uma, duas ou trés palavras. A comunicagao
entre a CPU e co-processador tem a forma de uma transagdo mfnima de barramento, com
estados de espera opcionais. Dados recolhidos escritos na meméria sdo acessados concor-
rentemente pela CPU e o co-processador numa (inica transagao de barramento em vez de
serem roteados através da CPU em duas transagdes. Essa forma prové a mixima velocidade

possfvel de transferéncia de operandos.

Uma operagdo com co-processador € iniciada com uma transagio de transmissdo
de co-processador, na qual um campo de identificagdo de co-processador de 8 bits permite
o enderegamento de até 256 tipos diferentes de co-processador no barramento, Os 24 bits
restantes da palavra de transagdo podem ser interpretados pelo co-processador como este
bem queira, usualmente como uma informagdo de cédigo de instrugdo e operando. Todos
os operandos sdo entdo recolhidos e tomados diretamente pelo co-processador. Nesse
ponto o co-processador executa a operagio requisitada e indica o final 3 CPU com um si-
nal DONE. Esta armazena entdo o estado do co-processador no PSW e prové os endere-
gos para qualquer escrita na meméria que possa ser requerida pela operagdo do co-pro-
cessador. Quaisquer excegdes que possam ter sido detectadas pelo co-processador podem
ser sinalizadas & CPU durante o ciclo de transferéncia de estado.

3.6 ARQUITETURA DA UNIDADE DE GERENCIAMENTO
DE MEMORIA WE32101

A WE32101 € uma unidade de gerenciamento de meméria de segunda geragdo®.
A primeira geragao foi implementada em tecnologia CMOS de 2,5 um e roda a 7,2 MHz.
A WE32101 € implementada em tecnologia CMOS de 1,5 pm com relégio de 18 MHz. Ela
prové tradugdo de enderegos para segmentos contfguos e paginados simultaneamente. Sua
arquitetura possui os seguintes atributos:

® facilita a organizagio sistemdtica de mem®ria para sistemas operacionais, dividindo en-
deregos virtuais em unidades manejdveis de segdes, segmentos e paginas;

® teste de protegdo de acesso para segmentos contfguos e paginados;

® suporte a algoritmos de paginagdo e segmentagdo por atualizagdo automdtica de bits
“referenciados” e “modificados’;

® detecgdo automdtica de erro de processamento para segmentos internos € paginados de
entrada de descritores no cache;

® suporte a segmentos de tamanhos varidveis de 8 bytes a 128 kbytes;
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® suporte a segmentos compartilhados através do uso de descritores indiretos de
segmentos;

o facilidades de descarregamento de cache de descritores;

® deteccido e resolugio detalhada de erros.

Para minimizar o tempo de tradugdo da meméria, a MMU possui um cache de
descritores internos. H4 um cache de 32 descritores de segmento, diretamente mapeados, €
um cache de 64 descritores de p4gina, associativos e bidirecionais.

Para traduzir um enderego a MMU procura seus caches de descritores em busca
de descritores relevantes. Se estes estdo presentes, a MMU testa se houve violagdo de ex-
tensdo ou de permissao de acesso.

Para segmentos contfguos, a tradugio € feita adicionando-se o enderego de base,
do cache de descritores, a um deslocamento do enderego virtual, para formar o enderego
fisico.

Para segmentos paginados, a MMU concatena um enderego de base de pédgina,
do descritor de p4gina do cache, ao deslocamento de p4gina, do enderego virtual, para for-
mar o enderego fIsico.

Se houver uma falha no cache, a MMU executard um “processamento de falha”.
Ela acessar4 as tabelas de descritores na memoria e as carregar4 nos caches internos.

3.6.1 DIVISAO DE ESPAGO DE ENDEREGAMENTO

A MMU suporta até 2°? bytes de meméria fisica ou virtual. A tradugio de en-
deregos virtuais pode ser selecionada dinamicamente pela CPU através de uma linha vir-
tual/ ffsico.

O espago de enderegamento virtual € dividido em segbes € estas, em segmentos.
Segmentos podem ser paginados ou contfguos (ndo paginados).

O espago de enderegamento virtual de um processo € dividido em quatro segoes.
Um prop6sito importante das segbes € otimizar o descarregamento de entradas de cache
de espago de enderecamento virtual compartilhado. Os descritores em cache de uma segdo
podem ser descarregados independentemente de outras segdes durante o processo de cha-
veamento. Portanto segbes de espago de enderegamento virtual (tais como bibliotecas de
sistema ou rotinas de niicleo) que s3o comuns a miltiplos processos podem ser mantidas
nos caches de descritores da MMU durante chaveamento de processos.
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Cada segao pode consistir em segmentos de até 8 K. Identificadores de segdo
armazenadas na MMU designam as tabelas de descritores de segmentos associadas com as
segOes. Reescrever um identificador de se¢ao causa descarga automdtica das correspon-
dentes entradas nos caches de descritores para aquela segdo.

Segmentos podem ser contfguos ou paginados. Ambos sd3o suportados simulta-
neamente pela MMU. Um segmento paginado € dividido em p4ginas de 2 kbytes.

3.6.2 CARACTERISTICAS
3.6.2.1 CAMPOS DE ENDERECAMENTO VIRTUAL

A subdivisao do espago de enderegamento virtual requer a divisdo do enderega-
mento virtual em trés campos para segmentos contfguos e quatro no caso de paginados.

Um enderego virtual que referencia um segmento contfguo € dividido num cam-
po de identificagio de segdo (SID) (qual secdo do espago de enderegamento), um de sele-
¢do de segmento (SSL) (qual segmento dentro da segdo) e um de deslocamento (offset) no
segmento (SOT) (qual byte dentro do segmento) (veja Figura 3.10).

Para segmentos paginados o campo SOT ¢ subdividido num campo selecionador
de pdgina (PSL) (qual p4gina no segmento) ¢ um deslocamento na pdgina (qual byte den-
tro da p4gina) (veja Figura 3.11).

3.6.2.2 DESCRITORES E TABELAS DE MAPEAMENTO

Tabelas de descritores de segmentos (SDT) e de p4ginas (PDT) especificam ma-
peamentos entre espagos de enderegamento fisico e virtual em termos de segmentos e p4-
ginas, As tabelas precisam residir em meméria fisica sempre que a MMU necessit4-las.
Um segmento contfguo € representado por apenas uma entrada na SDT, enquanto um
segmento paginado € representado por uma entrada na SDT e uma na PDT. No segundo
caso a entrada na SDT contém o endereco de base fIsico da PDT.

31777730 29777717 1677770

SID SSL SOT

Figura 3.10 Campos de enderego virtual, para um segmento contfguo.
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31730 297717 16711 1070

SID SSL PSL POT

Figura 3.11 Campos de endereco virtual para um segmento paginado.

A MMU guarda ponteiros para as tabelas em meméria e também contém o com-
primento dessas tabelas. Essa informagéao & usada quando da corregdo de processamento.

3.6.2.3 DESCRITORES E TABELAS DE SEGMENTOS

O mapeamento de enderegos virtuais em ffsicos para uma segdo € definido pela
SDT a ela associada. Uma SDT contém uma entrada de 8 bits, um descritor de segmento
para cada segmento na se¢ao. Cada segmento pode consistir em até 128 kbytes. O campo
de selegao de segmento (SSL) do enderegamento virtual é usado como fndice para a SDT
(veja Figuras 3.12 e 3.13).

V7(Vdlido) V = =1 indica um descritor de segmento vélido. Se V= =0, um acesso causa
um erro.

C"(Contfguo) C==0 significa que o segmento & paginado e C==1, que & contfguo. Se
C==0, a MMU usa a segunda palavra do SD como enderego ffsico de uma PDT. Se¢
C==1, a MMU usa a segunda palavra do SD como enderego de base flsico de um seg-
mento contfguo.

P"(Presente) P==1 significa que o segmento ou a PDFT estido presentes na memoria.
Se a MMU tenta usar o SD durante uma corregio de processamento e P= =0, ocorre um
erro.

I"(Indireto) I==1 indica um descritor de segmento indireto (que aponta para outro
descritor). Durante a corregdo de processamento, se I==1, a segunda palavra do SD ¢
usada como enderego ffsico de outro SD e o segundo SD € lido. Se I==1 no segundo
SD, o procedimento & repetido. Podem ocorrer até seis leituras de SD, mas se no sexto SD

= =1, ocorre um erro. Descritores indiretos de segmento podem ser usados para imple-
mentagdo de segmentos compartilhados que podem ser facilmente trocados. O fGnico des-
critor de segmento que tem de ser mudado pelo sistema operacional quando dessa troca ou
movimentagao € o tiltimo (aquele com I==0).
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Figufa 3.12 Formato da primeira palavra de um SD.

Enderego ~(alta ordem ~27 “ou 29 "bits) Soft

Figura 3.13 Formato da segunda palavra de um SD.

R ~ (Refereciado) Se a MMU estd configurada para tanto € um descritor de segmento
(numa tabela de descritores) & referenciado via uma corregao de processamento e a refe-
réncia ndo estd com erro, o bit R do descritor & sinalizado em 1.

M~ (Modificado) Se a MMU est4 configurada dessa forma ela sinaliza o bit M em um,
caso ele j4 nio esteja sinalizado, se ela traduz com sucesso um enderego usando esse SD
para um acesso de escrita.

$ ~ (Cachable) Sempre que o SD € usado para uma tradugdo, a MMU sinaliza seu pino de
cache para refletir o valor desse bit. Esses bits podem ser usados pelo sistema para preve-
nir ou autorizar o armazenamento em cache de instruges e dados numa base por seg-
mento.

T"(Trap de objeto”) Se hd uma tradugdo vélida usando o descritor de segmento (per-
missdes de acesso e miximo deslocamento -~ offset — ndo foram violadas) e o segmento €
contfguo (C==1) e o bit T est4 em um, ocorre um erro de trap de objeto. Esse bit & ig-
norado em segmentos paginados.

Res”(Reservado) Esses bits sdo reservados para uso futuro da MMU,

Soft”(Reservado para Software™) Esses bits s3o reservados para uso pelo software e
garantidamente ndo sio alterados pela MMU.

Max“Off~ (Deslocamento”M4ximo) Esse campo € usado para calcular o deslocamento
méximo do infcio do segmento que um enderego virtual pode especificar. Se um enderego
virtual especifica um valor acima desse, um erro € sinalizado para a CPU.

Esse valor € igual ao nfimero de palavras duplas (8 bytes) num segmento, menos
um. Portanto € impossfvel especificar um segmento contendo 0 bytes com esse mecanis-
mo.
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Sempre que um descritor € usado para executar uma traducio, a MMU testa o
campo de permissdes de acesso do SD, o tipo de acesso sendo requisitado pela CPU e o
nfvel de execucdo no qual estd havendo essa requisigio. Se a MMU determina que o
acesso ndo € permitido sob essas condi¢des, ocorre um erro.

A MMU usa o nfvel de execugdo (nficleo, executivo, supervisor e usuirio) no
qual o acesso estd sendo requisitado e o contetido do campo de permissdes de acesso para
determinar se nesse nfvel é permitido leitura/escrita (RW), leitura/execugdo (RE), apenas
leitura (RO) ou nenhum acesso (NA) no segmento. Ela verifica entido o"tipo de acesso re-
quisitado pela CPU para determinar quais permissdes sdo necessdrias para permitir o
acesso. Se essas permissoes nao sdo satisfeitas, ocorre um erro. Sendo, o acesso &
permitido.

O campo de permissoes de acesso possui 8 bits e € estruturado em campos de 2
bits, um para cada nfvel de execugdo. O tipo de acesso permitido num determinado nfvel &
codificado nesses campos de 2 bits.

O campo de enderecamento da segunda palavra de um descritor de scgmento
numa SDT pode ser usado pela MMU num dos seguintes modos:

1. Como enderego fisico de um segmento contiguo. Esse € o endereco em meméria ffsica
onde o contetido do segmento comega.

2. Como um enderego de PDT para um segmento paginado. Esse € o enderego em me-
mdria fisica onde comegam as tabelas de descritores de pagina.

3. Como enderego fisico de outro SD no caso de um SD indireto.

3.6.2.4 TABELAS E DESCRITORES DE PAGINAS

Para um segmento paginado, a segunda palavra do descritor € usada pela MMU
como enderego de uma tabela de descritores de p4gina. Uma PDT contém descritor de p4-
gina de 4 bytes para cada p4dgina no segmento. Uma PDT pode consistir em um mé4ximo
de 64 descritores de pigina, mas pode conter menos (veja Figura 3.14).

P~(Presente) P==1 sc a p4gina estd presente; P= =0, se ndo. Se a MMU tenta ler um
PD durante uma corregdo de processamento e P= =0, o restante das informagdes do PD €
ignorado e ocorre um erro.
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Figura 3.14 Formato de descritor de pigina.

R ~ (Referenciado) A MMU sinaliza R em um quando traduz com sucesso um enderego
para qualquer tipo de acesso.

M ~ (Modificado) A MMU sinaliza M em um, se j4 nio estiver nesse estado, quando tra-
duz com sucesso um enderego para um acesso de escrita.

L-(Oltimo) Durante a tradugio, se L==1 a MMU acessar o campo de m4ximo deslo-
camento do SD correspondente e executard uma verificagao de extensdo. Se L==0, a
tradugao continua sem essa execugao.

Espera-se que L==1 se o descritor de pigina corresponde 2 dltima p4gina de
um segmento cuja extensdo nao € um miltiplo integral de 2 kbytes. Se L= =0, a extensio
da pégina € 2 kbytes.

W~ (Erro na Escrita) Se permissdes de acesso e extensdo ndo foram violadas e o tipo de
acesso € de escrita e W==1, ocorre um erro. Esse bit pode ser usado para minimizar a
cpia de pdginas num processo de duplicagdo. Em vez de copiar todas as p4ginas, cada
uma pode ser compartilhada tendo W==1. Uma tentativa de escrever numa p4gina com-
partilhada por parte de qualquer dos processos causari um erro, € somente entdo aquela
pédgina ter4 de ser duplicada.

Page”Address (Page~ Address)*2k &€ o enderego do primeiro byte da pigina em meméria
flsica.

3.6.3 ESTRUTURA INTERNA
As seguintes entidades na MMU podem ser acessadas no modo mapeado em
memdria:

1. O cache de descritores de segmento (32 descritores; mapeado diretamente; total de 64
palavras).

2. O conjunto bidirecional associativo de cache de descritores de p4gina (64 descritores;
conjunto associativo bidirecional; total de 128 palavras).
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3. A secdio RAM A. A SRAMA contém os enderecos das SDT e pode ser usada para
descarregar segoes dos caches de descritores.

4. A segdo RAM B. A SRAMB contém o ndmero de entradas em cada SDT.

5. O registrador de erros de c6digo. O FLTCR € usado para armazenar informagdes so-
bre erros detectados pela MMU,

6. O registrador de erros de enderego. O FLTAR contém o enderego virtual que estava
sendo processado quando da ocorréncia de um erro.

7. O registrador de configuragdo. O CR contém bits que especificam aspectos configura-
veis do comportamento da MMU.

8. O registrador de enderego virtual. O VAR contém o enderego virtual a ser traduzido
pela MMU e pode ser usado para descarregar entradas simples dos caches
descritores.

3.6.3.1 CACHES DE DESCRITORES

O cache de descritores de segmento consiste em 32 descritores de 64 bits que
diferem dos SD nas SDT que foram descritas anteriormente quanto ao formato. SD em
cache contém um campo de identificagdo e ndo contém os bits V, I, P e R, entre outras
diferengas.

O SDC € um cache diretamente mapeado dividido em quatro partes que corres-
pondem as quatro segdes. Ele necessita um fndice de 5 bits para selecionar uma entrada e
uma identificagdo de 10 bits para individualizar o descritor.

Os caches de descritores de pdgina consistem em 64 descritores de 64 bits orga-
nizados num conjunto associativo bidirecional. O formato dos PD em cache & diferente
dos PD em PDT em mem6ria. Eles contém um campo de identificagdo e um de permissoes
de acesso (copiados do SD) e ndo contém os bits P e os de software, entre outras
diferengas.

O PDC ¢ dividido em quatro partes que correspondem 3s quatro seges. Como
no SDC, o fndice € de 5 bits. A identificagao, no entanto, &€ de 16 bits.
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3.6.3.2 OUTROS OBJETOS

A segdo RAM A consiste em quatro palavras de 32 bits. Cada uma delas € usada
como enderego de base fisico de uma tabela de descritores de segmento (SDT) de uma se-
¢do durante a corregdo de processamento.

A segdio RAM B contém o nimero de segmentos em cada segao menos um. Isso
& usado para testes de fronteiras em tabelas de descritores de segmento durante a corregao
de processamento. A SRAMB consiste em quatro palavras de 32 bits.

O registrador de enderego virtual contém o enderego virtual a ser traduzido
pela MMU.

O registrador de erros de c6digo mantém um histérico de erros e estados opera-
cionais na pastilha de MMU. Seu contefido € reescrito toda vez que ocorre um erro.

O FLTAR contém o enderego virtual que estava sendo processado quando da
ocorréncia do (ltimo erro. O conteddo do FLTAR ¢ modificado quando a CPU escreve
nele em modo periférico € quando ocorre um erro.

O registrador de configuragido possui 32 bits € contém trés itens de um bit cha-
mado $, Ref e Mod. Os bits Ref ¢ Mod habilitam ou desabilitam a sinalizagio dos bits de
segmento R e M na memdéria. Durante a corregdo de processamento e atualizagdo de R e
M, o bit $ determina o estado de um pino de safda. Este pode ser ligado a um cache exter-
no para prevenir ou impedir o armazenamento de descritores nesse cache.

3.6.4 OPERAGOES

Esta segdo descreve diversas operagoes que a MMU executa em resposta a agdes
da CPU. A maionia das operagdes € bastante complexa, mas mesmo assim elas sao execu-
tadas sem qualquer intervengao da CPU.

3.6.4.1 TRADUGAO, CORREGCAO DE PROCESSAMENTO E
ATUALIZACAODEREM

Tradugao € a operagdo durante a qual os caches sdo acessados para determinar a
existéncia de certos descritores (aqueles que sdo necessirios). Se esses descritores nao estiao
presentes, a corregdo de processamento € invocada. Caso eles estejam presentes ou apés a
corregio, permissdes de acesso e extensdo de segmento sao verificadas e o enderego fisico



O sisterna microprocessador de 32 bits da AT&T WE32100 77

¢ calculado (simultaneamente). Se ndo ocorreram erros, R ¢ M sdo atualizados. Quando o
processo se completa, o enderego ffsico encontra-se na safda.

Quando um descritor de segmento ou de p4gina necessdrio para uma traducdo
ndo estd presente nos caches, a MMU acessa as tabelas de descritores em memoria para
carregé-los apropriadamente. Essa atividade € chamada corregdo de processamento. Ela
pode ser necessdria para carregar um descritor de segmento ou de p4gina, ou ambos. Erros
podem ocorrer durante essa atividade. Descritores invélidos (V==0) ou ndo presentes
(P==0) nunca s3o carregados nos caches.

Os bits R e M dos descritores de p4gina sdo sempre mantidos atualizados tanto
no cache quanto na meméria. O processo de verificagdo e sinalizagdo de R e M € chamado
atualizagio de R e M. Esse processo pode invocar corregdo de processamento para carre=-
gar um descritor de segmento (porque o descritor de segmento contém o enderego do des-
critor de pdgina em memdria).

3.6.4.2 ERROS

Se o processo de tradugdo de enderego ndo puder ser completado por algum mo-
tivo, um erro ser4 acionado. Todos os erros fazem com que a MMU sinalize apropriada-
mente os campos FLTCR, copie o contelido do VAR no FLTAR e sinalize um erro para a
CPU. Os contetidos de FLTCR e FLTAR nio serdo alterados no curso de tradugdes bem-
sucedidas (sem erro) e corregao de processamento. Apenas outro €rro ou uma escrita em
modo periférico podem alter4-los.

O FLTCR contém trés campos: requisigdo de acesso, acesso ao nfvel X e tipo de
erro. O campo de requisi¢do de acesso contém um cédigo que especifica o tipo de acesso
(leitura de instrugdo, leitura de dados etc.) tentado pela CPU quando da ocorréncia do er-
ro. O campo de acesso ao nfvel X contém um c6digo que especifica o nfvel de execugio no
qual o erro de acesso ocorreu.

O campo de tipo de erro do registrador de erros de c6digo (FLTCR) pode conter
diversos valores correspondendo a diferentes tipos de erro. Eles se enquadram em diversas
categorias do ponto de vista do sistema operacional. Enganos do usudrio podem causar os
erros de deslocamento no segmento, acesso, acesso e deslocamento no segmento, extensio
da SDT, extensdo da PDT ou SD invélido. Uma necessidade de troca pode ser sinalizada
pelos erros de segmento ndo-presente, PDT ndo-presente ou pégina nio-presente. Pro-
blemas sérios com o sistema operacional causam a sinalizagdo de p4gina dupla, corregdo de
processamento na memoria, atualizagio de R ¢ M na meméria ou muitos erros de acessos
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indiretos. Os outros tipos de erro sdo objeto de trap, escrita de pdgina e nenhum
erro.

3.6.4.3 MODO PERIFERICO MAPEADO EM MEMORIA E DESCARREGAMENTO

A MMU pode ser usada como um periférico mapeado em meméria. Desse modo
muitos dos registradores internos da MMU e seus caches de descritores podem ser ende-
regados como posigSes de meméria. Cada uma dessas posiges pode ser lida ou escrita.

Um modo de acesso tipo periférico ocorre para a MMU quando a 16gica externa
sinaliza o pino de selegdo da MMU. Diversos bits de endereco enviados 8 MMU sdo usa-
dos para selecionar um objeto dentro da mesma e (para alguns objetos) uma palavra dentro
do objeto.

Todos os objetos descritos na Segdo 3.6.3 podem ser acessados em modo
periférico.

Escritas no FLTCR causam o campo de tipo de erro a ser sinalizado como
nenhum erro.

Quando a CPU escreve um enderego na segdo RAM A (SRAMA), a MMU des-
carrega todos os descritores SDC e PDC que se encontram na segdo correspondente 2
recentemente escrita entrada da SRAMA. Quando a CPU escreve um enderego no regis-
trador de enderego virtual (VAR), a MMU descarrega quaisquer entradas de cache de
descritores de segmento ou p4gina correspondentes ao enderego virtual,

3.7 CONSIDERAGOES DE SISTEMA OPERACIONAL

E responsabilidade do sistema operacional iniciar a MMU e todo o sistema sinali-
zando SDT e PDT em meméria fisica e escrevendo valores nos registradores daMMU que
provém informagdes necessirias, tais como tabelas de enderegos.

Os sistema operacional também € responsdvel por alterar valores de SRAM
quando do chaveamento de processos. Isso fard com que a MMU descarregue e preencha
seus caches.

A transferéncia de descritores entre os caches da MMU e meméria flsica (corre-
¢d0 de processamento) & tratada por ela sem a interferéncia do sistema operacional.

A agdo do sistema operacional € requerida quando a MMU sinaliza para a CPU ]
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erro que ocorreu. H4 um nmero de tipos de erro que se relacionam a erros que a MMU
detecta em dados crfticos, tais como erros de memoéria quando a MMU tenta ler SDT ou
PDT. Esses erros requerem agdes ndo-usuais’ e talvez drésticas por parte do sistema
operacional.

Dois outros tipos de erros so pigina ndo-presente (para um segmento paginado)
e segmento ndo-presente (para um segmento contfguo). Em ambos os casos a MMU est4
avisando & CPU que uma p4gina ou segmento requerido nio est4 presente em memoria fI-
sica, e, portanto, deve ser carregado. O sistema operacional € responsivel por essas ativi-
cades e deve efetuar qualquer E/S necessdria para ajustar as entradas apropriadas na SDT
e/ou PDT.

A MMU prové€ suporte de hardware para algoritmos de troca de p4gina ou seg-
mento por parte do sistema operacional, sinalizando os bits R (referenciado) e M (modifi-
cado) nos descritores de segmento e p4gina sempre que ji4 modificagio ou referéncia numa
pégina ou segmento. Se o sistema operacional limpa periodicamente os bits R, por exem-
plo, ele pode usd-los para implementar uma variagao do algoritmo de troca LRU. Ele po-
deria escolher trocar segmentos ou p4ginas que permanecem com seus bits R limpos quan-
do a troca € chamada, assumindo que esses segmentos ou piginas tém sido menos referen-
ciados ultimamente que aqueles que com bits R sinalizados.

O sistema operacional ir4 ocasionalmente alterar os conteidos das tabelas de
descritores em memoria. Por exemplo, ele precisa fazer isso para sinalizar e limpar bits P
(presente) sempre que piginas ou segmentos sdo trocados em memoria fisica. Qualquer
alteragdo nos contetidos das tabelas tem de ser seguida por algum tipo de descarregamento
dos caches da MMU para prevenir a confusdo que resultaria do fato de caches e tabelas
conterem informagoes conflitantes.

3.8 ARQUITETURA DA UNIDADE DE ACELERAGAO MATEMATICA
(MAU) WE32106

Essa unidade (MAU)* prové o microprocessador WE32100 com um suporte do
padrao IEEE completo para ponto flutuante como um co-processador. A MAU suporta
operagbes tanto em modo co-processador como em modo periférico. Dados de ponto flu-
tuante de precisdo simples (32 bits), dupla (64 bits) ou estendida (80 bits) t€ém suporte.
Além disso, os inteiros de 32 bits e um tipo de dado decimal de 18 dfgitos sio suportados
para conversoes. Todos os quatro modos IEEE para arredondamento sdo suportados (para
0 mais préximo, para zero, para mais infinito e para menos infinito), bem como os cinco
tipos de excegbes mascar4veis (operagdo invélida, overflow, underflow, divisdo por zero e
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inexato). Além disso, uma excecao mascardvel de overflow de inteiro & suportada para
conversdes de inteiros e decimais. A MAU suporta as seguintes operagdes:

1. Aritméticas. Soma, subtragdo, multiplicagdo, divisdo, resto, raiz quadrada, negagio,
valor absoluto, comparagio (quatro versées), movimentagio.

2. Conversées. Ponto flutuante para inteiro, inteiro para ponto flutuante, ponto flutuante
para decimal, decimal para ponto flutuante.

3. Controle e Estado. Leitura de registradores de estado, escrita nos registradores de es-
tado, extragdo de resultados em erros, carregamento de registradores de dados, ne-
nhuma operagao.

As instrug6es de controle e estado permitem que o contexto da MAU seja salvo e
restaurado em chaveamento de processos ¢ também provéem informagdes de grande valor
para depuragio quando uma operagio gera uma excegao.

A MAU suporta todos os tipos de dados requeridos, incluindo zeros positivos e
negativos, infinitos positivos e negativos e detecgdo e nio detecgdo de NAN (ndo-numéri-
co). Underflow gradual & também suportado na forma de nmeros normais em precisio
simples e dupla e nimeros ndo-normais em precisio estendida. Indicadores de sinal, zero e
overflow sdo automaticamente retornados para a CPU, e o uso das instrugoes da MAU
com a CPU WE32100 € totalmente transparente para o usu4rio em modo co-processador.
Além disso, a MAU & compatfvel com todas as caracterfsticas internas do WE32100, in-
cluindo DMA, interrupgdes e capacidade de reiniciago.

A MAU contém muitas otimizagGes de hardware para atingir alto desempenho
em ponto flutuante. Os caminhos de interconexacao de dados foram cuidadosamente oti-
mizados para obter um alto nfvel de desempenho nas operagbes de soma e subtragdo. A
adigdo de uma chave de barreira completa (BSW) & de especial ajuda nessas operagdes. A
operagio de multiplicagdo € implementada com uma forma altamente codificada do algo-
ritmo de Booth, que processa trés bits do resultado por iteragdo em uma malha fortemente
canalizada. A operagdo de divisdo usa uma implementagdo fortemente canalizada do algo-
ritmo de divisdo sem restauragdo. Além dessas otimizagGes internas, a interface de co-
processador da MAU permite transferéncias excepcionalmente rdpidas de dados para a
CPU e meméria num barramento de 32 bits. O efeito combinado dessas otimizagdes € uma
taxa total de execugdo para o teste de Whetstone em precisdo simples de 1,0 Mega
Whetstone. Esse nfimero é para a CPU WE32100 e MAUWE32106 rodando juntas em
modo co-processador com zero estados de espera no acesso & memoéria a 14 MHz. Taxas
de execugao em dupla precisao sao ligeiramente inferiores.
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pES—

3.8.1 SUPORTE AOS PADROES IEEE PARA PONTO
FLUTUANTE NA MAU WE32106

O padréo IEEE para aritmética bin4ria de ponto flutuante facilita:

o Geragido de software numérico de alta qualidade.
e Portabilidade de software entre implementagdes.

e Tratamento cuidadoso e determinfstico de condigdes de excegao e anomalias.

O padrio ndo impbe quaisquer restrigdes de implementagdes. Isso significa que
uma implementagido pode ser realizada totalmente em software, totalmente em hardware
ou em qualquer combinagdo dos dois. A WE32106 € uma implementacdo em hardware do

padréo.

3.8.1.1 FORMATOS DE DADOS

Um niimero em ponto flutuante consiste em trés partes: um expoente assinalado,
um significando (ou mantissa) e um tnico bit na posi¢do mais 2 esquerda, que indica o sinal
do significando. Este consiste em bits implfcitos ou explicitos A esquerda do ponto bindrio
implicito e fragdo 2 direita. O padrao divide os dados em bi4sico e estendidos, com cada um
possuindo duas precisoes, simples e dupla. Toda a implementagao deve suportar o formato
simples. O suporte ao formato estendido & fortemente recomendado.

A MAU suporta formatos simples, duplos e duplos estendidos do padrdo do
IEEE.

3.8.1.2 TIPOS DE DADOS

A MAU suporta todos os tipos de dados requeridos. O que se segue € uma breve
discussdo desses tipos de dados.

Niimeros normalizados em ponto flutuante. Esse € o tipo de dado de trabatho
com o qual o usudrio ir4 interagir. E definido pelo valor do expoente, nio estando nos
formatos m4ximo e mfnimo.

Niimeros nao normalizados em ponto flutuante. Esses nlimeros possuem uma
mantissa ndo-nula com o expoente correspondendo ao formato de valor mfnimo. O bit im-
plicito mais significativo da mantissa (2 esquerda do ponto bin4rio) possui valor zero. Um
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ntimero ndo normalizado & gerado quando uma excecdo de underflow mascarada ocorre.
Ndmeros nio normalizados provéem underflow gradual para zero.

Zeros: este € um nmero com o expoente no formato minimo e um significando
zero. Zeros sio assinalados,

Infinitos: um ndmero com significando zero e formato de m4ximo expoente &
infinito. Mais um vez h4 codificGes para infinitos positivos € negativos.

Nao-numérico (NaN): NaN sao entidades simbélicas providas para propésitos de
diagnéstico e para permitir melhorias que estdo fora do escopo do padrdo. NaN sdo ni-
meros que possuem formato de méximo expoente com uma fragdo nio nula. NaN sido
classificados em-duas categorias — sinalizante ¢ quieto. Um NaN quieto pode ser usado
para detectar um erro que se propagou atravé€s de uma seqii€ncia de operagdes. Pode tam-
bém ser usado para indicar o uso de varidveis ndo iniciadas. Um NaN propaga-se por meio
de operagdes sem causar excegdes. Quando um NaN sinalizante € encontrado, uma exce-
60 ocorre. Se a condigio de excegio estd mascarada, uma operagido com um NaN sinali-
zante como operando completa-se normalmente e produz um NaN quieto como resultado.

3.8.1.3 OPERAGOES

As implementagdes segundo o padrio devem prover operagies de soma, subtra-
¢ao, multiplicagao, divisdo, raiz quadrada, resto, arredondamento para valor integral, con-
versoes entre vérios formatos de inteiros em ponto flutuante para formatos decimais e
comparagdo. A MAU suporta todos esses tipos de operagao diretamente em hardware.

3.8.1.4 ARREDONDAMENTO

O arredondamento toma um mimero infinitamente preciso e o modifica para ca-
ber no formato de destino. O padrao requer que todas as operagdes em ponto flutuante
produzam um resultado intermedidrio que estd correto com precisio infinitas, sem limites
de faixa, e entdo arredonde-o de acordo com o modo de arredondamento selecionado. O
padrao propde quatro modos diferentes de arredondamento:

— Para o mais préximo. Nesse modo, o valor representdvel mais pr6ximo ao resultado in-
finitamente preciso € entregue. Esse € o modo default de arredondamento.
- Para infinito positivo.

- Para infinito negativo.
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— Para zero.

A MAU implementa diretamente todos os quatro modos.

3.8.1.5 EXCEGOES

O padrio IEEE especifica cinco tipos de excegdes: operagio invdlida, underflow,
overflow, divisdo por zero e inexato. O padrio requer controle de habilitagao/desabilita-
¢a0 de trap individual para cada uma das excegbes. A resposta default € proceder sem o
trap. Flags individuais de estado sdo também requeridos para cada excegao. Os indicadores
de estado podem ser permanentes, isto €, uma vez indicada a excegdo serd necessdria uma
operagdo explicita de limpeza do mesmo. A condigdo permanente dos indicadores permite
que a informagdo de excegao se propague numa série de operagdes quando o trap corres-
pondente est4 desabilitado. O tratamento de excegdo na MAU € conforme o padrio des-
crito acima.

3.8.2 SUMARIO DO PADRAO IEEE

O padrao IEEE para aritmética bindria de ponto flutuante difere da aritmética
genérica de processadores de ponto flutuante em diversos aspectos. Algumas caracteristi-
cas do padrao que aumentam a complexidade de hardware sao:

1. O padrio recomenda trés tipos de dados: simples, duplo e estendido. O nimero de bits
¢ diferente em cada formato. Isso faz com que a conversio de um formato em outro
seja mais complexa que outras implementagoes de ponto flutuante, nas quais precisdes
simples e duplas possuem expoentes de formato idéntico.

2. Os tipos de dados especiais tais como ndo-numérico (NaN), infinito, niimeros desnor-
malizados e ndo normalizados requerem hardware especial para reconhecimento e
processamento.

3. O padrio define cinco excegbes com controles individuais de habilitagdo/desabilitagao
¢ indicadores de estado correspondentes. O padrao ¢ também bastante especifico sobre
a resposta default A excegdo quando est4 mascarada e a respeito das informagdes for-
necidas A rotina de tratamento quando a mesma € habilitada.

4. A definigdo da operagdo de resto requer que ela seja quebrada em diversos passos, de
forma a evitar interrupgdes que prenderiam o processamento.
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3.9 ARQUITETURA DO CONTROLADOR DE ACESSO DIRETO
A MEMORIA - DMAC

O DMAC WE32104 € um controlador de quatro canais projetado para aplica-
¢des em 32 bits. Uma arquitetura Gnica de duplo barramento permite interconexio simples
e eficiente de periféricos orientados a byte, tais como UART, controladores de disco e
interfaces de rede, com um barramento de processador de 32 bits. Isolando o trifego pe-
riférico mais lento num barramento separado, a l6gica de interconexio fica ndo somente
simplificada como a contengdo pelo barramento do sistema fica extremamente diminufda,
aumentando, portanto, a capacidade geral do sistema.

Para dar suporte a sua arquitetura de duplo barramento, 0 DMAC prové um
buffer de dados de 32 bits para cada canal. Dados lidos do barramento periférico de lar-
gura de byte sdo aglutinados em operandos mais largos (at€ palavras quidruplas de 16
bytes),antes de serem escritos na memoria. Além de transferéncias de byte, meia palavra e
palavra, o DMAC suporta transferéncias de palavras duplas e quidruplas no barramento
do sistema, visando melhorias na largura de banda da meméria e reducao do overhead de
arbitragio de barramento. Um diagrama em bloco do DMAC & mostrado na Figura 3.15.

Cada um dos quatro canais € controlado independentemente e pode ser progra-
mado nos modos de transferéncia em burst ou por roubo de ciclo. No modo burst, o
DMAC ir4 segurar o barramento do sistema por tanto tempo quanto necessirio, enquanto
no modo de roubo de ciclo o barramento € liberado ap6s cada transferéncia. H4 quatro ti-
pos de transferéncias: meméria para periférico, periférico para meméria, meméria para
memoria e preenchimento de meméria. Outras opgdes programéveis incluem selegdo de
caracterfsticas de transferéncia do dispositivo periférico, habilitagao de interrupgdes ao fi-
nal da transferéncia e habilitagdo de um canal para transferéncia encadeada. No modo en-
cadeado, uma lista ligada de blocos de requisicdo contendo fonte/destino e contagem de
transferéncia € carregada em memoria pelo processador. O DMAC pode entdo executar
essa lista, carregando parimetros de transferéncia diretamente da meméria sem qualquer
outra intervengdo do processador central.

No modo burst, um DMAC de 14 MHz pode executar c6pias de memdria para
mem6ria a 11,2 Mbyte/s e operagdes de preenchimento de meméria a 20,3 Mbyte/s. Dado
que essas taxas sio cinco vezes maiores que aquelas que podem ser conseguidas através de
instrugdes da CPU, muitas fungBes do sistema podem ser codificadas para alto desempe-
nho usando o DMAC,

Para transferéncia para/do barramento periférico, a mdxima taxa de transferén-
cia € 6 Mbyte/s; no caso de burst € 3,7 Mbyte/s se apenas um byte for transferido a cada



O sistema microprocessador de 32 bits da AT&T WE32100 85

e

requisi¢do do periférico. E igualmente importante que 0 DMAC somente requisite o bar-
ramento do sistema quando uma palavra quddrupla foi aglutinada em seu buffer de dados,
executando em um ciclo de barramento o que de outra forma necessitaria de dezesseis ci-
clos. Incluindo o overhead durante a arbitragdo de barramento, a utilizagdo do mesmo €&
reduzida por um fator de dez.

3.9.1 COPIA MEMORIA - A - MEMORIA PELO DMAC MELHORA
PERFORMANCE DO UNIX

As operagbes de cOpia memoéria-a-memdéria e preenchimento de meméria pelo
DMAC sdo até cinco vezes mais rdpidas que as operagdes equivalentes executadas pela
CPU. Rotinas légicas do sistema UNIX, tais como fork, exec e E/S 16gico entre 4reas do
sistema e do usudrio, baseiam-se em c6pias rdpidas de buffers e limpeza de blocos, que
podem ser otimizadas usando-se um canal do DMAC. Levantamentos com o sistema
UNIX demonstram que a CPU despende aproximadamente 10% de seu tempo executando
essas rotinas. Usando-se as capacidades do DMAC pode-se, portanto, melhorar o desem-
penho do sistema em 8%.

3.9.2 VANTAGENS DO BARRAMENTO PERIFERICO DE 8 BITS NO DMAC

O barramento periférico de 8 bits € idealmente adequado a periféricos de 8 bits,
como controladores de disco e interfaces de rede local. A separagdo do barramento peri-
férico do barramento de sistema de 32 bits reduz a contengdo pelo mesmo. Isto permite a
CPU a execugdo mais eficiente enquanto o DMAC est4 servindo periféricos. Num mode-
lo, a CPU possufa dez vezes a alocagido do barramento do sistema comparado a outro sem
o barramento periférico, quando uma transferéncia de periférico de 10 Mbit/s estava sen-
do servida pelo DMAC.

3.10 ARQUITETURA DO CONTROLADOR DE RAM DINAMICA WE32103

O controlador de RAM dindmica (DRC) prové multiplexagem de enderego, ge-
renciamento de acesso e tempo de ciclo e controle de refrescamento para meméria dinami-
ca de acesso randdmico (DRAM). A extrema flexibilidade do DRC permite uma ampla
selecdo de componentes DRAM a serem usados em diversas configuragdes de sistema.

Entre as caracterfsticas suportadas pelo WE32103 estdo: diversos modos de re-
frescamento (distribufdo/burst, temporizado internamente/externamente), constantes de
tempo programéiveis para casar-se com o0s requerimentos dos diversos componentes
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DRAM e suporte a muitas extensdes de DRAM, tais como 256 k por 1,64 k pord4e 1M
por 1. O DRC € capaz de enderecar DRAM de até 16 Mbytes usando pastithas de
1 Mbyte. Modos de operagdo em pégina e nibble podem ser selecionados para acessos ré-
pidos de palavras duplas ou quidruplas. Além disso, um modo especial de pré—tradugao ¢
provido para melhorar o tempo de acesso em sistemas incorporando memdria virtual pagi-
nada. Para aplicagOes que requerem operagdes altamente confidveis, um conjunto com-
pleto de sinais de controle € provido para detecgdo de erro (opcional) e corregdo por
hardware.

O DRC possui um modo assfncrono que permite que ele opere com outros mi-
croprocessadores comerciais. No entanto, um melhor desempenho pode ser atingido no
modo sfncrono, quando configurado com o conjunto WE32100. A operagio sincrona ir4,
em geral, ganhar um estado de espera em operagdes de leitura e escrita do processador. O
modo de pré-tradugdo reduz ainda mais o tempo de acesso, deixando de lado a linha de
meméria que estd sendo usada num acesso da MMU WE32101. Finalmente, ciclos rdpidos
de palavras duplas e quidruplas, utilizando DRAMs em modo paginado ou nibble, sdo su-
portados para melhorar o desempenho tanto da CPU quanto do DMAC.

3.10.1 MODO DE PRE-TRADUGAO DO WE32103 USANDO DRAMS DE 256 K

O DRC possui a capacidade de iniciar um acesso de memoria antes que a MMU
tenha traduzido o enderego virtual. Esse inicio adiantado € vantajoso em sistemas utilizan-
do um esquema de memoria virtual paginada. Nesses sistemas, os bits menos significativos
do enderego sdo o deslocamento de pigina, e, portanto, equivalentes em espagos virtuais
e fisicos.

Se programado para um RAS adiantado, o DRC ir4 utilizar o deslocamento de
pégina dentro do enderego virtual como enderego de linha e gerar o habilitador de endere-
¢o de coluna (RASOQ) em paralelo com a tradugdo de enderego da MMUI. Utilizando a ca-
racterfstica de pré-tradugao, um ciclo pode ser ganho no acesso de meméria. Um diagrama
em bloco do DRC € mostrado na Figura 3.16.

3.11 SUMARIO

O conjunto WE32100 e seu predecessor (WE32000) sio operacionais em muitos
sistemas AT&T, em aplicagdes de compartilhamento de tempo, tempo real e orientadas
a transagdo.
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O conjunto WE32000 ¢ usado nos sistemas 3B2 e 3B5. A CPU & também usada
como um controlador de periféricos inteligente para o sistema 3B5. Outras aplicagoes in-
cluem o terminal Teletype DMD 5420, onde o WE32000 € usado para executar primitivas
gréficas, bem como programas residentes. Interfaces de rede usando o WE32000 estio
disponfveis para tratar controle de fluxo e protocolos de alto nfvel nos sistemas 3B. Placas
baseadas em barramento VME foram construfdas para tomar vantagem das capacidades
do conjunto de pastilhas ¢ podem ser usadas como blocos de construgio de computadores
de placa Gnica ou sistemas de miltiplos processadores. Diversos sistemas a multiprocessa-
dores também foram construfdos.

O conjunto de pastilhas € apoiado por um conjunto completo de ferramentas de
desenvolvimento baseadas em UNIX que provéem acesso f4cil a sinais internos e estado
para depuragdo e desenvolvimento de hardware, e depuragio simbélica para desenVolvi-
mento de software®,

Com o alto desempenho da MAU, o conjunto de pastilhas possui um desempetiho
bastante competitivo em operagdes de ponto flutuante e abriu as portas para as mais am-
plas aplicagc6es (por exemplo, CAD/CAM), que requerem aritmética de ponto flutuante e
alta precisdo. O microssistema UNIX est4 se expandindo para desempenho ainda mais al-
to, caminhando para menores regras de projeto e implementagées melhoradas, enquanto
mantém compatibilidade com os produtos disponiveis hoje. A adiantada disponibilidade do
DMAC WE32104 e do DRC WE32103 enfatizam a preocupagio da AT&T com uma so-
lugdo completa. A MMU WE32101 prové capacidades de gerenciamento de meméria ndo
igualadas por nenhum produto correntemente no mercado.
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CAPITULO 4

O TRANSPUTER DA INMOS

J.R. Newport
CAP Scientific Ltd

4.1 INTRODUGCAO

Os transputers, fabricados na Gra-Bretanha pela Inmos, sdo computadores de
Ginica pastilha de alto desempenho com enlaces (links) seriais completos processador-pro-
cessador € uma meméria em pastilha opcional. Entretanto, tal descrigdo simples subestima
o potencial dessa classe de dispositivos.

O nome transputers deriva de duas palavras: transistor € computador. A intengao
¢ justamente a de que como os transistores t€ém sido blocos para construgdo de computa-
dores, entdo transputers serdo os blocos para a construgdo de toda uma nova classe de m4-
quinas, desde compactos processadores vetoriais até supercomputadores.

Tentativas para construir-se sistemas de multiprocessadores a partir de micro-
processadores convencionais sempre t€m sido repletas de problemas que nao sao menores
que aqueles concernentes 3 comunicagdo interprocessos. Normalmente sdo encontrados
problemas de largura de banda quando mais de quatro processadores sio ligados por um
barramento compartilhado. Esse efeito pode ser claramente percebido quando examina-
mos o grifico do desempenho em relagdo ao nimero de processadores (veja Figura
4.1 (a)). O desempenho variar4 dependendo dos tipos de processadores e barramentos
usados, mas se atingird um ponto em que, somando-se processadores, o barramento serd
estrangulado, diminuindo entdo o desempenho total do sistema. Esse limite geralmente €
alcangado quando seis a oito processadores compartilham o mesmo barramento.

Os transputers t€m seus préprios enlaces seriais, cada um com uma capacidade
de entrada e safda concorrente de 10 Mbit/s. Um transputer tfpico tem quatro enlaces
desse tipo, proporcionando uma capacidade de comunicagio de 40 Mbit/s para recepgio e

91
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Figura 4.1 (a) Diagrama de desempenho versus ndmero de processadores para um sistema multipro-
cessador convencional; (b) o mesmo diagrama para um sistema multitransputer.

40 Mbit/s para transmissio. Como esses enlaces so uma parte integral de cada transputer
individual, quanto maior o nfimero de transputers em uma rede, maior a largura de banda
total do sistema. Devido A banda de comunicagdo ser um dos problemas, o grifico do de-
sempenho do sistema em relagao ao néimero de processadores para uma rede de transpu-
ters mostra um resultado aproximadamente linear (veja Figura 4.1 (b)).
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O limite em que transputers conectados rigidamente em rede, por seus enlaces
seriais, se torna impraticdvel, nao foi ainda determinado. Em teoria, nio h4 razio para que
supercomputadores contendo milhares ou mesmo centenas de milhares de transputers ndo
possam ser construidos.

Uma 4rea onde dispositivos de alto desempenho sio necess4rios € a de Inteligén-
cia Artificial (IA). O desempenho de miquinas de 1A € medido em dedugdes l6gicas por se-
gundo (Logical Inferences Per Second — LIPS), com uma dedugio l6gica sendo equiva-
lente a uma centena de instrugdes de miquina. O objetivo da equipe japonesa no desenvol-
vimento de quinta geragdo de arquiteturas foi uma méquina protStipo capaz de um bilhio
(ou gita) de dedugoes l6gicas por segundo para 1991. Acredita-se que tal mdquina poderia,
por exemplo, ser capaz de traduzir japonés para inglés (e vice-versa) em tempo real, usan-
do tanto texto como voz na entrada. Um vetor de 10 mil transputers poderia potencial-
mente alcangar um desempenho similar, ser montado e estar funcionando em breve. O
desenvolvimento de software de uma aplicagao particular pode bem ultrapassar essa data
por um ou dois anos, dependendo da complexidade da aplicacdo. Entretanto, o hardware
para uma miquina de quinta geragido poderia estar disponfvel em cinco anos acima do que
foi considerado ser um objetivo ambicioso por muitos.

Como a Inmos percebeu que simplesmente fornecendo um hardware simples
com alto potencial de desempenho nao se produz necessariamente um sistema de alto de-
sempenho; uma nova linguagem de programacgao, occam, tem sido desenvolvida junta-
mente com o transputer. Linguagens melhor instituidas como Pascal, FORTRAN e C se-
rio também disponiveis para uso nos transputers, mas € o occam que habilitard que o po-
tencial de desempenho dos sistemas baseados em transputers seja completamente obtido.
Occam prové diretamente suporte de software para concorréncia e para enlaces seriais
interprocessadores de 10 Mbits/s.

A arquitetura do transputer combina virias caracteristicas desenvolvidas para
outros processadores através dos anos para alcangar o desempenho estimado de 10 mi-
Ihes de instrugdes por segundo (10 MIPS). Entretanto, os elementos-chave que permitem
aos sistemnas de alto desempenho serem construidos a partir de dispositivos transputer sao
concorréncia e comunicagio e o suporte provido para ambas as caracterfsticas pela lingua-
gem occam.

4.2 A ARQUITETURA GENERICA DO TRANSPUTER

Como se pode ver na Figura 4.2, a arquitetura do transputer nao define um sim-
ples dispositivo, mas, ao contririo, toda uma famflia de transputers. O transputer de 32
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bits T424, com quatro enlaces seriais e 4 kbytes de meméria RAM est4tica em pastilha, €
usualmente tido como um transputer padrao de propésito geral, mas v4rias combinagoes
de facilidades em pastilha sdo possfveis. Os transputers sempre incluem um processador,
servigos de sistema e um ou mais enlaces seriais, mas eles podem ter 4 kbytes de RAM em
pastilha, 2 kbytes, ou ndo ter memoéria em pastilha.

Reset ——] Servigos Processador
Relégio —— do sistema

GND,VCC —
+RAMem .
+ pastilha .
e Interface 1: LinkIn0
. E de enlace LinkOut0
: : VInterface " ¥—— LinkInl
! O \deenlace —> LinkOut1
: Ct'fdté&'a;; IR ¥—— LinkInN
N . d . de enlace .. E——) LinkOutN

E Interfaces especfficas

.

da aplicagdo

S esecsssvsscscccccssseseccen e ecsesscsssssases .e

Figura 4.2 Arquitetura geral do Transputer (Cortesia do grupo de companhias Irmos).



O transputer da INMOS 95

O primeiro transputer de 32 bits a tornar-se disponfvel foi o T414, liberado pela
Inmos em outubro de 1985. O T414 tem 4 enlaces seriais, mas somente 2 kbytes de RAM
em pastilha. Uma famlflia de transputers de 16 bits também est4 sendo desenvolvida, sendo
o primeiro destes o T212. Liberado a0 mesmo tempo que o T414, o0 T212 também tem 2
kbytes de memoria em pastilha.

O segundo dfgito no nome do produto transputer indica o tamanho da meméria
RAM em pastilha em unidades de 2 kbytes. Um 4 seguindo o T indica um processador de
32 bits, ¢ um 2 na mesma posigdo, um processador de 16 bits, Entretanto, a Inmos tem si-
do menos l6gica com o Gltimo dfgito, o qual afirma prover uma singularidade do produto
em vez de indicar o ndmero de enlaces disponfveis em pastilha (0 T212 tem 4 enlaces, ndo
2, como poderia ser esperado). A velocidade de um dispositivo particular em megahertz
(MHz) pode também ser inclufda no nome, seguida por hffen; por exemplo, um T424-20
poderia rodar a 20 MHz, e um T424-12 poderia rodar a 12,5 MHz (a velocidade dos
transputers aumenta a passos de 2,5 MHz, de 10 até 20 MHz).

Todos os transputers tém um temporizador que corre um relégio em separado do
rel6gio externo de 5 MHz. Ambos, a freqiiéncia de relégio do processador ¢ o relégio do
enlace (o qual controla a taxa de transferéncia dos enlaces seriais), sdo derivados da fre-
qiiéncia de rel6gio externa, por escalonamento interno. Transputers futuros serao capazes
de operar seus enlaces em velocidades maiores, mas todos suportardo a velocidade de
10 Mbit/s como padrdo. Os pinos de selecdo de velocidade em cada dispositivo permitem
que um ou mais enlaces sejam selecionados para a velocidade-padrdo, permitindo comuni-
cagdo entre dois transputers quaisquer. Uma tolerancia de mais ou menos 0,02% € permi-
tida no sinal de relégio externo para operagao correta dos enlaces seriais. Isto significa que
dois transputers comunicando-se nao tém de usar o mesmo relégio externo. A tolerancia
também € tal que cristais osciladores relativamente baratos sejam usados para gerar os si-
nais. Os enlaces s@o previstos para serem usados somente entre transputers na mesma pla-
ca, ou entre placas adjacentes no mesmo bastidor. A longas distincias (>400 mm) os enla-
ces precisardo de alguma forma de compensagdo (buffering). Os drivers/receptores
RS422 podem ser usados para estender a distancia de comunicagao de enlace.

O protocolo de enlace, como a velocidade de enlace, € padronizado através de
toda a classe de transputers. Os dados sdo transmitidos um byte por vez em pacote, com
cada pacote sendo confirmado pelo transputer receptor. O pacote de confirmagao € envia-
do logo que o pacote de dado € identificado, e, desde que cada enlace seja bidirecional, pa-
cotes de dados e pacotes de confirmagdo podem ser enviados concorrentemente. Pacotes
de confirmagdo consistem em 2 bits, um 1 e um 0. O segundo bit identifica o tipo de pa-
cote. Os pacotes de dados consistem em dois 1s seguidos pelo byte de dado e finalizado
com O (veja Figura 4.3).
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Protocolo de enlace

Dados 0 1 2 3 4 5 6 7

Aceitacdo

Figura 4.3 Prot~olo de enlace (Cortesia do grupo de companhias Inmos).

O T2i2 e T414 sio degraus no caminho do desenvolvimento do T222 e T424,
respectivamente. As caracteristicas dos produtos transputers no futuro serao governadas
mais ¢ mais pelas necessidades especificas do usuirio. Na medida em que experiéncia € ad-
quirida em sistemas de desenvolvimento € em muitos casos no desenvolvimento de pro-
dutos incorporando os processadores T414 e T424, essas necessidades especificas tor-
nar-se-ao mais evidentes. Algumas aplicagoes podem ser beneficiadas por terem mais
RAM em pastilha, enquanto outras podem requerer mais enlaces. Como os enlaces € a
memdria em pastilha disputam espago na pastilha, haverd sempre um compromisso entre
os dois, com o balango ideal dependendo da aplicagao. Em um sistema de processador sim-
ples, por exemplo, pode ser mais iitil ter apenas um ou dois enlaces para entrada e saida
e ter mais RAM em pastilha, que poder4 ser acessada mais rapidamente do que memdria
RAM extema. Isto poderia melhorar todo o desempenho de processamento.

Muitas das aplicagoes previstas do T424 t€ém processadores arranjados em gran-
des vetores de duas dimensdes, com cada T424 conectado a seus quatro vizinhos mais
préximos via seus enlaces seriais (veja Figura 4.4). Logo que os projetistas de sistemas se
familiarizem com a construgao de redes de transputers, eles comegarao a pensar: “Por que
conectar apenas os quatro vizinhos mais préximos, por que nao oito?”’ Engenheiros mais
aventurosos ja estiao planejando redes tridimensionais, requerendo no mfnimo 6 enlaces e
até redes de dimensao n requerendos2n enlaces em cada transputer. O problema em cons-
truir-se redes de transputers tridimensionais pode ser resolvido, em termos simples, em-
parelthando-se os transputers. Conectando-se 2 T424, usando um enlace cada, liberam-se 6
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enlaces, disponfveis para conectar os seis vizinhos mais pr6ximos em trés dimensdes. A
necessidade de hipercubos, superclusters ¢ outras ousadas arquiteturas serao consideradas
mais detalhadamente na Segao 4.10.

As caracteristicas de transputers futuros dependerao da demanda, investimento e
avangos da tecnologia. Nao seria realista esperar um transputer de 6 enlaces com 8 kbytes
de meméria RAM em pastilha (um T446, se uma nomenclatura mais 16gica fosse adotada)
ser langado imediatamente depois do T424. Mas se a demanda existe, uma pastilha com 6
enlaces, com 2 kbytes, pode ser inteiramente praticivel (T416), possivelmente seguida por
uma versio com 4 kbytes de memoéria em pastilha (T426).

l | | 1

l 1 I

Figura 4.4 Vetor bidimensional de transputers.
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Em cada adig80 a enlaces seriais € memdria em pastilha, a arquitetura genérica de
transputer também prové a inclusdo de interfaces para aplicages especfficas em pastilha.
Transputers de propésitos espectficos para gréaficos e controladores de acionadores de dis-
co j4 foram desenvolvidos e liberados em 1985. Estes sdo o controlador grifico G412 ¢ o
controlador de disco M212 (o0 M prové de Mass storage). Esses transputers especializados
provéem um meio direto de comunicagdo, conveniente com os dispositivos periféricos. Em-
bora esses nio sejam transputers reais, € vdlido mencionar os adaptadores de enlace Inmos
nesta segdo. A série C de dispositivos, C001, C002 etc., sdo dispositivos especiais que po-
dem ser ligados a um enlace serial do transputer para adapt4-los a enlaces paralelos de 8
bits. Um terceiro método para interconectar periféricos € mape4-los em meméria no bar-
ramento do transputer. Um periférico pode ser mapeado em qualquer enderego da memé-
ria externa e pode ser controlado usando-se instrugGes escritas em occam.

O transputer para ponto flutuante, o F424, est4 em desenvolvimento e pode ser
liberado alguns meses depois do T424. O F424 nao serd um co-processador para o T424,
como tem sido a prética para microcomputadores convencionais, como a combinago Intel
8086/8087, mas ser4 um transputer completo por si sé. Ele reter4 todas as funcionalidades
do T424 em adigio 3s facilidades aritméticas de ponto flutuante, conforme o rascunho-
padrio 10,0 IEEE P754, implementado em pastilha. OperagGes em precisdo simples (bit de
sinal, expoente de 8 bits e fragdo de 32 bits) e precisido dupla (bit de sinal, expoente de 11
bits e fragdo de 52 bits) terao suporte para mimeros com ponto flutuante. E prevista pela
Inmos que operagdes com nfimeros de ponto flutuante levem aproximadamente 1 micros-
segundo, dando ao F424 uma avaliagdo de pico de desempenho de um milhao de operagdes
de ponto flutuante por segundo (1 MFLOPS).

Muitas aplicag6es, tais como simulagio, processamento de sinal e a andlise de da-
dos sfsmicos, requerem que nimeros grandes de operagdes de ponto flutuante sejam reali-
zadas no menor tempo possfvel. Tal como os projetistas de computadores de quinta gera-
¢do tém um alvo de 1000 LIPS, também aqueles envolvidos com o desenvolvimento de
vetores de processadores ¢ mainframes com aceleradores de ponto flutuante tém um alvo
de 1000 MFLOPS. Uma m4quina construfda a partir de mil transputers F424 poderia po-
tencialmente fornecer tal desempenho —um giga FLOPS.

4.3 O TRANSPUTER T424

Tendo-se considerado as caracterfsticas gerais da famflia de transputers, um
membro especffico da famflia, o T424, serd agora considerado (veja Figura 4.5). O T424
tem 4 kbytes de meméria RAM estitica em pastilha com um tempo de acesso de 50 ns, 4
enlaces seriais bidirecionais de 10 Mbits uma larga interface de 32 bits para 25 Mbytes de
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meméria externa e naturalmente um processador e servigos de sistema. Isto representa
aproximadamente 250.000 dispositivos fabricados usando um processo CMOS de 1,5 pm.
A pastilha T414, o primeiro transputer de 32 bits, ocupa uma 4rea de silicio de mais de
9 x 9 mm e contém 200.000 componentes. Poderia esperar-se que o T424 fosse um pouco
maior, embora os projetistas objetivem minimizar qualquer acréscimo no tamanho devido
as restriges de embalagem. E assumido que o T424, como o T414, serd disponfvel em
uma pastilha padriao de 84 pinos J-lead carrier.

Reset ——3 Servigos ] Processador ErrorOut
Clockin ——] do sistema StopProc
CapPlus Minus — @ Analyse
ProcClockOut €—
GND,VCC —
RAMem
pastilha
@ Interface LinkinO
de enlace LinkOuto
Interface Linkint
4 kbytes 2y K32 de enlace LinkOut !
® Interface f—— LinkiIn2
de enlace —> LinkOut2
@ Interface Linkin3
de enlace LinkOut3
notSO-4 €— Interface ® Evento E Eventin
notG €——] de memdria ‘ AckEvent
te0-3 ¢— —
T tietron -
> BusGranted
wait
MconfigC,0 —3 4 32 > ADbus

Figura 4.5 O T424 (Cortesia do grupo de companhias Inmos).
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Como a maioria dos processadores de 32 bits, o0 T424 € habilitado para enderegar
diretamente 4 Gbytes (2 elevado 2 poténcia de 32) de meméria. Os enderegos de memoéria
sdo sinalizados, o que significa que eles podem ser manipulados como qualquer outro in-
teiro de 32 bits. A Figura 4.6 mostra o mapa do espago de memoéria do T424. O cédigo
bisico em ROM (Ready Only Memory) €, por convengao, alocado no fim (mais positivo)
do espago do enderegamento, € quando configurado para bootstrap a partir da ROM, o
processador ird comegar a execugdo a partir do enderego hexa 7FFFFFFE. A RAM em
pastilha € organizada em 1 k palavras de 32 bits cada, situadas no final mais negativo da
memdria, isto €, no enderego hexa 80000FFF a 80000000. Oitenta palavras (72 bytes) de
mem©éria em pastilha, do enderego hexa 80000047 a 80000000, s3o usadas pelo sistema, as

hexa 7FFF FFFF ——]—&= j

hexa 7FFF FFFE

hexa 0000 0000 — @

hexa 8000 OFFF ~——}—am RAM em pastilha

Localizagoes do hardware

eccafip

hexa 8000 0000

Figura 4.6 Mapa de memdéria do T424 (Cortesia do grupo de companhias Inmos)



O transputer da INMOS 101

filtimas oito palavras nessa ordem sio associadas aos quatro enlaces (uma palavra de en-
trada e uma de safda para cada enlace).

O restante da meméria RAM em pastilha (80000FFF a 80000048) & destinado
para c6digo de aplicagdes e dados. Desde que a memdria em pastilha pode ser acessada em
5 ns, 0 que € tipicamente a metade do tempo para acesso 3 RAM externa, programas pe-
quenos que requerem alto desempenho podem ser idealmente alocados exclusivamente em
RAM em pastilha. Onde sao usados vetores de transputers interconectados por seus enla-
ces seriais, pode ser possfvel subdividir programas maiores e aloc4-los apenas em memdéria
RAM. Se isso ndo for possfvel, os processos mais crfticos em tempo precisam ser identifi-
cados para que possam ser alocados na memoéria em pastilha. A linguagem occam prové
facilidades para alocar c6digo em enderegos especfficos no espago de mem©éria do trans-
puter. Essas facilidades serao explanadas futuramente na Segio 4.6.

Alguns microprocessadores fazem uso de memdrias caches de alta velocidade
que podem estar dentro ou fora da pastilha. Assim como o processador executa uma ins-
trugao de um programa, um microcédigo dedicado busca (prefetch) um bloco de cédigo
que inclui a instrugdo imediatamente seguinte 3 corrente apontada pelo ponteiro de instru-
¢30 e aloca esse c6digo no cache. Quando o ponteiro de instrugao chega ao fim do cache ou
quando uma instrugdo de Jump (salto) aponta para uma instrugio fora do cédigo contido
no cache, o microc6digo ird automaticamente buscar um novo bloco de cédigo e o alocard
no cache. Uma vantagem de memdria cache € que o usuério nio tem de estar ciente que
ele existe. Por outro lado, RAM em pastilha em transputers € tratada pelo processador do
mesmo modo que uma RAM externa - ele simplesmente leva menos tempo de acesso. Isso
significa que o dnus de se fazer o melhor uso da ripida RAM fica para o usudrio. Se isto é
considerado uma vantagem ou desvantagem dependerd da necessidade e preferéncia do
usudrio.

E dtil lembrar-se de que uma instrugdo de transputer tem o tamanho de apenas
um byte, mas a meméria € acessada sempre por palavras. Portanto um acesso 2 memdria
externa buscard ou quatro instrugdes ou um dado de 32 bits. A Inmos conduziu um expe-
rimento para demonstrar os efeitos de alocagio de ambos: dados e c6digos em pastilha, Os
tempos dados na tabela seguinte sdo relativos ao caso onde todo o programa e todos os
dados s3o0 alocados em pastilha, sendo normalizados.

Altamente ovientado a: Dados Programa
Todo o programa ¢ dados na RAM em pastilha 1 1
Programa fora, dados em pastilha 1,3 1,1
Programa em pastilha, dados fora 1,5 1,2

Programa e dados fora da pastilha 1,8 1,3
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Esses dados sdo ferramentas muito importantes, particularmente para aplicagGes
que tém um cédigo grande mas poucos dados (menos que 4 kbytes). O processador
T424 também incorpora um buscador (pre-fetcher) de instrugdo, o qual busca 8 instrugées
(duas palavras). Isto tem sido visto como um compromisso ideal entre a redugdo de acesso
ao c6digo e busca de instrugdes que podem nio ser executadas.

A tendéncia geral dos microprocessadores tem sido a inclusdo de mais e mais re-
gistradores, mas o T424 usa apenas seis para executar um programa seqiiencial. Esses
consistern em um registrador de operando, um ponteiro de instrugdo, um ponteiro de 4rea
de trabalho e trés registradores que fazem avaliagdo da pilha. Em adigdo a esses seis, h4
mais dois registradores que sdo usados pelo escalonador de prioridade da pastilha para
compartilhar o tempo entre processos paralelos alocados no mesmo transputer. Embora
occam permita qualquer nmero de nfveis de prioridade, somente dois sdo suportados pelo
T424 e T414, sendo estas a prioridade O e prioridade 1, com a 0 sendo a mais alta. Se um
ou mais processos de prioridade O forem alocados em um transputer, um deles serd sele-
cionado pelo escalonador e executado completamente, ou até que tenha de esperar por
comunicagio ou por entrada do rel6gio. Os processos de prioridade mais alta devem ser
mantidos relativamente pequenos, do contrério eles tenderdo a monopolizar o processador.
Os processos de prioridade 1 serio escalonados somente quando os processos de priorida-
de 0 ndo puderem seguir. Os processos de prioridade 1 executam em partes de tempo, de
modo que nenhum processo tenha de esperar muito tempo. As partes de tempo nas ver-
sdes anteriores de transputer usavam 4096 ciclos dos 5 MHz de relégio de entrada. Em
dispositivos posteriores, entretanto, foi estendido para 5120 ciclos do relégio de entrada
(input clock), o que corresponde a um tempo de mais de 1 ms.

4.4 O CONJUNTO DE INSTRUGOES DO T242

Os transputers sdo uma forma de reduzir o conjunto de instrugdes de um com-
putador (RISC). As caracterfsticas e vantagens de usar um RISC s3o bem documentadas e
foram vistas no Capftulo 2, Em resumo, foi visto que programas que rodam em computa-
dores com conjunto de instrugGes complexo (CISC) usam somente uma pequena porcen-
tagem dessas instrugées em uma base regular. Algumas das instrugdes restantes so usadas
somente em raras situagdes. Os projetistas de mdquinas RISC concentraram seus esforgos
em dar suporte 3s instrugGes mais freqiientemente usadas, com as demais sendo imple-
mentadas usando-se combinagdes de instrugSes ou adicionando-se modificadores ou ex-
tensdes. Algumas dessas fungdes podem requerer mais ciclos de miquina para executar em
RISC que em CISC. Entretanto, como um todo, os RISC alcangam um alto desempenho
eficiéncia devido 3 requisigio de menos esforgos para decodificagdo de instrugdes e re-
querendo menos registradores. A _ ‘
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Falando-se genericamente, projetar um compilador para um RISC € uma tarefa
relativamente imediata. O compilador € apresentado como uma tarefa relativamente sim-
ples e prognosticada, e o cédigo objeto tende a ser compacto e eficiente. Embora uma ta-
refa relativamente simples para uma méquina, gerar c6digo para um RISC tende a ser te-
dioso e inclinado a erros quando feito por um programador humano. Isto pode bem ter si-
do um fator contribuinte para a decisdo da Inmos de ndo abandonar detalhes como valores
de cédigo de instrugdo ou mesmo toda a gama de instrugGes oferecidas em um transputer
particular. O occam € pretendido como a linguagem de mais baixo nfvel usada em qualquer
transputer, ¢ a Inmos ndo suporta o uso de cédigo de m4quina pelo usudrio. H4 de fato
mais razdes em volta dessa aparente decisdo do que a preocupagdo com inclinagao a erros
em programagdo. A tecnologia VLSI est4 avangando rapidamente e estio sendo desenvol-
vidas técnicas onde novas caracterfsticas podem rapidamente ser inclufdas no projeto de
hardware da pastilha. Mantendo-se o occam como linguagem padrdo para todos os mem-
bros na famflia de transputers, um novo dispositivo pode ser desenvolvido com um con-
junto de instrugdes totalmente novo e com, por exemplo, um aumento significante de de-
sempenho. Tudo que o usudrio teria de fazer seria comprar um novo compilador para o
dispositivo, e ele poderia rodar todos os seus programas occam antigos. Mudangas meno-
res em um programa podem ser necessdrias para otimizar o desempenho quando trans-
portando entre transputers. Isto seria particularmente verdade se um novo dispositivo in-
corporasse mais RAM em pastilha ou tivesse mais enlaces seriais. Ter um compilador se-
parado para cada dispositivo € mais problem4tico que manter versdes separadas dos mes-
mos programas no que seria efetivamente linguagens diferentes. A informagio seguinte &
inclufda puramente como matéria de interesse, j4 que &€ improv4vel que o leitor tenha de
programar em cédigo de miquina de transputer. Nenhum valor € dado para as vérias fun-
¢Oes e instrugdes desde que estes podem variar, mesmo entre versges diferentes do mesmo
dispositivo.

Todas as instrugdes no transputer sdo de um byte dividido em dois campos. Os
quatro bits mais significativos contém a fungdo e os quatro menos significativos contém o
dado (veja Figura 4.7). Campos de quatro bits permitem dezesseis itens de dados locais
serem manipulados por dezesseis instrugdes. Trinta desses valores sdo usados para repre-
sentar as fungbes usadas mais freqiientemente. Estas sdo conhecidas como instrucoes de
um enderego, )4 que o operando € usado pela instrugio como um valor. Essas instrugdes
sdo:

Load local

Store local

Load local pointer
Load non-local-
Store non-local
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Load non-local pointer

Adjust workspace
Load constant

Add constant

Add to memory

Jump

Conditional jump

Call

Duas instrugdes adicionais, Prefix e Negative Prefix, podem ser usadas para es-
tender o operando de qualquer instrugao para qualquer tamanho. Todas as instrugdes co-
megam carregando os quatro bits menos significativos do registrador de operando com os
quatro bits de dado do campo de instrugdo, como mostrado na Figura 4.7. Todas as instru-
¢Oes, exceto a Prefix e a Negative Prefix, terminam limpando o registrador de operando
para a pr6xima instrugdo. A instrugio Prefix carrega seus quatro bits de dado no registra-
dor de operando ¢ entio desloca-os de quatro para a esquerda (isto &, os quatro bits mais
significantes). A instrugio de Negative Prefix € similar, exceto que ela complementa o re-
gistrador de operando antes de deslocar. Usando-se uma instrugdo de prefixo simples,
qualquer operando de —256 a 255 pode ser representado. Usando-se vdrias instrugdes de

prefixos, qualquer operando de até 32 bits pode ser representado.

7

0

Fungdo

Dados

Funcao

Dados

\

Registrador de operando

Figura 4.7 Formato de instru¢3o do T424 (Cortesia do grupo de companhias Inmos).
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Os outros tipos de instrucdo sdo as de enderego zero. Estas usam o operando
para definir operagdes com valores j4 armazenados na pilha de avaliagao:

Add Shift left Read timer
Subtract Shift right Test error
Multiply Reverse
Divide Move message Return
Remainder Input message Minimum integer
Long Add Output message Initialise
Long subtract
Long multiply Load byte Start process
Long divbide Store byte End process
Normalise Word count Alt start

Byte subscript Enable channel
Difference Word subscript Disable channel
Greater than Check subscript Disable timer
Equal zero Extend to word Alt wait

Check partword
And Extend to double
Or

4.5 HISTORIA E FILOSOFIA DA LINGUAGEM OCCAM

O nome occam provém de William of Occam, um filésofo inglés do século quarto
que estudou em Oxford. William possui o crédito de uma citagado em latim conhecida como

Occam’s Razor:
Entia non suns multiplicanda praeter necessitatem

No qual os estados das entidades ndo devem ser multiplicados sem necessidade.
No segundo encontro do grupo de usuirios de occam, ocorrido apropriadamente na cidade
natal de William of Occam, Oxford (home town of Oxford), um orador apontou o fato de
ele ter ddvidas sobre um fil6sofo que conjecturou tal forma complexa de dizer:

MANTENHA AS COISAS SIMPLES

Essa tradugao menos formal do razor de Occam apresenta muito mais claramente
uma visdo da filosofia em torno da linguagem. A simplicidade do occam € um reflexo da
simplicidade do subjacente conjunto de instrugdes. A linguagem occam e o transputer fo-
ram desenvolvidos de maos dadas para produzir uma linguagem que combinasse os beneff-
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cios de desempenho da linguagem assembly com legibilidade, produtividade do programa-
dor e aspectos de manutengdo de uma linguagem de alto nfvel.

Em termos de complexidade, o occam pode ser visto como sendo o outro extre-
mo do espectro do Ada, o novo padrio de linguagem da US DoD para sistemas. Os proje-
tistas do Ada encontraram-se em uma tarefa extremamente dificil na qual lhes foi dada
uma lista extensa de caracterfsticas essenciais que a nova linguagem padrio teria de su-
portar. Ndo somente a linguagem Ada teria de suportar caracterfsticas de programagio
como construgdes de estruturas e diversos tipos de dados, também foi requisitado suporte
para princfpios de engenharia de software, tais como abstragdo, seguranga de informagao
e modularidade. E discutfvel se esses aspectos de manipulagio de software de alto nfvel
poderiam ser alcancados (addressed) pelas caracterfsticas da linguagem por si mesma. Al-
gumas sugestdes do tipo “como um sistema grande em occam poderia ser desenvolvido e
manejado?” serdo dadas em uma segdo posterior.

Uma indicagdo da complexidade de uma linguagem de programagio € a medida
do tamanho da defini¢ao da linguagem. Como um teste para julgar as outras duas lingua-
gens, Algol 60 pode ser definido em 43 péginas de texto, com 50 linhas de texto em cada
péigina, e Pascal pode ser definido em 38 p4ginas. Occam, por sua vez, em 18 pdginas.
Quando ser breve ndo € levado em consideragdo, ndo serd surpresa descobrir-se que ADA
requisitou uma defini¢do de 275 p4ginas. Embora isto ndo seja de forma alguma uma me-
dida da complexidade da linguagem, uma comparagdo Wtil € fornecida. Ao menos uma
idéia do tamanho do problema que o escritor do compilador de Ada enfrenta.

A parte terem sido nomeados através de uma figura histérica em vez de uma
abreviagao, as linguagens occam e Ada tém uma caracterfstica importante em comum: am-
bas suportam processos concorrentes ¢ também, em cada uma, o modelo de concorréncia
foi baseado no trabalho conduzido pelo professor Hoare, da Universidade de Oxford, so-
bre processos seqiienciais comunicantes. O professor Hoare estava envolvido com o est4-
gio de definigdo da linguagem occam, que foi desenvolvida na Inmos por Davis May.

Concorréncia tem sido reconhecida como uma caracterfstica-chave para liberar o
projetista de sistema de limitagdes fisicas do hardware disponivel. O desempenho na exe-
cugdo seqiiencial de software € limitado pela velocidade de um processador simples na
qual ele roda. Somente dividindo-se o software em tarefas que possam ser executadas in-
dependentemente, e em paralelo em processadores separados, o desempenho poders ser
aumentado. Rodar um software totalmente independente em paralelo nunca apresentou
problemas. Uma companhia com uma forga de trabalho em expansio, dividida igualmente’
em duas fébricas, que ndo tenha como rodar os programas de folha de pagamento de am-
bas em seu computador, simplesmente compra um outro computador. Sistemas de tempo
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real para aplicagdes crfticas apresentam problemas muito maiores. Suponhamos que um
processador particular tenha sido escolhido para rodar um sistema de controle de tréfego
aéreo. E requisitado que o sistema detecte mais de cem acronaves ao mesmo tempo. Devido
a fungOes extras e checagens de seguranga especificadas no sistema, os desempenhos cal-
culados indicam que um dos processadores escolhidos pode detectar apenas uma aeronave
por vez. Poderia uma aeronave ser tragada em cada processador e suas safdas serem com-
binadas de alguma forma? Obviamente ndo. O processo de software modelando cada ae-
ronave precisa ser capaz de examinar os estados dos processos modelando outra acronave.
Isto pode ser feito tanto diretamente como via controle de processos que planejam movi-
mentos futuros da aeronave e prevéem quando uma aeronave pode aproximar-se muito de
outra. Caracterfsticas essenciais que poderiam ser suportadas por uma linguagem de tempo
real poderiam ser concorréncia € comunicagio.

Ada prové€ cédigos objetos conhecidos como tasks (tarefas) para suportar con-
corréncia, mas sdo apenas um dos tipos de c6digo no qual os programas Ada podem ser
construfdos. No occam, o objeto que suporta concorréncia € o process (processo), que € de
fato o unico tipo de objeto dentro da linguagem occam. Os programas occam sao cons-
trufdos exclusivamente em nfveis hierdrquicos de processos. No nfvel mais baixo, a lingua-
gem & construida através de apenas trés tipos de primitivas de processos: assignment, input
e output (associagdo, safda e entrada). As primitivas de safda e entrada suportam direta-
mente comunicagdo entre os processos chamados via canais.

No infcio desta segdo, foi colocado que a filosofia na linguagem occam era a de
se manter as coisas simples. Podemos ver agora que isto pode ser alcangado reconhecen-
do-se que uma linguagem de tempo real precisa suportar apenas duas caracterfsticas
essenciais:

concorréncia e comunicacdo.

4.6 LINGUAGEM OCCAM

Os programas occam sdo construfdos em nfveis hierdrquicos de processos. No
nfvel mais baixo, a linguagem € formada de apenas trés tipos de primitivas de processos:
assignment, input e output (atribuicdo, entrada e safda). O sfmbolo usado para atribuicdo é
= como em vdrias outras linguagens de alto nfvel. Entretanto, no occam nao € requerido
nenhum sfmbolo para terminalizar uma primitiva de processo, mas apenas uma primitiva
pode aparecer em cada linha. Por exemplo:

x =1
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atribui o valor da expressdo 3 direita do sfmbolo := 2 varidvel previamente definida na
esquerda; neste caso atribui o valor literal 1 2 varidvel x.

O sfmbolo ? € usado para indicar input, por exemplo:
c?7x
1€ um valor de um canal previamente definido, c, e atribui esse valor 2 varidvel x.
O sfmbolo ! € usado para indicar un output. Por exemplo:
x!y
escre\;e o valor contido em y no canal c.

Podem ser estruturadas primitivas de processos de mais alto nfvel por meio de
construgoes. A construgdo seqiiencial, SEQ, indica que o processo que o segue deve ser
executado seqiiencialmente. Processos coniponentes s30 identificados por dois caracteres
que respeitam a construgio.

SEQ
cl 2 x
x:=x + 1
c2! x

No exemplo acima ndo hé alternativa senio executar os trés processos seqiiencialmente. O
valor deve ser lido de cl e associado a x antes de ele ser incrementado, antes de ser es-
crito em c2. Entretanto se dois valores sao lidos de dois canais diferentes em varidveis
diferentes, entdo as duas leituras podem conceitualmente ser executadas em paralelo. Essa
condigdo € fornecida pela linguagem occam e € implementada pela construgdo paralela,
PAR.

PAR
cl 7x
c2?y

Se x e y tiverem de ser somadas e o resultado associado a x, entdo obviamente isto nao
poderia ser feito at€ que as entradas tenham sido feitas. Similarmente, se as expressoes
contendo o novo valor de x devem ser escritas na safda, elas devem seguir o processo so-
ma. O programa abaixo consiste em trés processos seqiienciais. O primeiro consiste em um
processo de duas entradas paralelas; o segundo sendo uma primitiva de processo (uma as-
sociagao); e o terceiro consiste em um processo de duas safdas paralelas.
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SEQ

PAR
cl 7 x
c2 ?7x

X 1= X +y

PAR
c3!lx + 1
c4!'x -1

As posigOes dos trés processos constituintes da construgio seqiiencial podem ser
vistas como sendo alinhadas umas com as outras e recortadas em dois lugares com respeito
a SEQ. Desta forma, mais e mais processos complexos podem ser construfdos. Entretanto,
a fim de incrementar a boa leitura e a manutengio de um programa, € de boa prética no-
mear os processos, ou PROC, cada um dos quais tém somente poucos nfveis de processos
constituintes. O processo acima poderia ser nomeado da seguinte forma:

PROC P1(CHANcl,c2,c3,cd4) =

VAR X :
VAR y:
SEQ
PAR
cl 7x
c2 7 x
X:=x +y
PAR
c3tx +1
cd!x -1
SKIP:

O SKIP simplesmente termina sem efeito (note que o fim de uma PROC nomeada
deve também ser indicado pelo simbolo : ). Processos nomeados comunicam-se por meio
de canais que conectam dois processos juntos. Quando ambos os processos, no fim de um
canal particular, estio no mesmo transputer, a comunicagdo ocorre por meio de transfe-
réncia de dados memdria para memdria. Se os processos estiverem alocados em transpu-
ters diferentes, a comunicagao ocorre via um enlace padriao Inmos. Nos dois casos os pro-
€Essos serao concorrentes € a comunicagao serd sincronizada, com a transferéncia ocor-
rendo quando ambos os processos de entrada e safda estiverem prontos.

A alocagdo dos processos em um transputer especffico € controlada por coman-
dos de alocagdo. Ambos os processos compilados separadamente e componentes de uma
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construgio PAR podem ser alocados individualmente dessa forma. PLACE € também
usado para associar canais nomeados conectando processos em transputers separados com
os enlaces seriais reais.

PRI PAR aplica uma prioridade ao processo componente de uma construgao
PAR. Isto somente se aplica a0 PAR mais exterior. A prioridade mais alta & dada ao pri-
meiro do processo paralelo, prioridade O, € ao segundo € dada a prioridade 1, e assim por
diante. O niimero de nfveis de prioridade depende da implementagdo do escalonador de
prioridades em um transputer particular. O T414 e o T424 suportam dois nfveis de priori-
dade,Oe 1.

Pode-se usar repetigdes das construgdes SEQ para criar loops ¢ PAR para cons-
tru¢do de vetores de processos correntes.

SEQ i O0FOR n
P

OFOR n

PAR i
Pi
O primeiro exemplo executa o loop n vezes, o segundo iré criar n processos pa-
ralelos, PO até Pn-1.

A construgdo IF permite um dentre um mimero de processos ser executado de-
pendendo da condigdo que o precede:

IF
Xx >0
x:=x -1
x <0
Xx:=x +1
x =20
SKIP

A construgdo ALT pode ser particularmente itil onde sinais podem aparecer em
um dentre um nimero de canais alternativos:

ALT
cl 7 ANY
contl := contl + 1
c2 ? ANY
cont2 := cont2 + 1
c3 7 ANY
cont3 := cont3 + 1
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O uso do ANY indica que o valor real dos sinais ndo € importante, somente a
presenga do sinal naquele canal particular € de interesse.

A repeticdo € implementada com o uso do WHILE:

WHILE (x-1) >0
x:=x-1

A condicdo WHILE TRUE permite que 0s processos executem continuamente
desde que iniciados:

PROC quadrado (CHAN Xin, QuadradoOut) =
WHILE TRUE
VAR x:
SEQ
Xin ? x
QuadradoOut ! x*x :

(Este exemplo também permite mostrar a sintaxe de declaragdo de pardmetros para canais,
Xin e QuadradoOut.) Todas as implementagdes de occam suportam um nimero bisico de
tipos:

CHAN, TIMER, BOOL, BYTE e INT

Outras implementagées também podem suportar os inteiros sinalizados INT16,

INT32 e INT64; e nlimeros com ponto flutuante de acordo com o Padrao IEEE P754
versdo 10.0: o REAL32 e o REALG4.

Podem ser construfdas expressées usando-se os seguintes operadores:

Operadores aritméticos: +,~-, %1,/

(/ €resto)
Aritmética modular: PLUS, MINUS, TIMES, DIVIDE
Relacional: =,<>,>,<,>=,<=
Operadores Booleanos: AND, OR, NOT
Operadores de bit: BITAND, BITOR, > <, BITNOT

(> < € OU exclusivo)

Operadores de deslocamento: K,>>

Todos os transputers incorporam um relégio que pode ser lido em uma varidvel
do tipo inteiro:

tim ? t
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Leituras com atraso também sio suportadas e sio da forma:

tim ? AFTER t0

4.7 DESENVOLVIMENTO DE SISTEMAS DE TRANSPUTERS

Em um ambiente ideal, o usudrio prové ao projetista de sistemas um requeri-
mento € uma especificagdo de desempenho, mas ele ndo especifica uma configuracio de
hardware particular. Deveria ser deixado que o projetista especificasse que hardware seria
necessdrio para implementar seu projeto com o desempenho requisitado. A terminologia
varia de aplicacdo para aplicagdo e de companhia para companhia, mas o desenvolvimento
de software usualmente € dividido em trés fases:

® especificagio de solicitagGes;
® projetar;
® implementar.

Como ninguém ¢ ingé€nuo para esperar que um sistema implementado funcione
da primeira vez e continue a funcionar durante anos, € necess4rio considerar-se duas fases
posteriores:

® teste e depuragao;
® manutengio.

A fase inicial, especificagdo de solicitagdes, € simplesmente o processo de ob-
ter-se as requisigdes do usudrio e apresentd-las numa forma que nao seja ambfgua e seja
compreensfvel por ambos, usudrio e projetista. Em um futuro nao muito distante, maqui-
nas mostrando algum grau de inteligéncia artificial serdo capazes de executar diretamente
a especificagdo de solicitagdes, mas até€ entdo € necessdria uma fase de projeto para gerar
um c6digo objeto que possa ser compilado e rodado.

Experiéncias com o desenvolvimento de vdrios sistemas software grandes tém
mostrado que, para produzir um c6digo que tenha chances de estar correto e passfvel de
suporte, € essencial o uso de um método de desenvolvimento. As metodologias de projeto
mais promissoras aplicdveis ao projeto de software occam concorrente sao aquelas basea-
das em diagrama de fluxo de dados e software modular. Diagramas de fluxo de dados re-
presentam os projetos de hardware como uma rede local de processos conectados pelo
curso de dados (veja Figura 4.8). Essa representagcao mapeia diretamente no modelo occam
de conexdo de processos por canais. Algumas metodologias de projeto, notadamente
Jackson System Development (JSD Sistema de Desenvolvimento Jackson), usam proces-
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sos de software para modular processos em ambientes reais. JSD considera esses proces-

sos uma rede local, cada qual considerado conceitualmente como sendo executado em seu -
préprio processador. Se h4 mais processos que processadores no hardware-alvo, ento o

processo € invertido. Inverter um processo € um meio de transform4-lo, e assim ele pode

ser chamado como um procedimento. O escalonador do hardware do transputer pode ro-

dar processos occam diretamente. Isto remove a necessidade da fase de inversao do JSD.

=

Figura 4.8 Processos occam vistos como um diagrama de fluxo de dados.

Independente do método adotado, um alto nfvel de automagdo serd requisitado,
particularmente se forem implementados projetos de software grandes em redes locais de
transputers. J4 existem algumas ferramentas de software, mas ainda sdo bdsicas e usadas
isoladamente. Foi mencionado anteriormente que € discutfvel se uma linguagem por si for-
neceria facilidades para se verificar a exatiddo do c6digo, manipular-se os erros de tempo
de execugdo e controle de configuragdo. Quando um software de conjunto de ferramentas
completo e integrado tiver sido desenvolvido, ndo haverd necessidade de duplicd-las na
linguagem de programagdo. O fato de occam prover apenas um nimero limitado de facili-
dades para gerenciamento do software e verificagao de erros ndo serd um problema ento.

A 4rea em que occam oferece védrias vantagens positivas sobre outras linguagens
€ na sua flexibilidade na fase de implementagdo. Quando o projeto para um sistema tiver si-
do desenvolvido, ele pode ser implementado em occam em qualquer computador-mestre
(host), para o qual um compilador tenha sido desenvolvido. Uma vez testado, esse mesmo
c6digo occam pode ser recompilado e rodado em um transputer simples ou em um vetor de
transputers interconectados. Usando-se o operador PLACED, os processos podem ser
alocados em um transputer especifico. O desempenho estimado & obtido da Inmos, que ro-
da em uma méquina-mestre (as séries DEC Vax 11/780 sdo suportadas atualmente como
méquinas host) e permite que o desempenho no hardware-alvo seja previsto. Além disso, o
ndmero de transputers necess4rios para alcangar o desempenho especificado pode ser de-
terminado antes de o software rodar no hardware-alvo. Se o desempenho requisitado é
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aumentado pelo usu4rio, realocar o software em um vetor de transputer maior & relativa-
mente uma tarefa simples.

Transputer e occam parecem oferecer uma combinagido extremamente atrativa
de hardware e software para desenvolvimento de sistemas concorrentes. Entretanto ainda
h4 virios problemas para serem resolvidos. Para desenvolvimento de software para tempo
real e geragdo de c6digo sintaticamente correto nio € o fim da histéria. Uma das caracte-
risticas de software de tempo real € que o c6digo testado no mestre pode criar um impasse
(deadlock) quando rodado no hardware-alvo. O tnico caminho em que impasses (deadlock)
podem ser permitidos € a provisao de mecanismos para proteger-se contra eles em todas as
situagdes possfveis nas quais eles possam ocorrer. Os canais de interprocessos occam
apresentam o maior potencial para ocorréncia de impasses. Se por alguma razao um pro-
cesso ndo for capaz de escrever em um canal, o processo no outro extremo do canal para-
r4, o que poderia causar uma reagio em cadeia e parar todo o sistema. Occam nao fornece
assisténcia para permitir ou recuperar-se de tal impasse. No terceiro encontro do grupo de
usudrios do occam (23-24 de setembro, 1985), o problema tido como o que necessitava de
atengdo mais urgente, foi o relacionado com os canais associados com impasses. Isto po-
deria nao apresentar um problema maior para o desenvolvimento de sistemas baseados
em transputers, mas € uma 4rea que requer alguns esforgos urgentes de pesquisa.

Para o futuro esperamos que em meses, em vez de em anos, um conjunto de fer-
ramentas capaz de manejar um projeto de sistema moderadamente grande, implementado
em occam tenha sido desenvolvido. Um programa occam que tenha sido testado em um
hospedeiro (host) € alocado em um transputer simples e roda uma aplicagdo particular em
trés segundos. A especificagdo de desempenho, entretanto, estabelece uma requisi¢do de
um segundo. Vendo-se que o topo do nfvel de hierarquia consiste em trés processos em
uma construgfo paralela, o projetista muda o PAR para PLACED PAR, e aloca os trés
processos em trés transputers separados emparelhados pelos seus enlaces seriais. A mesma
aplicagfo est4 rodando, e o projetista € tomado pelo terror — dois segundos para rodar!

A resposta para esse problema & simples: um dos trés processos paralelos no pro-
grama toma o dobro de tempo para executar que os outros dois somados. Esse processo,
portanto, representa uma passagem crftica e precisa ser decomposto em processos meno-
res. Esse exemplo trivial ilumina a necessidade de considerar o que pode ser chamado de
primeira lei de processos concorrentes:

Divida carga de trabalho entre os processadores disponfveis.

A préxima segio ird considerar alguns dos outros problemas que precisam ser
considerados quando se projeta e implementa software occam concorrente em redes de
transputers.
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4.8 COMPARTILHAR A CARGA

O segredo em tornar real todo o desempenho potencial de qualquer sistemna de
multiprocessadores estd na distribuigdo da carga de trabalho. O paralelismo € o meioc mais
6bvio e mais atrativo de compartilhar a carga de trabalho entre os processadores, mas
fregiientemente uma solugdo paralela para um problema nao € simplesmente impossfvel.
Considere o programa occam:

SEQ
P1
P2
P3

Os processadores P1, P2 e P3 contém totalmente seqii€ncias diferentes de primi-
tivas de process. P3 usa o resultado final de P2, e P2 usa o resultado final de P1; portanto
a construgio acima € a tinica forma de implementar o programa. Como pode a carga de tal
programa sequiencial ser compartilhada entre multiprocessadores? A resposta € canalizar
(pipelining) os processos do programa. Canalizagdo envolve alocagao seqiiencial de pro-
cessos em um arranjo linear de processadores.

Na Figura 4.9, cada um dos processos de software P1, P2 e P3 £ alocado em seu
préprio processador. P1 comega, I€ um item de dado D1, processa esse dado e escreve em
um resultado intermedidrio para P2 entio termina; P2 comega, processa o resultado inter-
medidrio de P1, escreve seu préprio resultado intermediério para P3 e termina; P3 comega,
roda e escreve o resultado final do programa R e termina.

DADOS

D1.D2 P1 P2 }—»=| P3 |— RESULTADOS

Figura 4.9 Transputers dispostos em canalizagao.

Serd imediatamente aparente que somente um desses processos est4 executando
por vez. De fato se todos os trés processos pudessem ser alocados dentro da meméria em
pastilha de um transputer simples, ele poderia executar tio rapidamente em um processa-
dor quanto em trés. As 4reas onde canalizagdes sdo (teis sdo onde grupos de dados conti-
nuos precisam ser processados. Considere um grupo de itens de dados D1, D2, D3, D4, ...,
Dn sendo lidos na canalizagdo acima. Dessa vez, quando P1 estiver processando D1, ele
escreve o resultado intermedidrio para P2, mas ndo terminaliza. Ao invés, ele repete a se-
qiiéncia com o item de dado D2. No segundo periodo de tempo, P2 estd processando o
derivado de D1 enquanto P1 est4 processando D2. Portanto ambos P1 e P2 estio operan-
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do em paralelo. Se a carga de trabalho foi igualmente dividida entre os processadores,
entdo cada conjunto de dados sobrard o mesmo tempo em cada processador, T. Depois do
tempo 3T, D1 ter4 sido processado para produzir o resultado R1 no fim da canalizagio,
e todos os processadores continuardo a executar enquanto um novo item de dado for lido

em P1.

Pode-se ver agora que existem duas técnicas para compartilhar a carga de tra-
balho: canalizagdo e paralelismo. Consideremos agora como as duas técnicas podem ser
combinadas. Retornando ao problema anterior de como distribuir trés processos ndo iguais
capazes de processar em paralelo, como pode a carga de trabalho ser distribufda entre trés
processadores se P1 roda em quatro unidades de tempo e P2 e P3 rodam em uma unidade
de tempo cada?

PAR
P1
P2
P3

Rodando esses processos em um transputer simples sio usadas seis unidades de
tempo. Pode-se esperar, portanto, rodar o mesmo software em trés transputers em duas
unidades de tempo. Como Pl usa quatro unidades de tempo para rodar, ele terd de ser
subdividido. Se P1 consiste em um conjunto de processos seqiienciais, que podem ser pri-
mitivos ou complexos, ele pode ser dividido em dois processos, Pla e P1b, que usariam
aproximadamente 0 mesmo tempo para executar. Esses dois processos podem agora ser
canalizados juntos ¢ alocados em dois processadores disponfveis. Os processos occam P2 e
P3 serdo entdo alocados em um terceiro processador, onde eles podem executar concei-
tualmente em paralelo e ser escalonados pelo hardware escalonador do transputer. Natu-
ralmente, como esta € uma solugdo canalizada, ela s6 executar4 eficientemente se forem
processados conjuntos de itens de dados.

Tem sido desenvolvida uma técnica nos tltimos anos que implementa canalizagio
de duas dimensées: isto € conhecido como processamento sistblico. Processamento sistSli-
co € ideal para implementagio de vetores bidimensionais de transputers, onde cada trans-
puter € conectado aos seus quatro vizinhos mais préximos via seus enlaces seriais. A Fi-
gura 4.10 mostra um vetor de transputers com canalizagio executando do topo para baixo
¢ da esquerda para direita. Os processos em cada transputer léem dados do canal esquerdo
e do canal do topo, processam e passam 0s dados ou o resultado intermedirio para os ca-
nais da direita e de baixo. Tal vetor poderia ser usado para multiplicagio matricial, onde as
duas entradas sdo multiplicadas juntas e somadas ao total:
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SEQ

PAR
cima 7?7 x
esquerda ? y

PAR
total := total + (x*y)
baixo ! x
direita ! y

No cédigo occam acima, x, y € “total” foram declaradas como varidveis, com
“total” iniciado com zero. “Cima”, “baixo”, “esquerda” e “direita” foram declaradas co-
mo canais. Ser4 visto que x e y sdo safdas em paralelo com a avaliagdo da expressdo asso-
ciada a “total”. Deste modo, processos vizinhos abaixo e 2 direita no sdo mantidos na es-
pera desnecessariamente. Foi colocado anteriormente que os componentes de uma cons-
trugdo paralela, implementados em um processador simples, irdo executar “conceitual-
mente” somente em paralelo. Entretanto, nesse caso particular, os dois processos de safda
sao manipulados por interfaces de enlaces que sdo capazes de operar independentemente
do processador principal. Logo que o processador tenha iniciado as duas safdas, a comuni-
cagdo com os transputers vizinhos procede em paralelo com a avaliagdo da expressao. Pro-
cessos de comunicagdo paralela terdo realmente um efeito leve no desempenho total do
processador. A Inmos afirma que a performance dos processos nao envolvidos direta-
mente com a comunicagdo serd reduzida somente em 8%, mesmo quando os enlaces sdo
operados no pico de suas taxas.

A Figura 4.10 mostra como os dados injetados na canalizagio em duas dimensdes
criam frentes (wavefront) diagonais de itens de dados. Neste exemplo, as frentes passam
pelo vetor de processador do topo esquerdo para baixo e direita. Devido a essa analogia,
as manipulagdes de matrizes implementadas dessa forma sio referidas como processa-
mento de frente. O nome sistolftico € derivado da analogia entre o pulso de dado através do
vetor e a batida sistolftica do coracdo. Embora processos sistolfticos ndo sejam usualmente
apropriados para problemas de software em geral, para aplicagbes matemdticas particula-
res eles podem ser muito eficientes.

4.9 PROJETO DE SISTEMAS CONCORRENTES

Qualquer aplicagao que presentemente rode em um vetor convencional de veto-
res pode usualmente ser implementada em um vetor de transputers. Alguns trabalhos ex-
celentes tém sido conduzidos na 4rea de processamento de wavefront e processamento
sist6lico (particularmente por S. Y. Kung, que originalmente adotou a palavra “sist6lico”),
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THXeY i3

Figura 4.10 Processamento sistSlico e de onda.

e essas técnicas sao particularmente boas para implementagio de vetores bidimensionais de
transputers. Entretanto, sistemas de desenvolvimento para transputers deveriam ndo ser
entendidos como um meio de transformar toda a aplicagdo em processo sistlico para um

vetor bidimensional de processadores.
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Projetos de sistemas com transputers apresentam um nfvel totalmente diferente
de problemas no qual a maioria dos projetistas ndo estd acostumada. No passo, inventar
mecanismos para comunicagdo interprocessadores, escalonar tarefas e sincronizagio de
processos tomava uma grande parte do tempo, dos esforgos ¢ da habilidade criativa do
projetista. No transputer, a maioria desses problemas € manipulada pela linguagem occam
e pelo préprio transputer. Livre da necessidade de considerar esses problemas, o projetista
de sistemas pode encaminhar-se para problemas particulares associados com concorréncia
e arquitetura de sistemas grandes.

O projeto de sistemas concorrentes serd uma experiéncia totalmente nova para a
maioria dos projetistas, simplesmente porque miquinas concorrentes tém sido uma rarida-
de até recentemente. O projeto de um programa seqiiencial, rodando em uma m4quina
convencional do tipo Von Neumann, pode ser comparado a uma tarefa para um enge-
nheiro projetista que tenha de considerar uma tnica linha de produg¢io de uma f4brica. Ele
deve garantir que todos os trabalhadores especialistas, mdquinas e recursos estejam disponi-
veis para processar itens naquela tnica linha de produgio. Tomando-se uma analogia si-
milar, o projetista de um sistema de computador concorrente é como um projeto de uma
f4brica completa. Aqui o projetista deve considerar ndo s6 todos os trabalhadores especia-
listas, méquinas e recursos requisitados para todas as linhas de produgdo da fébrica, mas
também prové-los no niimero certo. Se miquinas particulares, recursos ou habilidades de-
vem ser compartilhadas entre as linhas de produgdo, entdo o projetista deve garantir que
ndo haverd bloqueios. Mais importante, ele deve permitir que os recursos criticos com-
partilhdveis sejam monopolizados de tal forma que toda a f4brica trabalhe pesado para
evitar uma paralisagdo. A complexidade dessa tarefa € tal que o projetista pode ndo ser
hébil para resolver todos os problemas no quadro colocado. Alguns problemas podem tor-
nar-se aparentes depois que a f4brica estiver em operagdo. Da mesma forma, sistemas de
computadores concorrentes sempre requererao algum grau de depuragdo antes de serem
completamente funcionais.

Ao lado da consideragdo de problemas especiais, vérios projetistas de sistemas de
transputers também terdo de encaminhar problemas com projetos de vetores de processa-
dores extremamente grandes. Alguns desses problemas serdo considerados na préxima

secao.

410 ARQUITETURA DE SISTEMAS

Para projetos convencionais, algumas das arquiteturas mais esotéricas colocadas
em relagdo ao transputer podem parecer desnecessariamente complexas. De fato, a reacao
de muitos a tais idéias como dimensdes de hipercubos €& classific4-los no campo da ficgao
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cientffica em vez da 4rea de projeto de sistema pritico. H4, entretanto, algumas razdes
reais para o uso dessas arquiteturas em sistemas reais.

Os transputers provéem um meio de distribuigdo de software através de um né-
mero de processadores, mas deveria ser lembrado ainda que o custo adicional de comuni-
cagdo sempre existiré, particularmente quando a comunicagdo precisa ser feita entre mais
de um transputer. Como polftica geral o projetista deveria requerer o mfnimo possfvel de
comunicagao interprocessador. Sempre que possfvel, certos grupos de software altamente
acoplados deveriam residir no mesmo processador. Os grupos sio identificados pela an4-
lise da representacio do fluxo de dados do projeto de software. Os processos conectados
por fluxo de dados com grande freqii€ncia ou em grande volume siv ditos como “alta-
mente acoplados”. Esse grupo de processos pode formar tipicamente um subsistema em-
butido em um sistema de computador, tal como um piloto autom#tico em uma aeronave,
ou uma segao de um algoritmo de processamento de sinal, precisando de uma quantidade
relativamente pequena de dados e devolvendo resultados. Os estudos de desempenho indi-
cam que grupos de processos emparelhados terdo de rodar em mais de um processador;
entdo, para reduzir-se o custo adicional de comunicagdo, todo processador que suporte
este subsistema deveria ser conectado diretamente a todos os outros processadores que
suportam aquela mesma tarefa, Essa configuragio serd familiar a qualquer analista de re-
des locais. Se n processadores sao necessirios para produzir o desempenho para o subsis-
tema, entdo, se possfvel, cada processador deve ter n-1 enlaces para conectar-se direta-
mente com todos os outros processadores e um enlace para conectar-se com outro subsis-
tema ou com o mundo externo. Isto faz um total de (n-1) + 1 = n enlaces necessdrios
para cada processador no subsistema. Portanto, o nfimero de processadores que podem ser
ligados na rede para formar um grupo € igual ao mimero de enlaces que cada um tem
disponfvel. O transputer T424 pode, portanto, ser enlacado em grupos de quatro (veja
Figura 4.11).

Um estudante de qufmica, ou qualquer um que tenha usado um kit de modelo
molecular, saber4 que, conectando objetos a seus vizinhos mais préximos por quatro enla-
ces regulares, forma-se uma estrutura de dimenséo tetraedral (veja Figura 4,12). Essa es-
trutura € a que d4 a um cristal de diamante sua rigidez. Também € a forma ideal de conec-
tar uma rede grande de transputers de quatro enlaces para diminuir o custo de comunica-
¢30. O problema com tal rede € que ela ndo se presta a ser implantada em um circuito im-
presso bidimensional. A Figura 4.13 € uma representagio tridimensional da Figura 4.14.
Pode-se ver que € diferente da estrutura do diamante na Figura 4.12, na qual ele nao € to-
talmente regular, mas formado por grupos de quatro processadores cada. Embora essa es-
trutura de rede tenha sido alcangada por um método puramente légi’:o, ainda ¢ diffcil
-acreditar que essa estrutura provenha um custo de comunicagio mais baixo que o da cone-
x30 norte-sul/leste-oeste de vetores, mostrada na Figura 4.13. Uma verificacao rdpida,
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entretanto, usando-se o vetor da Figura 4.4, mostra que um sinal passando de um trans-
puter na ponta de um vetor convencional para um transputer na ponta oposta tem que
passar por, no mfnimo, seis enlaces. No vetor mostrado na Figura 4.14, o sinal precisa
passar por trés enlaces para os processadores nas mesmas posigdes relativas. De fato, trés
é o nimero médximo de enlaces usados para conectar dois processadores em uma rede.

——

S

Figura 4.11 Quatro transputers interconectados.

Seria tentador repetir este exemplo para nfveis superiores, construindo-se redes
de 64, depois 256 transputers, e assim por diante. Infelizmente a fiagdo poderia tornar-se
rapidamente um problema, e os enlaces interprocessadores poderiam exceder o limite de
400 mm. Entretanto 16 transputers formam um tamanho bastante pritico de grupo. Se 16
T424s puderem ser colocados em uma tnica placa de circuito impresso, os grupos tor-
nar-se-ao ainda mais priticos.

Redes de duas dimensoes de transputers nos quais os processadores sao conecta-
dos a seus quatro vizinhos mais préximos, como mostrado na Figura 4.4, podem de fato
ser {teis para implementagao de algoritmos que envolvem manipulagido de matrizes. Este
vetor € também aplic4vel a vérias tarefas de processamento de imagens onde os transpu-
ters podem ser usados tanto para processar uma imagem de entrada como para gréficos
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Figura 4.12 Rede conectada em estrutura de diamante.

Figura 4.13 Representagio tridimensional das conexdes da Figura 4.11.
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Figura 4.14 Dezesseis transputers interconectados.

gerais, com cada processador sendo alocado a um nidmero de pixels para controle. Alguns
algoritmos de processamento de imagens requerem que cada processo modelado comuni-
que-se com oito vizinhos em vez de quatro. Isto n3o requer uma arquitetura particular-
mente novelesca, apenas seria preferivel que cada processador tivesse oito enlaces em vez
de quatro, de forma que todas as diagonais poderiam ser conectadas. ‘

Unindo dois transputers e usando um enlace de cada, produz-se um processador
dual com seis enlaces disponfveis:

2x4)-2=6
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Tendo seis enlaces permite-se que redes locais cdbicas de transputers sejam
construfdas em trés dimensdes. Conectando trés transputers em uma estrutura linear pro-
vé-se um processador triplo com oito enlaces. Isto permite que se construa uma rede de
quatro dimensdes. Hipercubos multidimensionais ndo sdo estruturas de rede imagin4rias,
elas podem realmente ser construfdas. Entretanto os problemas de se tentar construir um
quadro de circuito desenhado com multinfveis tornam-se um pesadelo. Em teoria, um hi-
percubo de dimensio n pode ser construfdo por meio e cubos contendo n-1 transputers
com 2n enlaces cada, onde n pode ser qualquer ntimero. Na pritica parece ser de melhor
senso que se espere até que os transputers com seis, oito ou 10 enlaces sejam fabricados.
Construir-se redes de tridimensionais € uma consideragdo vélida, particularmente onde
processos tridimensionais estio sendo modelados, mas a viabilidade da construgio de hi-
percubos deve ser questionada. Pode-se encontrar usos melhores para hipercubos com la-
dos menores, como supergrupos para hospedar um subsistema altamente acoplado. Por
exemplo, um cubo de quatro dimensdes de lado 2 poderia conter 2* = 16 nés, com ca-
da n6 contendo trés transputers. Tal supergrupo, ou mini-hipercubo, pode encontrar uso
prético, mas interconectar-se 48 transputers em tal arquitetura complexa ndo € uma tarefa
f4cil.

O argumento para hipercubos € que eles reduzem a laténcia de comunicagio.
Considere-se duas redes locais, cada uma contendo 48 transputers, um vetor de duas di-
mensdes de 6X8 e um hipercubo triplo com nés de transputers 2xX2x2x2. Tomando o
pior caso na tentativa de comunicar os transputers com a extremidade oposta de cada rede,
no vetor de duas dimensGes, a mensagem € reposta por onze transputers, na rede de quatro
dimensdes ela pode ser reposta por qualquer coisa entre dois a dez transputers, dependen-
do da orientagdo de cada n6. Na média, portanto, comunicagio entre hipercubos € mais
rdpida. Previsdo de impasse em tal estrutura, entretanto, ser4 impossfvel até que um ana-
lisador de impasse autom4tico seja desenvolvido.

4.11 DESENVOLVIMENTOS FUTUROS

Foi visto que a arquitetura geral do transputer permite que toda uma famflia de
componentes seja desenvolvida, cada uma tendo sua prépria 4rea de aplicagdo. A caracte-
ristica Ginica do transputer oferece vérias outras possibilidades excitantes. V4rios projetos
de vetores de duas dimensdes de transputers se parecem bem similares a0 modo que as
pastilhas sdo dispostas na fatia de silfcio no qual sio fabricadas. Parece um grande desper-
dicio de tempo, esforco e dinheiro cortar essas pastilhas, encapsular as pastilhas indivi-
duais, projetar e fabricar um circuito impresso para que as pastilhas possam ser interco-
nectadas no mesmo circuito no qual elas foram manufaturadas. Seria de mais senso co-
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pectar-se os transputers a seus vizinhos enquanto eles estfio ainda em pastilhas. A integra-
gio na escala de bolacha, como isto € conhecido, j4 foi tentada com dispositivos de memé-
tia, que como os transputers podem ser conectados em redes regulares.

Integragio a nfvel de bolacha tem dois grandes problemas a serem mencionados.
Primeiro, a garantia de produzir pastilhas 100% operantes & rara. Simplesmente conectar-
se o transputer a todos os seus vizinhos inevitavelmente incluiria falta de transputers na
rede. Segundo, existem os problemas de alimentagio e dissipagfo. A alimentagdo deve
chegar a cada transputer, ¢ um watt de calor gerado por cada transputer deve ser
removido.

Figmea 4.15 O transputer T414 em bolacha (Cortesia do grupo de companhias Inmos).

Obviamente, em primeiro lugar, todos os esforgos devem ser feitos para aperfei-
goar-se'as técnicas de produgdo para alcangar 0 m4ximo possfvel de produgfio de pastilhas
operantes. Em termos maiores, entretanto, um software poderia ser desenvolvido para
configurar os vetores para contornar a falta de pastilhas, Se o software pudesse configu-
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rar dinamicamente as redes ¢ monitorar continuamente a condicdo de cada pastilha, ag
pastilhas que falhassem em operago poderiam ser descartados também. A solugdo a longo
prazo para o problema de alimentagdo € desenvolver-se novos semicondutores que re«
queiram menos energia. Com um bdnus somado, esses materiais podem apresentar umg
impedéncia baixa que poderia permitir que os sinais fossem passados através das pastilhas
mais rapidamente, portanto incrementando o desempenho de cada processador individual,

A solugdo a curto prazo para a integracdo de escala de pastilhas de transputers
seria identificar todas as ocorréncias de vetores dois-por-dois de pastilhas funcionando na
bolacha. Esse processo poderia ser suportado por um dispositivo auxiliar de computador
que tenha sido alimentado com as posi¢des de todas as pastilhas em funcionamento por um
equipamento de teste autom4tico. Dividindo a pastilha para cortar seqiiéncias irregulares
de vetores dois-por-dois pode ser mais dificil, mas é possivel. E possivel também encap-
sular as pastilhas funcionais nesses vetores dois-por-dois.

Figura 4.16 O transputer T414 ( do grupo de companhiasdumes)ido grupo de companhiasInmos).



O transputer da INMOS 127

Novamente a longo prazo, a conexao de processadores na bolacha seria prova-
velmente uma forma de enlace paralelo, provavelmente com largura de 32 bits, o que po-
deria aumentar consideravelmente a largura da banda interna da pastilha. Para os pri-
meiros produtos transputer de bolacha, os enlaces seriais padrdo forneceriam um meio
simples de conectar processadores, sem a necessidade de modificar a arquitetura interna.

Tendo vetores de transputers dois-por-dois em cada pastilha poderfamos reduzir
os problemas de necessidade de energia, em cada processador, assim como todos os quatro
seriam acessiveis pela borda da pastilha. O calor dissipado poderia apresentar maiores difi-
culdades e alguma forma de resfriamento da pastilha seria necessdria, possivelmente inte-
grando-se canalizag@o de calor e dissipadores de calor dentro da pastilha. Como esses pro-
blemas sdo gradualmente soluciondveis, serd possfvel produzir vetores maiores de trans-
puters integrados. Uma pastilha de 10 cm quadrados, usando a tecnologia de 1985, poderia
operar a um bilhdo de operagdes por segundo e também incorporar 100 kbytes de
meméria répida.

Para aqueles projetos que necessitam de mais de quatro enlaces em seus trans-
puters, a bolacha integrada de quatro T424 pode ser a resposta para o problema. Em adi-
¢do ao desempenho de 40 MIPS, um quad T424 teria oito enlaces seriais com uma banda
total de 80 Mbits/s. Em adigio s vantagens de desempenho, pode realmente ser que o
quad T424 possa ser desenvolvido em uma escala de tempo menor que um transputer sim-
ples com oito enlaces.

Poderia ser perfeitamente claro a este ponto que essas idéias para produtos fu-
turos, no momento, sdo pura especulacdo. Vdrias representacdes da Imnos tém, através do
dltimo ano, mencionado a possibilidade de produtos em escala de bolacha, mas ndo hd um
compromisso real para desenvolver esses dispositivos. O desenvolvimento deles, como
aquele dispositivo individual na famflia de transputers, dependerd da demanda, investi-
mento em pesquisas € desenvolvimento e da habilidade de contornar o grande nimero de
problemas técnicos que serdo encontrados inevitavelmente.

O que € certo € que como o transputer € usado em mais e mais aplicagdes reais, a
necessidade de muitas variagoes de dispositivos ird surgir. O transputer € o desenvolvi-
mento mais significativo desde. o microprocessador. Esse dispositivo do tamanho de um
microprocessador, com a forga de um computador de grande porte, fornece-nos um bloco
de construcdo para substituir a maioria das mdquinas atuais. Processadores de propésito
geral, processadores vetorizados, supercomputadores € méiquinas que ndo tinham sido
possfveis até agora, como as miquinas de quinta geragio, podem todos ser montados por
transputers. Mais importante, o transputer existe aqui e agora. No desenvolvimento de
produtos novos a partir deste dispositivo, somos limitados apenas por nossa imaginagao.
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CAPfTULO 5

O 80386 DA INTEL

Nick John
Gerente de Marketing
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5.1 INTRODUGAO

O microprocessador de 32 bits est4 acelerando a convergéncia das bases de apli-
cagdo de mini e microcomputadores, originalmente incrementada pelo microprocessador
de 16 bits. Muitas das aplicagées que hoje demandam microprocessadores de 16 bits estdo
evoluindo no sentido de necessitar de niveis mais altos de desempenho e mais espago de
enderegamento. Além disso, os atuais projetistas de sistemas estdo incorporando caracte-
risticas que nunca antes estiveram disponiveis em microprocessadores de 16 ou 32 bits, em
dreas de aplicagGes emergentes tais como visdo mecinica, robStica avangada e reconheci-
mento de voz.

Uma grande quantidade de projetos baseados em microprocessador alcangou um
est4gio onde o fator software é o componente principal do custo geral de desenvolvimen-
to, bem como um fator-chave para trazer beneficios de produtos ao mercado. Os sistemas
comerciais multiusuérios de amanhai e as estagdes de trabatho multitarefas, para engenha-
ria requerem um alto nfvel de sofisticagido de software para serem efetivos.

A impoi'tﬁncia critica do software impde condi¢des correspondentes nos micro-
processadores de 16 e 32 bits.

Inicialmente um microprocessador de 32 bits deve permitir o desenvolvimento de
compiladores altamente eficientes, de tal forma que os sistemas operacionais e aplicagdes
possam espelhar o desempenho do microprocessador. O microprocessador deve também
oferecer um conjunto de caracteristicas estendidas para dar suporte is necessidades do
projetista de sistemas. AplicagGes tais como transagdes financeiras precisam oferecer a
possibilidade de protegao de dados confidenciais. Estagdes de trabalho e sistemas comer-
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Com mais de 275.000 transistores ¢ um processo CHMOS-III de 1,5 pum, 0 microcomputador 80386 da
Intel combina um processador de 32 bits e fungSes de gerenciamento de meméria em uma dnica pastilha.

ciais de alto nfvel requerem amplos espagos de enderegamento l6gico para cada programa
individual, Finalmente, em todas as 4reas de aplicagdo, a capacidade de permitir a migra-
¢do do software existente e compatibilidade com microprocessadores anteriores € de altis-
sima importincia.

O poderoso conjunto de instrugdes, alta performance e flexibilidade do 80386 da
Intel fazem-no uma escolha superior para uma ampla gama de ambientes de execugao, tais
como sistemas de chaveamento de escritério central, controladores industriais e estagdes
de trabalho para engenharia.

Neste capftulo trataremos em detalhe o 80386, especialmente nas implicagdes
pertinentes a projetistas de software e de sistemas.
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5.2 MODELO DE PROGRAMACAO

Proveniente diretamente dos requerimentos de desempenho de software avanga-
do, um dos objetivos primérios no projeto do 80386 foi tornd-lo um excelente alvo para
geragdo de cddigo. Dois aspectos importantes da mdquina auxiliam no alcance desse obje-
tivo. Um € o conjunto completo de registradores de 32 bits que podem ser usados, sem
restri¢ao, tanto para executar cilculos como para compor enderegos de memdria. O outro
é o rico conjunto de tipos de dados suportados pela maquina.

5.2.1 CONJUNTO DE REGISTRADORES

O 80386 possui diversos conjuntos de registradores internos para dar suporte a
caracteristicas avangadas. A Figura 5.1 ilustra esses conjuntos.

Oito registradores de uso geral (EAX, EBX, ECX, EDX, ESP, EBP, ESI e
EDI) sao usados para executar célculos e erderegamento de memdria; isto prov€ um 6timo
conjunto de registradores para implementar todos os modos de enderecamento mais co-
muns, bem como um amplo conjunto de varidveis tipo registrador, sem gastar silicio em
registradores desnecessdrios. Trés registradores de controle € um de indicadores contro-
lam ¢ comportamento da mdquina e reportam o estado de diversas operagdes. Seis regis-
tradores adicionais (CX, SS, DS, ES, FS e GS) podem ser usados para estruturar o amplo
espago de enderecamento de 64 terabytes (trilhdes de bytes) em espagos 16gicos separados
denominados segmentos; cada programa pode entdo possuir seis espagos de enderecamento
l6gico mapeados a um s6 tempo, incluindo quatro espagos de dados separados. Além disso,
seis registradores de depurag¢do controlam a sinalizagao de quatro breakpoints de dados ou
cédigo para prover capacidades de depuragao anteriormente ndo disponiveis.

5.2.1.1 OPERANDOS DE ENDERECAMENTO

Provavelmente o método mais simples de armazenar um operando € num regis-
trador. Por exemplo, para executar o célculo:

poténcia = voltagem X corrente,

a seguinte seqiiéncia de instrugoes poderia ser usada, assumindo que a corrente j4 estd ar-
mazenada em EBX, a voltagem em ESI e a poténcia deve ser guardada em EDI:

MOV EDILESI : guarda a voltagem
IMUL EDILEBX : poténcia = EDI X corrente
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Figura 5.1 Arquitetura base dos registradores do 80386.
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Esse esquema ¢ bastante efetivo quando varidveis tipo registrador sao desejadas
(como em linguagem C) do ponto de vista do projetista de compilador. As qualidades or-
togonais dos modos de enderecamento do 80386 permitem miiltiplas varidveis tipo
registrador.

Depois do registrador, a fonte mais comum de um operando ¢ a meméria. Em
sua forma mais simples, o enderego efetivo, ou indexador de byte, de um operando dentro
de um certo espago de enderecamento 16gico pode ser diretamente especificado por uma
instrugdo. No entanto, muitas vezes um enderego particular de memoria nao € conhecido
até que o programa esteja realmente executando, tal como em acessos a matrizes dinami-
cas e execugdo de codigo relocdvel. Nesses casos, o enderego efetivo pode ser formado
pela soma dos conteddos de um ou, opcionalmente, dois registradores de uso geral e um
valor 6timo de constante ou deslocamento (displacement).

A geracdo de enderego efetivo baseada em registrador pode ser resumida como
se segue:

[registrador de base] + [registrador indexador]*([escala] + [deslocamento]

Aqui o registrador de base € qualquer registrador de uso geral, e o registrador
indexador € qualquer um menos ESP. Desde que ESP sempre aponta a pilha corrente, ele
pode ser facilmente usado para enderegamento relativo a pilha. A escala € um valor cons-
tante, 1, 2, 4 ou §, pelo qual o indexador pode ser multiplicado. O campo de deslocamento
¢ também uma constante: seu valor pode ser qualquer um na faixa -2°' a 2°'—1. A Tabela
5.1 detalha os modos de enderegamento de 32 bits do 80386.

Desde que base, indexador e deslocamento sao opcionais, € a escala também €
opcional quando um indexador esta presente, o 80386 oferece onze modos de enderega-
mento de 32 bits distintos. Esse conjunto de modos inclui todos aqueles comumente usados
em compiladores de linguagens de alto nivel. Vamos considerar o uso de alguns desses
modos.

Assuma que pardmetros sio passados para uma sub-rotina através da pilha. En-
tao o ultimo parametro poderia ser colocado na pilha do registrador EAX usando o modo
base deslocamento, especificando:

MOV DWORD PTR [ESP+4],EAX ; 2 ciclos de relégios

Similarmente, assuma que o ponteiro Next Record est4 armazenado no registra-
dor EAX, o comando:

Next Record = Next Record.Link;
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poderia ser traduzido como:

MOV EAX, DWORD PRT[EAX + LinkOffset]; 4 ciclos de relégios

Tabela 5.1 Modo de enderecamento do 386

Base Indice Deslocamento
[EAX] (EAX"
ECX ECX
EDX EDX 1 0
EBX EBX| * | 2| + 8-bit deslocamento
ESP EBP 4 32-bit deslocamento
EBP ESI 8
ESI | |EDI
EDL
MODO
Desloc Apenas deslocamento
Base Base
Base +Desloc Base e deslocamento
Indice Indice
fndice * Escala Indice com escala
Indice +Desloc fndice e deslocamento
Indice * Escala + Desloc [ndice com escala e deslocamento
Base +ndice Base e indice
Base +Indice * Escala Base e fndice com escala
Base + [ndice Desloc Base com fndice e deslocamento
Base +Indice * Escala Desloc Base com fndice, escala e deslocamento

Registrador.

Imediato

Operando registrador
Operando imediato

Isto permite um deslocamento numa estrutura a ser usado sem custo adicional.
Finalmente, vamos assumir que V aponta para um vetor inteiro dinamicamente alocado e

que vamos iniciar v[i+2] com a varidvel armazenada em EDI, o comando:

MOV DWORD PTR[ESI+EDI*4+ 8],5; 3 ciclos de rel6gios

usa 0 modo base indexado com escala e deslocamento e executa a inicia@éo desejada. O
uso de indexagdo com escala para gerar um indice de um byte numa matriz inteira (4 by-
tes) elimina a necessidade de outra instrugio para gerar o byte indice. Adicionalmente, to-
dos os modos de enderegamento da familia 8086 de 16 bits sdo suportados pelo 80386
para manter compatibilidade com os membros de 16 bits da familia 8086 (8086, 8088 e

80286).
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Note o ntimero total de ciclos de relégios para cada instrugdo. Uma razdo fun-
damental para o alto desempenho de 80386 £ que a formagdo de enderego efetivo para
uma dada instrugdo € iniciada durante o Gltimo rel6gio da instrugdo anterior, quando esta
executa a linha de cédigo. Desde que ele utiliza apenas um relégio para formar o enderego
efetivo quando ndo h4 um fndice especificado, essa formacao & quase sempre ocultada. E,
em virtude da Unidade de Gerenciamento de Meméria (MMU) interna A pastilha, a forma-
¢do do enderego efetivo inclui a tradugdo de enderego I6gico em fIsico via as unidades de
segmentagdo e paginagdo. Assim, virtualmente nio h4 atraso de geragdo e tradugéo de en-
dereco no 386. A tdnica excegdo ocorre quando um indexador & usado. Para esse caso, dois
relégios sdo necessdrios para a geragdo do enderego efetivo, resultando num atraso efetivo
de um relégio.

5.2.2 TIPOS DE DADOS

O suporte a tipos de dados no 8386 € direcionado para cobrir todos os tipos fun-
damentais encontrados na maioria das linguagens de alto nivel. O 80386 permite opera-
¢oes bdsicas sobre todos esses tipos de dados. Eles estdo ilustrados e descritos em mais
detalhes na Figura 5.2.

Ponto Bit
Ordinal  Inteiro BCD  flutuante String string

Movimento x S 4 1 2 X X

De/para meméria

Conversfio de precisio
Aritmético x x 1 2

Soma, subtragio

multiplicag3o, divisdo

negagio
Légicos x X

And, Or, Xor,

deslocamento
Comparagio x x 1 2 x x
Transcedentais 2 ’

1. InstrugSes de ajuste ASCII e decimal s3o fornecidas para implementos malhas eficientes. BCD &€ su-
portado dirctamente pelos co-processadores numéricos 287 e 387.
2. Disponfveis utilizando diretamente os co-processadores numéricos 287 e 387.

Figura 5.2 Suporte de tipos de dados e conjunto de instruges.
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5.2.2.1 ORDINAL

Um ordinal € um nimero ndo assinalado na faixa de 0 a 4294967295 (232 -1).
Como com inteiros, existem varidveis de ordinais de 32, 16 ¢ 8 bits.

5.2.2.2 PONTEIRO

Um ponteiro descreve um enderego de meméria. Todos os ponteiros possuem
dois componentes: um seletor de 16 bits, que d4 nome ao espago de enderegamento 16gico,
€ um enderego efetivo ou deslocamento de 32 bits, que especifica o fndice de byte dentro
do espago de enderegamento 16gico. Desde que todos os enderegos podem ser gerados
usando um seletor implicito, o par completo seletor/deslocamento de 48 bits pode muitas
vezes ser abreviado para o deslocamento de 32 bits, o qual pode enderegar um espago li-
near de enderegamento de 4 gigabytes. Uma versdo compacta apresenta um seletor de 16
bits e um deslocamento de 16 bits, que também d4 suporte a compatibilidade de software

com a famflia iIAPX86.

5.22.3 INTEIRO

Um inteiro € um nimero assinalado em complemento de 2 na faixa ~2147483648

a 2147483647 (-2°'a 2°' -1). Para mimeros que ndo possuem uma magnitude tio
grande, também h4 suporte para inteiros assinalados de 8 e 16 bits. Um exemplo de opera-

¢do com inteiro € a seqiiéncia de instrugdes:
IMUL EBX, V[EDX*4] ; EBX = EBX*V[EDX] assinalada

Aqui, o conteido de EBX € multiplicado pelo EDXésimo elemento da matriz
inteira V e o resultado € guardado em EBX.

5.2.24 BCD

Primitivas para auxiliar em aritmética decimal, tanto compactada como nio com-
pactada, sdo suportadas pelo 80386. Além disso, os processadores numéricos 287 e 387
provéem suporte direto para aritmética decimal compactada em 80 bits.

Agora considere o fragmento de programa em C:
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struct A Present : 1;
DPL :2;
Seg L
ECRA : 4;
¢ accessRights,

regVAR = accessRights.DPL;

'Assumindo que regVAR & uma varidvel tipo registrador armazenada em ESI,
esse cidigo pode ser traduzido diretamente em instrugGes do 80386, como a seqiiéncia:

MOV CL,2 ; extensdo do campo de iniciagdo
MOV EAX,5 ; deslocamento do campo de iniciagdo
XBITS ESI, accessRights, EAX, CL

5.2.2.5 PONTO FLUTUANTE

O 386 suporta ambos os co-processadores numéricos 80287 e 80387. Esses co-
processadores estendem os tipos de dados suportados pelo 80386 incluindo inteiros longos
de 64 bits, inteiros BCD de 18 dfgitos, reais simples de 32 bits, reais duplos de 64 bits e
reais estendidos de 80 bits. O 287 e 387 também tornam disponfvel um conjunto completo
de instrucdes numéricas para permitir o uso desses tipos de dados.

52.2.6 OPERACOES COM PRECISAO MULTIPLA

O 80386 d4 suporte a operagbes em 64 bits. Multiplicagdo e divisdo de inteiro e
ordinal sdo suportadas com produtos e dividendos de 64 bits. Adigao e subtragao em m(l-
tipla precisdo também sio facilmente implementdveis com o uso de operagdes soma com
vai-um e subtragio com vai-um do 80386.

Além de operadores aritméticos, o0 80386 também suporta operadores de deslo-
camento de 64 bits com resultados de 32 bits. Essa operagao € til para criar malhas de
alto desempenho para processamento de operandos baseados em meméria nio alinhados.

Como exemplo, vamos ver como se constr§i uma rotina para movimentar um
string de bits de uma posi¢ao para outra, como poderia ser necess4rio numa aplicacdo gré-
fica mapeada em bits. Assuma aqui que o registrador ESI armazena um enderego alinhado
de palavra dupla, o registrador CL armazena o deslocamento de bit com relagio ao infcio
do string de bits e EDI possui o enderego de destino.
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LODS EAX,[ESI}; PEGA PRIMEIRA PALAVRA DO STRING, INCREMENTA

SRC PTR
MOV EDX,EAX; EDX = PRIMEIRA DWORD
LODS EAX, [ESI]; PEGA PROXIMA DWORD DO STRING, INCREMENTA
SRC PTR
LOOP: SHRD EAX,EDX,CL; ALINHA DWORD: EXD = EAX:EDX
DESLOCADO DE
CL BITS

XCHGEDX,EAX; TROCA EAX COM EDX

STOS [EDIJ,EAX; GUARDA DADOS ALINHADOS, INCREMENTA EDI
DEC EBX; DECREMENTA CONTADOR DE TRANSFERENCIA
JA LOOP; REPETE MALHA SE CONTADOR >0

Essa rotina assume que o destino € uma palavra dupla alinhada. Para permitir um
campo de bits arbitrdrio para o destino, necessitamos apenas mover bits suficientes da
fonte para o destino para alinhar 0 mesmo. Ap6s isso ser feito, o c6digo mostrado acima
pode ser usado.

5.22.7 CAMPOS DE BITS

Seqiiéncias contfguas de até 31 bits de extensdo podem ser lidos/armazenados
de/para um string de bits mais longo, que pode ter tamanho de até 4 gigabytes, e valores
de bits simples podem ser testados e modificados. Um exemplo do uso de um campo de
bits € a seqiiéncia de instrugdes:

esperalLp: LOCK BTS sema,2
JC esperalp

Isto implementa um seméforo executando um teste e sinalizagdo atdmicos (tran-
cados) no segundo bit do byte sema e esperando até que esse bit seja limpo.

52.3 TRADUGAO DE ENDEREGO
O 80386 prové um mecanismo para enderegamento de memoéria tanto poderoso

quanto completo. A maior contribuigdo para esse alto nivel de funcionalidade € dada pela
Unidade de Gerenciamento de Meméria (MMU) interna 2 pastilha.
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Comegando com o programa do usudrio, os enderegos manipulados ao nivel de
conjunto de instrugoes sao 16gicos. Eles consistem em um par seletor/deslocamento — o
seletor especifica um espago de enderegamento l6gico, o deslocamento especifica o byte
dentro do espago 16gico. Desde que deslocamentos s3o quantidades de 32 bits no 80386,
cada espago de enderecamento légico prové 32 bits de enderegamento linear. O mecanis-
mo de segmentagdo do 80386 executa a busca em tabela e adigdo necessérias a tradugao do
par de enderego l6gico visualizado por um programa num enderego linear.

Um enderego linear tem 32 bits de enderegcamento. Esse intervalo de enderego €
mapeado em enderecos fisicos através de mecanismos de paginagao da MMU em pastilha.
Enderegos fisicos sdo o que realmente aparecem nos pinos do barramento de enderegos do
80386. A Figura 5.3 ilustra os dois niveis de tabelas de pdgina que sio usadas na tradugio
de endereco linear-para-ffsico no 80386. O enderego linear € dividido em trés campos: wn
indexador de tabela de diretorio de pdgina, um indexador de tabela de pdgina € um inde-
xador de byte de pdgina. O indexador de tabela de diretério de pdgina € um campo de 10
bits que seleciona uma das 1024 tabelas de p4ginas. A tabela de p4gina selecionada € entdo
indexada pelo indexador de tabela de pigina (10 bits), portanto aponta para uma das 1024
péginas. A pégina real ¢ um bloco de meméria de 4096 bytes que finalmente € indexado
pelo byte indexador de 12 bits. O byte assim alocado especifica o byte menos significativo
do operando a ser enderegado.

As entradas das tabelas de segmentagdo sdo de 64 bits, chamadas descritores de
segmento. Esses descritores contém o enderego linear base do intervalo de enderego
légico, ou segmento, e outras informagdes sobre o intervalo de enderegos. As entra-
das do diretério de pédginas e tabelas de pdginas sdo de 32 bits chamados descritor de
pdgina ¢ armazena o enderego fisico base da pdgina junto a outras informagdes, tais
como sujeira tradicional, bits presente e acessado para permitir a implementag&o de politi-
cas de substituicdo de pdginas por demanda. A informagdo contida nos descritores de
segmento e pégina prové muitas outras caracteristicas avangadas que sdo descritas na
Segdo 5.3.

Note que o mecanismo de paginagdo do 80386 € configurdvel. Se desejado, a pa-
ginagao ndo precisa ser usada; no caso, o enderego de saida da unidade de segmentagdo € o
enderego fisico.

5.3 MODELO DE SISTEMA OPERACIONAL

Agora que j4 foi visto o tipo de aplicagdo do 80386, vamos ver como o 80386
suporta o sistema operacional que manipula o ambiente de aplicagdo. Desde que as requisi-
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goes de capacidade do sistema operacional estdo se tornando mais e mais sofisticadas, o
suporte a sistema operacional tem recebido grande atengdo através do desenvolvimento do
80386. Incluindo-se vdrias caracterfsticas necess4rias em um sistema operacional em pas-
tilha avangado, o 80386 prové o trabalho com quadros para projetar um sistema operacio-
nal rdpido, simples ¢ padronizado. O suporte de operagao do 80386 & totalmente transpa-
rente sob o ponto de vista da aplicagdo da miquina. As fungdes em pastilha providas pelo
sistema operacional do 80386 sdo:

Dois nfveis de protegdo/gerenciamento de meméria:

— sistema de segmentagdo com segmentos de 4 gigabytes
— sistema de paginagdo com 4 kbytes de paginas
- hardware voltado para isolamento e protegdo de segmento/p4gina/tarefa

Suporte a multitarefa:

— chaveamento de tarefa por hardware rdpido
— execugdo mdltipla e meio de enderegamento em uma base por tarefa/por seg-
mento (transi¢Ges dindmicas).

5.3.1 GERENCIAMENTO DE MEMORIA

Sistemas operacionais multiusudrio/multitarefa devem prover um meio para alo-
car eficientemente a. memoria do sistema para todas as aplicagoes. Em adigado a alocagdo de
memoria, o SO deve prover um meio para isolar e proteger cada aplicagdo das outras.
Ambas, paginagdo e segmentagao, podem ser usadas para reforgar o isolamento. As segdes
seguintes descreverdo caracterfsticas de relocagdo de enderegos e protegio de meméria em
segmentacao € paginagao.

5.3.1.1 SEGMENTACAO PROTEGIDA

O 80386 implementa um sistema de gerenciamento de meméria segmentado ba-
seado em descritor. Cada tarefa pode ter véirios segmentos definidos (mais que 16384 ao
mesmo tempo) para descrever sua visdo de memdria l6gica. O descritor para cada seg-
mento, como mostrado na Figura 5.4, define o segmento completamente. O descritor &
armazenado na meméria do sistema em uma das duas tabelas de descritores correntes dis-
ponfveis para cada tarefa; um descritor reside na tabela de descritores global do sistema
(GDT), ou na tabela de descritores local de tarefa (LDT). Uma tabela particular e descri-
tor dentro daquela tabela & selecionada pelo seletor de segmento (Figura 5.5).
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31 0

+0 Base de segmento 15..0 Limite de segmento

+4 Base 31..24 Contrqle Limite | Controle de Base 32..16
semantico| 19..16 acesso

Figura 5.4 Formato do escritor de segmento.

15 0

Deslocamento do descritor ti rpl

ti = indicador de tabela (1 = LDT/0 = GDT).
rpl = nfvel de seguranga do requisitor.

Figura 5.5 Formato do seletor de segmento.

O campo de controle de acesso do descritor prové tipos diferentes de segmentos
a serem usados. Por exemplo, pode ser definido um segmento de dados s6 para leitura para
armazenar dados de configuragdo de sistema sensiveis, ou um segmento de c6digo so-
mente para execugdo pode ser criado para assegurar que o programa nao seré violado.
Outros tipos de sistemas sdo disponiveis para otimizar a velocidade de execugdo, tal como
o tipo de segmento de estado de tarefa. O sistema operacional tem a liberdade de criar
segmentos dinamicamente como requisitados pelas aplicagdes em execucdo. Em adigao
a relocagdo e protec¢do, os descritores provéem vérios controles seménticos para cada
segmento; essa capacidade € descrita futuramente. Além disso, a combinagao de 16384
segmentos por tarefa com deslocamentos (offsets) de 32 bits do 80386 prové um intervalo
de enderegos 16gicos de 64 terabytes para cada tarefa.

5.3.1.2 PROTEGCAO SEGMENTADA

Em adigdo a tradugio de enderegos I6gicos para linear, o mecanismo de segmen-
tacdo do 80386 fornece a capacidade para incorporar vArios graus de protegio no projeto
do sistema. A integridade do enderego do programa estd sempre presente na forma de
base ¢ campos de limites de um descritor. Um deslocamento gerado por aplicagao causard
um acesso ao enderego linear (base + deslocamento). Se o deslocamento for maior que o
limite do segmento, uma violagdo de protegao ocorrerd. Um bit de controle de semantica,
chamado bit de granularidade (G-bit), determina a interpretagdo do campo de limite den-
tro do descritor: um valor O indica um limite absoluto (limite granular do byte), enquanto 1
indica que o limite do segmento € o campo de limite * 4 k (limite granular de pigina).
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Outra capacidade de protecdo do 80386 ¢ a protegdo de nivel de programa ba-
seado em niveis privilegiados. O controle de acesso de cada descritor de segmento contém
um nivel de privilégio de descritor (DPL), que identifica o privilégio do segmento. Todos
os privilégios estdo entre 0 e 3, com O sendo o mais privilegiado. Em qualquer ponto no
tempo, o 80386 estd operando em algum nivel de privilégio corrente (CPL), que € determi-
nado pelo nfvel de privilégio do segmento de c6digo sendo executado.

A Figura 5.6 ilustra o particionamento do sistema em niveis de privilégio. Como
regra, quando executando em um dado nivel de privilégio, um programa pode acessar
segmentos que ndo sdo mais privilegiados que ele. Em adigao, um programa pode chamar
outros programas que sdo no minimo tao privilegiados quanto ele. Transferéncias interni-
veis sdo providas por um descritor especial chamado call gate, que prové um ponto de en-
trada controlado para rotinas mais privilegiadas.

A Figura 5.6 também mostra a capacidade de protegdo intertarefa do 80386.
Essa capacidade existe a partir da opgao de definir uma tabela descritora local separada
(LDT) para cada tarefa. Usar uma tabela separada, LDT, resulta em um intervalo de en-
derego isolado logicamente para cada tarefa.

APLICATIVOS

SERVICOS DE
APLICATIVOS

SERVICOS DO
SISTEMA

Figura 5.6 Nfveis de privilégio.
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5.3.1.3 CONTROLES SEMANTICOS

Vdrios outros bits de controle sdo de interesse. O bit de ramanho default (D-bit-
size bit) para cédigo de segmentos determina se devem ser assumidas operagbes de 32
(D = 1) ou 16 bits (D = 0). O bit de expansao (E-bit — expand down bit) para segmentos
de dados define se um segmento de dado € uma expansio de pilha para baixo ou para cima
(o campo de limite é também interprotecdo apropriada). Note que todos esses controles
seménticos sao alteriveis de um segmento para o préximo, portanto & possfvel chavear di-
namicamente entre c6digos de 16 e 32 bits. Dessa maneira, o processador adapta-se ao
modo de processamento que foi selecionado para cada segmento e tarefa, permitindo cha-
veamentos fdceis entre cédigos ndo alterados do 8086 ou 80286 e o novo cédigo de
32 bits.

5.3.1.4 GERENCIAMENTO DE MEMORIA PAGINADA

O 80386 incorpora um mecanismo de tradugdo de p4gina de 2 nfveis que permite
o mapeamento de qualquer p4gina de enderegos de meméria linear de 4 k em qualquer
quadro de memdria fisica de 4 k. O mapa de p4gina de 2 nfveis para a tarefa corrente &
alocado na meméria pelo ponteiro no registrador de controle 3 (CR3), ou no registrador
base de diretério de pdgina. Todas as tabelas sdo alocadas em limites de p4gina para mani-
pulagdo eficiente de tabelas. Para cada p4gina no intervalo de memoria 16gica, um descri-
tor de pdgina € definido (veja Figura 5.7). O descritor de p4gina contém o enderego fisico
correspondente a cada p4gina 16gica, ¢ também outras informagdes de estado de p4gina.

31 12119 8 6 5 43 2 1
Pm%%tlgiﬁ%gea;&?mo de AVL|0O|DJA|OO]|U|}WIP
Descritor de diretério de pAgina

31 12119 8 6 5 43 2 1
Enderego de quadro

dé pégina 31..12 AVL| 00| D|AJOO|U|W]P
Descritor de tabela de p4gina

AVL = Disponfvel.
D = Sujo.

A = Acessado.

U = Usudrio (1) supervisor (0).

W = De escrita (1)/ de leitura apenas (0).
P = Presente.

Figura 5.7 Descritores de tabela de pégina e diretério.
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Para aumentar a velocidade de tradugdo de enderego linear para fisico, o 80386
contém um cache de descritores de pdgina, conhecido como vetor de saida de traduciao
(TLB - Translation Lookaside Buffer). O TLB de 32 entradas resulta em uma percenta-
gem maior que 98% de acerto, o que significa que, em mais de 98% do tempo, a tradugdo
ndo tem efeito no desempenho. O TLB do 386 € ilustrado na Figura 5.8.

— MEMORIA
3 ENDERECO 0 FISICA
.Iiin
!-; ACERTO__ FfsICO j| 4
i ;LINEAR31-1§L 31-12__ 9[INFOB I *?"’ K
| [ ] [ ] [ 4
| . . I le
| | o
'31 | 3
<
I S J
+
DIRETORIO TABELA DE
DE PAGINA PAGINA

Figura 5.8 Buffer de antecipagio de tradugao.

A Tabela 5.2 mostra os diferentes graus de protegio que podem ser atribuidos a
cada p4gina, o que € provido pelo bit do usuério: 0 mapa de nfveis de prote¢do de p4gina
para os nfveis de protegdo de segmentagio, com o mapeamento de nivel do usudrio para
um CPL de 3 e o mapa de nivel de supervisor para as CPL de 0 a 2. Também s3o disponf-
veis dois bits de estado para seguir passo a passo a pdgina em uso. O bit acessado € verda-
deiro se a p4gina ou o diretério de p4gina foi acessado pela MMU. O bit de sujo € verda-
deiro se a pagina ou o diret6rio foi escrito.

O suporte 3 paginagdo do 386 prov€ uma base poderosa para implementagio de
servigos essenciais de sistema operacional necessirios para suportar gerenciamento de
meméria virtual paginada: alocagdo de pagina de memoria, substituicdo de pigina de me-
moéria e armazenamento de pégina virtual na memdria secundéria.
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Tabela 5.2 P4gina de proteg3o usudrio/supervisor

“Descritor de Descritor
diretério  de quadro
de pdgina de pdgina Acesso

uss W/R uss Wf/R Usudrio Supervisor
0 0 0 0 Nada. Leitura/escrita
0 0 0 1 Nada Leitura/escrita
0 0 1 0 Nada Leitura/escrita
0 0 1 1 Nada Leitura/escrita
0 1 0 0 Nada Leitura/escrita
0 1 0 1 Nada Leitura/escrita
0 1 1 0 Nada Leitura/escrita
0 1 1 1 Nada Leitura/escrita
1 0 0 0 Nada Leitura/escrita
1 0 0 1 Nada Leitura/escrita
1 0 1 0 Apenas leitura  Leitura/escrita
1 0 1 1 Apenas leitura  Leitura/escrita
1 1 0 0 Nada Leitura/escrita
1 1 0 1 Nada Leitura/escrita
1 1 1 0 Apenas leitura  Leitura/escrita
1 1 1 1 Leitura/escrita  Leitura/escrita

5.3.1.5 USO DO GERENCIAMENTO DE MEMORIA DO 80386

A flexibilidade da MMU do 80386, descrita anteriormente em detalhes, d4 ao
usuério ferramentas para projetar arquiteturas de intervalo de enderegos diretamente
compativeis com diversas aplicagoes. A manipulagio dos mecanismos de segmentagao e
paginagao permite serem implementados diretamente os quatro intervalos de enderegos
maiores:

- modelo linear (efetivamente nio paginagdo ou segmentagao)
modelo linear paginado (relocagao de pdgina)

modelo segmentado e paginado (usa todos os recursos do 80386)
modelo segmentado (relocagao de pdgina)

Por exemplo, 0 modelo de segmentado e paginado € o modelo usado no Sistema
Unix System V, onde cada tarefa tem uma unidade de segmento de c6digo, segmento de
dados e segmento de pilha; a unidade de segmentagdo do 80386 prové segmentos por ta-
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refa, enquanto a unidade de paginagdao permite gerenciamento efetivo do conjunto de tra-
balho a ser manfido na memdria principal.

O modelo segmentado € muito iitil quando os tamanhos de segmentos ndo sdo
grandes e quando a compatibilidade com a familia de processadores iIAPX 86 € desejada.
Adicionalmente, o esquema de protegao provido € muito importante quando a seguranga
do sistema e/ou a integridade so beneficios desejados.

O modelo linear permite serem implementados sistemas operacionais bem com-
pactos, j4 que segmentagdo e paginacdo podem ser configuradas fora do sistema; nesse
modelo, o enderego do programa € o enderego fisico. Isto € tipicamente o projeto preferi-
do em muitas aplicagoes de tempo real.

Finalmente, alguns projetistas preferem uma arquitetura l6gica com a paginagio
usada para gerenciar a meméria fisica. O 80386 prové essa visdo de meméria no modelo
linear paginado e, desde que o mecanismo de paginagdo € em pastilha, o desempenho do
80386 € superior a arquiteturas com MMU externa usando esse modelo.

5.3.2 MULTITAREFAS E AMBIENTES MULTIPLOS

Lembre-se de que um dos tipos de segmentos especiais providos no 80386 &
o segmento de estado de tarefa, ou TSS. Esse tipo de segmento armazena toda informagao
de estado de uma tarefa, auxiliando o hardware para ser usado para chavear tarefas de
maneira extremamente rdpida, armazenando e carregando informagdes de novas e velhas
TSS em uma instrugdo. O 80386 mantém compatibilidade com o mecanismo de chavea-
mento de tarefas provendo suporte aos formatos de TSS 80286 e 80386 — os formatos
80386 e 80286 sao diferentes, j4 que o 80286 & um processador de 16 bits. Adicional-
mente, o TSS do 80386 inclui o estado do registrador de base de diret6rio de p4gina, per-
mitindo um mapeamento de p4gina diferente para ser usado em cada tarefa.

5.3.3 EXECUGAO 8086 VIRTUAL

O 80386 inclui um modelo para emular a operagdo do processador 8086/8088
dentro de seu modelo virtual protegido. Essa capacidade € controlada pelo bit de modelo
virtual (VM-bit) no registrador de estado. O atributo mais significante desse modelo € a
carga e o uso de registradores de segmento. Em um segmento de c6digo 8086 virtual, as
seménticas de registrador de segmento sdo as mesmas do 8086. Assim, c6digos ndo altera-
dos do 8086 (mesmo c6digos que incluem préiticas nao recomendadas do uso de registra-
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dores de segmentos para armazenamento temporario) podem ser executados no modelo
protegido do 80386. Isto torna possivel a f4cil migragdo de aproximadamente quatro bi-
lhGes de dblares em software existentes atualmente para o 8086/8088.

Quando no modo virtual 86, o 80386 parece-se com o 8086 para o programa de
aplicagdo — o valor do registrador de seletor de segmento € deslocado para a esquerdaem 4
bits para computar a base do segmento real. Como nos modelos atuais do 8086, € no
80286 e 80386, o tamanho de cada segmento € 64 k. Ainda que o 80386 seja capaz de ge-
rar deslocamentos (offset) maiores que 64 k, essa memoéria nao € acessivel. As interrup-
¢Oes causam um chaveamento automdtico fora do modelo 86 virtual, onde o manipulador
de interrupgdo do sistema operacional pode tratar a interrupgio, fora do programa 8086,
se for apropriado.

Cada segao de cédigo virtual 8086 gerard enderegos lineares em um campo de
enderegos de 0-1 megabytes. Para prover intervalos de enderegos separados para cada
um desses, um diretério de p4gina deve ser usado para cada tarefa. O mecanismo de
paginacao pode ser usado também para simular os enderegos envolvidos nos 1 megabyte
que estavam no 8086. E o esquema de protecao € ainda mantido € bem em modelo 86 vir-
tual como programas em modelos 86 virtual sempre executam no menor nivel de privilé-
gio, nivel 3.

5.3.4 AMBIENTES DE MULTITAREFAS

Um dos aspectos mais poderosos do 80386 & percebido quando os mecanismos
de controle de seméntica, arquitetura de intervalo de enderegos flexivel e multitarefa sdo
combinados. Por exemplo, aplicagbes escritas para cada um dos ambientes seguintes po-
deriam existir como tarefas concorrentes no 386 — de fato, poderiam existir exemplos
miiltiplos para cada ambiente executando concorrentemente:

® modelo segmentado e paginado executando c6digo do Sistema Unix System V de 32
bits e dados com 64 terabytes de enderegos disponfveis;

® modelo segmentado e paginado executando cédigo objeto do 80286 de 16 bits de pro-
dutos anteriores baseado no 286 — a paginagao prové gerenciamento de memdria fisica
e é transparente para as aplicagées;

® modelo segmentado e paginado executando cédigo objeto do 8088, tal como programas
do PC, em modo 8086 virtual de 16 bits;

® modelo linear paginado executando cédigo de 32 bits de ambientes Unix linear, tal co-
mo um Unix 42, da Berkeley.
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Desde que todos os bits de controles semanticos do 386 sdo chaveados quandg
um chaveamento de tarefa & executado, um novo ambiente pode ser integrado com uma
instrugao. Com esse mecanismo, o projetista de sistema tem um alto grau de flexibilidade ¢
poder para projetar um sisterna 6timo para sua aplicacao.

Nas segOes restantes deste capitulo serao detalhados os subsistemas de hardware
do 80386, permitindo ao projetista de sistema utilizar o poder do 80386.

5.4 BARRAMENTO EXTERNO DO 80386

O barramento externo do 80386 tem sido otimizado para permitir acesso efi-
ciente 3 memoria externa e E/S. Somente dois ciclos de relégio sdo necessirios para que o
processador execute um acesso completo ao barramento, permitindo, portanto, manter o
barramento acima de 32 Mbytes por segundo a 16 MHz. Essa velocidade r4pida de barra-
mento € ideal para o uso com o cache de memoéria para obter a banda médxima de barra-
mento com componentes de custo baixo.

O 80386 tem um barramento de dados de 32 bits e um barramento de enderegos
fisico de 32 bits. O conjunto de instrugdes pode acessar dados no formato em byte, pala-
vra ou palavra dupla. Se um acesso a palavra ou 2 palavra dupla ndo ¢ alinhado e cruza
duas palavras duplas no barramento externo, o 80386 gera automaticamente dois ciclos de
barramento para executar 0 acesso.

O 80386 também acopla memdrias vagarosas e subsistemas periféricos. Uma
entrada READY no processador € usada para indicar que o acesso ao barramento foi
completado. O subsistema externo pode manter o READY inativo para fazer o processa-
dor 80386 estender o ciclo de barramento até que o subsistema tenha completado o acesso.

A maioria dos sistemas de memoéria de 32 bits, independentemente de ser pro-
cessador individual, requer apenas os bits mais significativos do endereco e usa habilita-
dores individuais para os quatro bytes menos significativos, ao contrdrio dos dois bits
menos significativos do endereco, Al e AO. O 80386, portanto, gera diretamente os bits
mais significativos do endereco (A31:2) e os bits habilitadores individuais, apesar dos bits
menos significativos do enderego, para interfacear de forma simples e eficiente a meméria.
O método alternativo de gerar todas as linhas de enderecos com sinais para indicar o ta-
manho do acesso (byte, palavra ou palavra dupla) requer um nimero idéntico de pinos no
processador e torna a légica de interface externa mais vagarosa e significativamente mais
complexa. Se, entretanto, os dois bits menos significativos do énderego devem ser gera-
dos, eles podem facilmente ser decodificados a partir dos bytes habilitadores, usando qua-
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tro portas. Geralmente, o linico momento em que os bits menos significativos de endere-
¢os s30 necessdrios € quando um barramento-padrao do sistema € usado.

Uma das consideragdes mais significativas no projeto do 80386 foi a acomodagéo
de uma grande variedade de periféricos e tipos de memdéria. Para simplificar a 16gica de
interface de barramento, somente um sinal & usado para indicar o inicio do ciclo de barra-
mento (Address Status — ADS), entdo sinais individuais sdo usados para indicar escri-
ta/leitura (W/R), E/S de meméria (M/10) e dados/cédigo (D/C). Adicionalmente, o sinal
LOCK indica que ums operagdo de tarramento critica estd sendo executada para outros
mestres de barramento, que, conseqilentemente, nio sio autorizados a obter acesso ao
barramento enquanto aquela operagio critica estiver em execugio. Ele pode ser usado em
sistemas de multiprocessamento para implementar seméforos teste-e-assinalamento con-
fidvel ou para acessar outros dados criticos. O LOCK automaticamente ativado pelo
80386 para a instrugao de troca (XCHG), durante a atualizagio das tabelas de descritores
e pdginas e durante os ciclos de reconhecimento de interrupgdo. (O programador pode,
naturalmente, ativar o sinal LOCK explicitamentc durante certas instrugdes.)

Os sirais de barramento do 80386 nio somente sdo escolhidos cuidadosamente
para fazer interfaceamento para a memoéria e E/S tdo simples quanto possivel, mas todo o
barramento € projetado para permitir um desempenho bem alto com custo de memédria
baixo. Como outros processadores, o 80386 usa barramento de dados e enderegos separa-
dos (cada um usa um conjunto separado de pinos em vez de multiplex4-los nos mesmos pi-
nos, 0 que permite que o barramento execute mais rapidamente). Mas o 80386 d4 um
passo a frente por também canalizar externamente o barramento de dados e enderegos. Se
desejado, o enderego para o préximo ciclo de barramento pode ser canalizado. O préximo
enderego pode ser escrito na saida antes que seja completado o ciclo de barramento cor-
rente. Isto permite a todos os atrasos de saida de enderecos e buffers sobrepor completa-
mente o ciclo de barramento corrente e prové mais tempo de acesso para os sistemas de
memdria e E/S, sem nenhum efeito no desempenho. Portanto, um alto desempenho pode
ser obtido em componentes de E/S ¢ memdrias menos caras.

Para uma flexibilidade mdxima, um hardware externo tem um controle completo
de quando e se o préximo ciclo de barramento seré canalizado. Se o enderego ndo € canali-
zado (Figura 5.10), ele se mantém vdlido até o fim do ciclo do barramento. Quando o
hardware externo ativa 0 préximo pino de enderego do 80386 (NA), o barramento de en-
derego € canalizado (Figura 5.11), e o enderego para o préximo ciclo de barramento torna-
se disponivel antes do fim do ciclo de barramento corrente.
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5.4.1 SUBSISTEMA DE CACHE E SRAM

'Embora a mem6ria DRAM possa ser usada com um desempenho bem alto, ban-
das de barramento alto podem ser obtidas usando-se RAM estdticas (SRAM). SRAM a
16 MHz, 55 ns sdo rdpidas o suficiente para completar um acesso dentro de dois ciclos de
relégio sem interfoliar € sem canalizagdo de enderegos. Isto significa que todos os acessos
de barramento podem ser completados com zero estado de espera. O 80386 acomoda oti-
mamente essas memorias muito rdpidas sem forgar o enderego a ser canalizado.

Quando ndo se conhece o enderego do préximo ciclo de barramento até depois
do fim do ciclo de barramento corrente (como saltos indiretos ou acessos de dados depen-
dentes) ou seguido de um ciclo de barramento sem fungao (idle), se o 80386 forgou o en-
derego a ser canalizado um ciclo de relégio antes do infcio do préximo ciclo de barramen-
to, o acesso € realmente atrasado de um ciclo de relégio. Em vez disso, o 80386 pode gerar
ciclos de barramento com ou sem canalizagdo de enderego. A permissdo de canalizagdo &
mais otimizada para memérias mais lentas, como DRAM, enquanto nao forgar a canaliza-
¢do € mais otimizado para memdrias rdpidas, tais como SRAM. Diferentemente de outros
microprocessadores, o 80386 € suficientemente flexivel para usar uma interface simples de
meméria que prové todos os beneficios de barramentos de endereco tanto canalizados co-
mo nio canalizados. -

Portanto, o 80386 nao canaliza o enderego quando este nio est4 disponivel sufi-
cientemente cedo, e se o subsistema de memoria pode completar o acesso em dois relégios,
ele simplesmente ativa o sinal READY, de forma que ndo h4 punigao pela ndo canalizagdo
do enderego.

Embora os SRAM consigam o mais alto desempenho de barramento, DRAM pro-
véem muito mais espago de meméria por um custo e espago de placa muito menores.

Um sistema de cache pode ser usado para tomar vantagem das melhores caracte-
rfsticas de ambos. Um sistema de cache pode ser construfdo para permitir que o c6digo e
os dados mais freqilentemente acessados sejam armazenados em SRAM e colocar o cédigo
¢ os dados menos fregiientemente acessados em DRAM. mais lentas. Isso diminui o custo
geral da memoria e ainda prové um desempenho com quase zero estado de espera.

A Figura 5.12 mostra um subsistema de cache que pode completar ciclos de .
barramento com zero estados de espera com ou sem canalizagdo de enderego. Para um
sistema de 12 Hz ele usa RAM de dados de 95 ns e RAM de sinalizagao de 75 ns. Para um
sistema de 16 MHz, usa correspondentemente RAM de 55 e 35 ns. Para manter o controle
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do cache simples e efetivo em custo, um cache direto com bloco de 4 bytes e escrita atra-
vés do mesmo € usado.

Com 32 kbytes de cache, esse cache possuird uma taxa de acerto aproximada de
86%, o que significa que, em 86% do tempo, dados ou c6digo estdo no cache e 0s acessos
de barramento requerem zero estado de espera. Com 64 kbytes de cache, essa taxa cresce

para 92%.
READY _Q—LBG-'& A
ADICIONAL
A
| Enderego )
45 v
145373 74F521
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RETENTOR KADOR
SRAMDE | ,}
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Figura 5.12 Subsistema de cache.

5.4.1.1 EFETIVIDADE DO CACHE

Em muitos casos, projetos de alto desempenho baseados em processador reque-
rem uma vasta quantidade de meméria de alta velocidade, de forma que o processador
possa rodar programas grandes ou acessar rapidamente uma vasta quantidade de dados. O
projetista de um sistema de alto desempenho tem o desafio de prover essa grande quanti-

dade de memoéria de alta velocidade a um custo razoével.

Para 0 mdximo desempenho, uma grande aplicagdo num microprocessador de
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alta velocidade, tal como o 80386 de 16 MHz, pode requerer diversos megabytes de me-
méria com zero estado de espera (requerendo que o tempo total de acesso 2 meméria, in-
cluindo atrasos em buffers, ndo exceda 125 ns). Enquanto SRAM podem prover a veloci-
dade necessdria, elas se tornam proibitivamente caras para a maioria das aplicagdes quando
uma grande quantidade de meméria € necesséria (muitas das aplicagdes atuais nio podem
suportar o custo de mais de 64 K de SRAM). Do outro lado do espectro, DRAM provéem
grandes quantidades de memoéria de baixo custo, mas as DRAM de baixo custo de hoje em
dia sdo muito lentas para permitir ao processador rodar sem estados de espera (uma apli-
cagao tipica pode hoje possuir muitos megabytes de DRAM de 150 ns).

A solugao mais efetiva a nivel de custo na maior parte dos casos € projetar uma
meméria cache. Uma mem©ria cache € simplesmente uma meméria de alta velocidade (ti-
picamente SRAM) que € colocada entre o processador € uma meméria maior e mais lenta
(tipicamente DRAM). A maioria dos programas possui o hédbito de acessar novamente as
mesmas posi¢oes de memoria logo apés a primeira referéncia a essa posi¢do. Para a pri-
meira referéncia, o processador tem geralmente de esperar o acesso da memoria mais len-
ta, Enquanto o processador estd fazendo esse acesso, o cache também coloca o dado em
sua memdria. Entdo, se o processador necessitar novamente do dado, bastar4 acess4-lo no
cache de alta velocidade. Pelo fato de o cache ser menor que a meméria mais lenta, ele ndo
pode armazenar todos os dados contidos nesta. Portanto, quando o cache est4 cheio e ne-
cessita armazenar uma nova posi¢do de memoria, ele precisa trocar o conteiido de uma
posigdo antiga com a nova. O objetivo de um cache € manter as posigdes que o processa-
dor ird mais provavelmente precisar, de forma que os acessos a essas posigdes ocorram em
meméria rdpida ao invés de DRAM mais lentas.

A maioria dos caches mantém a informagdo mais recentemente usada (c6digo e
dados) disponivel em memoria de alta velocidade, porque a maioria dos programas apre-
senta localidade de referéncia; isto significa que € alta a probabilidade de essa informagio
ser acessada em um futuro préximo. A percentagem de acessos do processador que en-
contra a informagao j4 referenciada no cache € chamada taxa de acerto (hit rate).

A taxa de acerto do cache € um indicador muito importante de sua efetividade.
Quanto mais alta a taxa de acerto, mais freqiientemente os dados ou c6digo sdo encontra-
dos no cache, e um acesso de cache rdpido € usado, em vez do acesso menos rdpido da
mem©ria. H4 vérios fatores que determinam a taxa de acerto do cache, tais como a quanti-_
dade de meméria do cache e o método de determinar quais enderecos podem ser substitui-
dos quando o cache estd completo, mas a taxa de acerto indica a efetividade do cache
global.

Em quase todos os sistemas de cache de microprocessadores, o acesso de baixa
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velocidade da DRAM niao € iniciado antes que seja determinado se o dado ou c6digo foi
encontrado no cache, 0 que usa normalmente um ou dois relégios depois que o ciclo de
barramento inicia. Portanto, quando o dado ou cédigo n3o € encontrado no cache e o ciclo
da DRAM € necessdrio, o ciclo da DRAM realmente demora mais do que se o cache ndo
tivesse sido usado, porque ele comega mais tarde. Se a taxa de acerto for baixa o suficien-
te, significando que a falta de cache prevalece, entdo o uso do cache pode realmente dimi-
nuir o desempenho global. Um cache com taxa de acerto de 50-60% € de um valor muito
questiondvel. Caches com menos de 4 k geralmente ndo sdo iteis.

Nao somente uma baixa taxa de acerto indica que o cache € relativamente inefe-
tivo, como um cache com uma taxa muito baixa de acerto pode realmente degradar o de-
sempenho. O caminho de custo mais baixo para incrementar a taxa de acerto € aumentar o
tamanho do cache. Portanto, em vez de incluir-se um cache em pastilha limitado, o 80386
suporta um cache de dois ciclos de rel6gios externo, no qual o tamanho e a taxa de acerto,
e assim a efetividade global, podem ser tdo grandes quanto desejados.

O barramento rdpido do 80386 permite que referéncias 2 meméria externa sejam
feitas no mesmo mimero de ciclos de rel6gios que outros microprocessadores requerem
para acessar caches em pastilha. Enquanto a tecnologia corrente de silicio prevé caches de
propésito geral para serem alocados na pastilha do processador, caches de MMU em pastilha
relativamente pequenos podem ser muito efetivos. Os 80386 provisionam os descritores de
segmentagio e paginagdo. Alocando o cache de descritor da p4gina da TLB (vetor de saida
de tradugao) de 32 entradas no 80386, uma percentagem de mais de 98% pode ser alcangada.

5.5 PERIFERICOS

A estrutura de barramento do 80386 foi simplificada, minimizando o custo de
conexao légica para a interface de periféricos comuns e ROM/EPROM. Uma l6gica dis-
creta, a PALS ou vetores de porta podem ser configurados eficientemente, interfaces
usuais para conjuntos especfficos de periféricos necessérios.

O 80386 tem uma entrada chamada Bus Size 16 Bit (BS16) que simplifica o uso
do processador com o barramento de 32 ou 16 bits. Isto permite controle do tamanho do
barramento externo para o ciclo de barramento corrente. Quando ativo, somente os 16 pi-
nos de dados mais baixos sdao usados (D15:0), e acessos nao alinhados ou de 32 bits sio
quebrados em miiltiplos acessos de palavras de 16 bits. Quando o BS16 est4 inativo, o
80386 usa todo o seu barramento de dados de 32 bits (D31:0) para acessos de bytes, pala-
vras ou palavras duplas. (Em virtude do 80386 ter instrugbes que executam acessos a
byte, palavras e palavras duplas, periféricos de 8, 16 e 32 bits podem ser conectados dire-
tamente ao barramento local.)
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Essa capacidade de barramento de 16 bits reduz o custo do sistema e consome
menos interconexdes de barramento, dando uma vantagem adicional na alocagao de peri-
féricos na grandeza de palavras de 16 bits para duplicar os enderegos de E/S usados em
outros sistemas de 16 bits oferecendo compatibilidade de software com os sistemas 8086 ¢
80286.

Um ciclo de barramento que usa somente os dois bytes de barramento de dados
menos significativos (ciclo com BE2 e BE3 inativos) sempre usa somente D15:0 e, por-
tanto, BS16 € ignorado. Um ciclo de barramento Read com BEQ e BE1 inativos poderia
normalmente usar D31:16 para ler os dados, mas se o BS16 est4 inativo o dado € lido de
D15:0. Um ciclo de escrita com BEQ e BE1 inativos sempre duplicardo o dado de escrita
em D31:16 em D15:0, portanto todos os 16 bits podem ser utilizados pelo hardware e
BS16 ¢ novamente ignorado pelo 80386. Todos os acessos restantes sdo automaticamente
convertidos pelo 80386 em dois ciclos de barramento. Essa facilidade executa ambos
acessos de 16 e 32 bits sem gastar ciclos.

5.6 ACESSO DIRETO A MEMORIA

A movimentagdo de dados entre RAM e periféricos € possivel que interrompa o
processador, tendo-se salvo seu estado, executa-se a transferéncia e entio restaura-se o
estado do processador. Entretanto, € muito mais eficiente mover grandes quantidades de
dados seqiienciais com um controlador otimizado para a tarefa, um controlador de acesso
direto ¢ memdria (DMA), para ndo perturbar a execugdo do processador. O 80386 prové
pinos HOLD e HLDA (reconhecimento de hold) que permitem um controlador de DMA
ou outro processador que coloca os sinais do 80386 em alta impedéncia e controla o bar-
ramento para as transferéncias.

Um uso muito comum do DMA € executar transferéncias entre a meméria princi-
pal e a memdria de massa, tal como troca de meméoria virtual.

O 80386 permite segmentos de vdrios tipos, de um byte até 22 (4 gigabytes),
o que € suficiente para quase qualquer cédigo ou estrutura de dados. Com a possibilidade
de tal comprimento de segmento, € muito f4cil que o programador aloque seus dados ou
codigo em segmentos, mas poderia ser freqiientemente dificil, se nao impossivel, para o
sistema operacional, implementar memoéria virtual para encontrar espago em RAM fisica
para trocar todo o segmento. Portanto o 80386 também implementa segmentagao sob pa-
ginagao. Se ela for usada, um segmento pode ser fatiado em p4ginas de tamanho regular,
possivelmente com cada pigina correspondendo ao tamanho do bloco da meméria de
massa. Isto nao s6 permite porgdes de segmentos residirem em RAM, como também per-

v
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mite que os segmentos sejam partidos em vdrias partes para preencher qualquer RAM li-
vre, mas ndo necessariamente continua, eliminando problemas de fragmentagao.

Enquanto a segmentag¢io permitir ao programador de software alocar seu cédigo
¢ dados em estruturas naturais e eficientes e prover o sistema operacional com informagio
vélida em que as por¢des de memoria sdo boas candidatas para trocas, pagina¢ao dentro de
segmentagao permite eficiente implementagdo de hardware da memdria virtual.

Na implementagao de sistemas de paginagio por demanda, um controlador DMA
padrao pode sei usado para mover um ou mais blocos seqiienciais (pdginas) de dados entre
a RAM e a meméria de massa. Depois de cada série de blocos seqiienciais ser movida, a
controladora DMA normalmente interrompe o processador € espera por mais comandos
do processador.

Se vdrios blocos estdo sendo movidos em vdrias p4ginas ndo seqiienciais, o DMA
deve parar ap6s cada pégina e interromper o processador. O processador deve entdo en-
viar novos comandos para o controlador DMA para a préxima p4gina. Isto diminuird o
desempenho do processador, porque ele deve parar e manipular uma interrupgao depois de
cada pdgina. Também, toda a transferéncia de dados da meméria de massa pode ser dimi-
nuida. A memoria de massa € usualmente implementada como um disco que passa blocos
seqiienciais pela cabega de leitura/escrita. Se ndo h4 tempo suficiente entre o fim de uma
p4gina e o comego da pr6xima para o DMA interromper o processador € o processador
para reprogramar o0 DMA, entdo a préxima pégina serd perdida e o DMA ter4 de esperar
que o disco seja lido novamente para continuar.

A pastilha controladora DMA Advanced Intel 82258 pode ser usada para resol-
ver ambos os problemas: menos interrupgdes do processador e transferéncias de multip4gi-
nas mais rdpidas. O processador pode gerar uma lista de blocos destinos/fontes para o
DMA, por exemplo, trocar uma série de piginas nio continuas. Entdo o 82258 pode usar
suas caracteristicas de dados correntes automaticamente para trocar todas as paginas, sem
interromper o processador e sem reprogramar o 82258 entre cada pégina nado continua.
Portanto o 82258 prové desempenho excelente em meios de paginagdo por demanda.

5.7 EXEMPLO DE PROJETO: ESTAGAO DE TRABALHO
DE ENGENHARIA

Uma engenharia de estagdo de trabalho tipicamente requer poder de computagao
alto e um espago de memoria grande para executar tarefas como simulagido de projeto e
verificagdo. Em adigdo, a habilidade para executar miltiplos programas permite que o
projetista maximize sua efetividade porque ele pode trabalhar em uma parte do projeto
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enquanto simula outra parte. Em vdrios casos, a habilidade da estagdo de trabalho em rapi-
damente criar ¢ manipular detalhadamente figuras graficas de projetos é essencial também
para permitir que o projetista entre e perceba seu projeto eficientemente. Finalmente, em
virtude de a maioria dos projetistas trabalhar em grupos ao invés de individualmente, &
importante que suas estagoes de trabalho possam comunicar-se facilmente.

A Figura 5.13 ilustra um projeto de sistema completo do 80386 que supre essas
necessidades. Sua alta velocidade de processamento e espago de enderegos fisico e virtual
grandes permitem que a simulagdo seja executada eficientemente. Para um alto desempe-
nho com uma grande quantia de DRAM de custo efetivo, um cache € usado para permitir
operagdes com estados de espera perto de zero. A capacidade de segmentagdo e pagina-
¢a0, junto com o DMA Advanced 82258 e um controlador de disco fixo inteligente
(82062), combinam para formar uma implementagdo poderosa e eficiente de memoéria
virtual. O gerenciamento de memoria em pastilha ndo somente prové tradugio eficiente
para memédria virtual como também oferece protegdo e capacidade de multitarefa.

Enquanto a velocidade computacional e a flexibilidade do 80386 permitem exe-
cutar todos os célculos, grificos e fungées de comunicagdo para algumas estagGes de tra-
balho, um desempenho maior pode ser obtido quando co-processadores especializados sao
usados. Os processadores numéricos 80287 ou 80387 podem ser usados para prover arit-
mética de ponto flutuante ripida, permitindo que simulagdes complexas e acuradas sejam
completadas rapidamente. O co-processador de Gréficos/Display 82786 pode rapida-
mente gerar e manipular textos complexos e imagens graficas tanto quanto criar um am-
biente de janelas eficiente. O 80386 simplesmente supre comandos de alto nivel de gréfi-
cos, e 0 82786 executa tarefas tediosas de fungdes de atualizagdo de pontos de imagens e
display. O co-processador de Rede Local (LAN) pode manipular comunicagio entre esta-
¢Oes de trabalho em alta velocidade: enviando e recebendo pacotes de dados miiltiplos,
gerando protocolos e executando verificagdo de erros sem a intervengdo do micro-
processador.

Em torno do sistema, o 80386 também conecta periféricos escravos, incluinco
duas portas seriais para teclado e modem e mouse, € um controlador de disco floppy. Esse
subsistema 80386 poderia ser construido em uma placa com interfaces miiltiplas para po-
der ser instalado em um sistema industrial padrao e prover acessos para os processadores €
dispositivos periféricos em outras placas MULTIBUS dentro do mesmo sistema.




CAPITULO 6

O MOTOROLA 68020

Cyndy Zoch
Motorola Inc., USA

6.1 INTRODUCAO

O MC68020 € o primeiro microprocessador de 32 bits baseado na familia
M68000. Ele € implementado com registradores de 32 bits e passagem de dados e endere-
gos de 32 bits, um rico conjunto de instrugdes e modos de enderecamento vers4teis.

O MC68020 tem um cédigo objeto compativel com os outros membros da fami-
lia M68000 (0 MC68000, MC68008, MC68010 e 0 MC68012). Foram acrescentadas ca-
racterfsticas de um cache de instrugdes em pastilha, linguagem de alto nivel e uma interface
de co-processador flexivel. Em adigdo, o MC68020 suporta um mecanismo de dimensio-
namento de barramento dindmico que permite determinar o tamanho de porto em uma
base ciclo-por-ciclo.

Este capitulo ir4 primeiramente cobrir a tecnologia de processamento e a arqui-
tetura do MC68020, seguido de uma discuss@o sobre a organiza¢iao de dados. Depois serao
examinados a capacidade de enderecamento, conjunto de instrugdes e sinais de hardware.
Entdo, algumas das caracteristicas especiais do MC68020 serdo detalhadas, incluindo o
mecanismo de dimensionamento do barramento dindmico, o cache de instrugdo em pastilha
e a interface de co-processador. As trés segdes seguintes cobrirdo gerenciamento de me-
moria, suporte a sistemas de desenvolvimento ¢ suporte a software. Finalmente, o capitulo
se encerra com uma discussdo sobre desempenho.

6.2 PROCESSAMENTO

O MC68020 € um produto de 60 anos-homem de empenho em projeto. O
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processador € fabricado usando-se um processo de Semicondutor de Oxido de Metal
Complementar de Alta Densidade (High-Complementary Metal Oxide Semiconductor —
HCMOS) que prové uma combinagdo importante de desempenho, alta velocidade e con-
sumo reduzido. Mais especificamente, 0 MC68020 roda em uma freqiiéncia de rel6gio de
16,67 MHz ¢ tem uma dissipagao méxima de 1,75 W. O processador consiste em 200.000
transistores reais em uma superficie de 0.375x0.350 polegadas e € encapsulado em grid
pin array de 114 pinos.

6.3 ARQUITETURA

A Figura 6.1 mostra um diagrama de blocos funcional do MC68020. O proces-

sador pode ser dividido em trés segdes principais, o controlador de barramento, a micro-
mdquina e a 4rea mista. A maioria dessas segdes opera de modo completamente auténomo.

I SEQUENCIADOR

MICROROM

DECODIFICADOR

NANOROM DE INSTRUGAO
CANAL DE
INSTRUGAO
SECAO DE
CONTROLE
)/
o3 SECAODE | secAoDE ) CACHE
TP CAMENTO ENDERE- SEGAO DE @— bDE
‘6’ 9 DE CAMENTO DADOS INSTR.
INSTRUCOES| DE OPERANDOS
UNIDADE DE EXECUGAO /'Y f
TEMPORARIOS CONTROLADOR TEMPORARIOS
DE ENDERECO DE BARRAMENT(Q DE DADOS

Figura 6.1 Diagrama de blocos funcionais do MC68020.



164 32-Bits Microprocessador

O controlador de barramento abrange a sinalizagao de fim de endereco e dados e
os multiplexadores necessirios para o suporte ao dimensionador de barramento dindmico.
Em adigdo, o controlador de barramento contém o cache de instrugoes e o circuito de
controle associado, um macrocontrolador de barramento e dois microcontroladores de
barramento. O macrocontrolador de barramento escalona o ciclo de barramento em uma
base de prioridades, enquanto os dois microcontroladores de barramento controlam os ci-
clos do barramento; um para acesso a instrugdes € outro para acesso a operandos.

A micromdquina consiste em um canal de instrugdo, PAL de decodificagao, ar-
mazenamento de controle ROM, uma unidade de execugdo e armazenamento de controle
misto. A unidade de execugdo contém uma se¢io de enderego de instrugdo € uma segao de
dados. O armazenamento de controle ROM inclui a microrom e a nanorom, que controlam
o microcédigo. As PAL de decodificagdo sao usadas para prover a informagao necessiria
para o seqiienciamento do microc6digo. O canal de instrugdo consiste em trés estdgios
(veja Figura 6.2) e prové decodificagdo de instrugdes. As instrugdes que tenham sido lidas
do cache em pastilha ou da meméria externa sdo carregadas no estdgio B. As instrugdes
sdo entdo seqiienciadas do estdgio B para o D. O estdgio D contém instruges completa-
mente decodificadas, prontas para execugdo. Se a instrugdo contém uma palavra de ex-
tensao, ela estard disponivel no est4gio C, no momento em que o c6digo estiver no estdgio
D.

Aquisigdo e decodificagdo de instrugio
SEQUEN-
CIADOR ESTA- | ESTA-| ESTA-
GIO Glo GIO |
D C B
UNIDADEDE [
CONTROLE
< ® FLUXO DA
INSTRUGAO
DO CACHEE
DA MEMORIA
1
<
UNIDADE DE
EXECUGCAO |e

Figura 6.2 Canal de instrugées do MC68020.
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6.4 ORGANIZAGAO DOS DADOS

6.4.1 OPERANDOS

O MC68020 suporta sete tipos de dados bésicos: bits, campos de bits, digitos
BCD, inteiros de um byte, inteiros de palavras, inteiros de palavras longas e inteiros de
palavras quadruplas. Um campo de bits consiste em 1 a 32 bits, um byte tem 8 bits, uma
palavra tem 16 bits, uma palavra longa tem 32 bits € uma palavra quédrupla tem 64 bits.
Em adigdo, o MC68020 suporta operandos de tamanho varidvel em bytes necessdrios para
a interface do co-processador (isto &, os co-processadores podem definir o tamanho dos
operandos requisitados para uma aplicagio particular).

6.4.2 MODELO DE PROGRAMAGAO

Como nos outros processadores da familia M68000, o MC68020 opera em um
dos dois modos — usudrio ou supervisor. O modo usuério € previsto para prover um meio
para programas aplicativos. O modo supervisor tem acesso a instrugdes adicionais, regis-
tradores e privilégios e ¢ previsto para ser usado pelo sistema operacional.

Os modelos de programagao usudrio e supervisor para o MC68020 s3o mostra-
dos na Figura 6.3(a) e (b), respectivamente. O modelo de programagéo usudrio caracteri-
za-se como 8 registradores de dados de 32 bits, 8 registradores de enderegos de 32 bits,
um dos quais (A7) é;usado como ponteiro da pilha do usudrio, um contador de programa
de 32 bits € um regiitrador de c6digo de condigdes de 8 bits. Em adigao aos registradores
acima, o modelo de programagao supervisor também inclui dois ponteiros de pilha de su-
pervisor de 32 bits (um chamado mestre e outro chamado interrupg¢ao), um registrador de
“estado’” de 16 bits (o byte menos significativo dele € o registrador de c6digo de condigbes
mencionado acima), um registrador de base de vetor de 32 bits, dois registradores de c6di-
go de fungdes alternativos de trés bits, um registrador de controle de cache e um registra-
dor de endereco de cache. Uma descrigdo de cada um desses registradores € dada a
seguir.

Os oito registradores de dados (D0-D7) sao usados para operagdes com bits,
campos de bits, bytes BCD, palavras, palavras longas e palavras quidruplas. Em geral, as
operagOes em registradores de dados afetam os c6digos de condi¢es, mas ndo fazem com
que o resultado no registrador seja estendido por sinal dentro de 32 bits. Os sete registra-
dores de endereco (AO-A6) e os ponteiros de pilha de interrupgao, mestre e usudrio, po-
dem ser usados como ponteiros de pilha de software, como o registrador de enderego de
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Registradores de dados

31 16 15 87 0

FERERYE

D7

Registradores de enderego

31 16 15 0

A0
Al
A2
A3
A4
A5
A6

Ponteiro de pilha de usuério

31 16 15 0
| | 1A7
31 Contador de programa 0
I JPC

Registrador de cédigos de condigio

15 7 0

i JooR

Figura 6.3 (a) Modelo de programagio de usuério.

base e para operagdes de palavra e palavra longa. Em geral, as operagdes em registradores
de enderegos ndo afetam os cédigos de condigcdes (CMPA € uma excegdo) e provocam a
extensdo do sinal do resultado, nos 32 bits. Além disso, ambos os registradores, de dados e
enderegos (D0-D7 e A0-A7), podem ser usados como registradores de indice.
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O registrador de “estado” (SR) contém 2 bytes: o byte de usudério (registrador de
c6digo de condigdes) € o byte de sistema. O byte de sistema € acessivel somente no modo
supervisor. O byte de usuério contém bits para as seguintes condigdes: estendido (X), ne-
gativo (N), zero (Z), overflow (V) e carry (C). O byte de sistema tem dois bits de modo
“trace” que permitem seguir qualquer instrugdo ou apenas a mudanga de fluxo do pro-
grama, o bit S indica se o processador estd no modo usudrio ou supervisor, o bit M indica
se o supervisor estd usando a pilha de interrupgdo ou mestre, e trés bits de méscara de
prioridade de interrupgao. Esses bits fazem o MC68020 ignorar todas as requisigdes de
interrupgao com prioridade igual ou menor que a da méscara.

Ponteiro de pilha de interrupgio

31 16 15 0
L 1 _|A7
Ponteiro de pilha mestre
31 16 15 0
- | a7
Registrador de estado
15 87 0
| | _(CCR |sR
31 Registrador de base de vetor 0
L | VBR
Registradores de cédigos de fungdo alternativa 2 0
SFC
DRC
31 Registrador de controle de cache 0
[ ] cacr
31 Registrador de endereco de cache 0
| ] CAAR

Figura 6.3 (b) Suplemento de modelo de programagio supervisor.

O MC68020 tem trés ponteiros de pilha: usudrio, mestre ¢ interrupgdo. Somente
um desses estd ativo em um dado momento, dependendo do estado dos bits M € S no re-
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Dado de bit
7 0y 7 017 07 0
Byte n-1 765431210 Byte n+1 Byte n+2
endereco mimero
base do bit
Dado de campo de bits
bit base
7 0,7 0,7 v 07 0
Byte n-1 Byte n 0123 .... w-1
L g— Deslocamento __4 Deslocamento — _p{ ¢—— Largura ——p»
3-2-11012
endereco
base
Dado inteiro de byte
7 0,7 0,7 017 0
Byte n-1 MSB Byten LSB Byte n+1 Byte n+2
enderego
Dado inteiro de palavra
7 017 017 017 0|7 0
Byte n-1 Inteiro de palavra Byte n+2 Byte n+3

*

enderego

Figura 6.3 () cont.

gistrador de “estado”. O ponteiro de pilha do usudrio (USP) opera da mesma forma no
MC68020 que nos outros processadores da familia M68000. Ele € ativo somente quando o
bit S no registrador de estado est4 limpo. Se ambos os bits M e S estdo em 1, o ponteiro de
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pilha mestre (MSP) aponta a pilha ativa. Se o bit S estd em 1 e o bit M est4 em 0, o ponteiro
de pilha de interrupgdo aponta a pilha ativa. Este iltimo caso cofresponde 2o modo super-
visor no MC68008, MC68010 e MC68012. As pilhas de interrupgdo e mestre interagem
uma coqt{ a outra durante interrupgdes. Se ambos os bits M e S no registrador de estado
sao sinalizados (1 — operacdes na pilha mestre) € uma interrupgao é detectada, o desloca-
mento de vetor de excecao, o contador de programa e o registrador de estado sao salvos
na pilha mestre. Além disso, o bit M ser4 limpo e uma c6pia desse quadro de pilha (chama-
do quadro de pilha desperdi¢ado), serd criado na pilha de interrupgdo. Se qualquer outra
interrupcdo ocorrer durante o processamento dessa interrupgao, a informagao de estado
correspondente serd empilhada somente na pilha de interrupgdo. Assim, dois ponteiros de
pitha trabalham muito bem em ambientes de multitarefa. Cada tarefa pode ter seu préprio
ponteiro de pilha mestre e excegdes que se referem somente aquela tarefa serdo empilha-
das ali. Se uma interrupgao ocorrer, a informagao serd empilhada em ambas as pilhas, de
interrupgao e mestre, porque ela pode referir-se a ambos, tarefa e sistema operacional
(como no caso de chaveamento de tarefa). A informagao para interrupgao que ocorre du-
rante o processamento dessa interrupgdo seria empilhada somente na pilha de interrupgao,
porque ela referiria-e somente ao sistema operacional.

O registrador de base de vetor (VBR) contém o enderego base do vetor de exce-
¢do de 1 kbyte e € usado para relocar a tabela de vetores para qualquer lugar dentro do in-
tervalo de enderegos de 4 gigabytes do MC68020. Como resultado, o MC68020 suporta
miltiplas tabelas de vetores tanto quanto poderia ser requisitado em um meio de multita-
refa. Quando hd reset (reiniciagao), o registrador de base ou vetor € zerado.

Os dois registradores de c6digo de fungdes alternativos (origem, SFC e destino,
DFC) permitem que o supervisor acesse qualquer intervalo de enderegos (veja Segao
6.4.4) e sdo usados somente com a instrugio MOVES. Em membros mais antigos da fami-
lia M68000, 0 MC68000 e 0 MC68008, os registradores de c6digo de fungdes alternativos
nao foram implementados. Assim, todos os acessos do supervisor eram feitos para pro-
grama ou dados de supervisor. Quando uma instrugdo MOVES € executada no MC68020,
o conteiido do registrador de c6digo de fung@o alternativo € colocado nas linhas de c6digo
de fungéo (FCO-FC2) para o operando origem ou para o operando destino. Isto permite
que o supervisor tenha acesso a outros intervalos de enderego. A instrugdo MOVES € pri-
vilegiada, proibindo, portanto, o usudrio de acessar o intervalo do supervisor.

Os dois registradores de cache (controle, CACR, e enderego, CAAR) sdo provi-
dos para permitir manipulagdo por software do cache de instrugdes em pastilha. O regis-
trador de controle do cache contém: bits para limpar, congelar e habilitar o cache, e limpar
uma entrada especifica. Quando se limpa uma entrada do cache, o enderego da entrada €
apontado pelo registrador de enderego do cache.
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6.4.3 ORGANIZAGAO DA MEMORIA

Como em toda a familia do M68000, 2 memdéria no MC68020 € organizada de -
forma que o enderego mais baixo corresponda aos bytes de maior ordem. Por exemplo, o
endereco N de uma palavra longa também € o enderego do byte mais significativo da pala-
vra de mais alta ordem. Assim, o erderego do byte menos significativo da palavra de mais
baixa ordem € N + 3.

A Figura 6.4 mostra como os tipos de dados suportados pelo MC68020 sao or-
ganizados na meméoria. Esses tipos de dados podem ser acessados em qualquer tamanho de
byte. O MC68020 ndo requer que os operandos de dados sejam sequer de tamanho em
byte. Essa caracteristica € chamada ndo alinhamento e seré discutida na Segio 6.8. En-
tretanto, o desempenho miximo € alcangado quando os dados sdo alinhados no mesmo ta-
manho em bytes que o seu operando. Nio € permitido que as instrugdes sejam ndo alinha-
das. Todas as instrugdes devem sempre ser alinhadas no mesmo tamanho em bytes. O
MC68020 forga uma excegdo de erro de endereco sempre que o contador de programa
contém um enderego fmpar.

Dado inteiro de palavra longa

7 of o 0|7 0(7 07 0
[ Byte n-1 Inteiro de palavra longa Byte n+4 |
[y
enderego
BCD empacotado
7 017 4B of 07 0
L Byte n-1 MDD LsD Byte n+1 Byte n+2 —l
[
endereco
BCD nédo empacotado
7 07 07 047 0
| Byten-1 x [ M0 | x [ 0 [ Byten:2 |
*
endereco

XX = Valor definido pelo usudrio

Figura 6.4 Organizacido de dados na meméria.
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6.4.4 REFERENCIAS A DADOS E PROGRAMAS

A memoria € dividida em duas classes no MC68020: programa e dados. A refe-
réncia a programas réfere-se a uma parte da memoria que contém instrugdes. Referéncia a
dados sdo referéncias a uma parte da memoéria que contém dados. Em geral, a leitura de
operandos € feita no intervalo de dados e todas as escritas de operandos sdo feitas no in-
tervalo de dados, exceto quando € feita pela instrugdo MOVES (move para o intervalo de
endereco).

6.5 CAPACIDADE DE ENDERECAMENTO

6.5.1 MODOS DE ENDEREGCAMENTO EFETIVO

A localizagao de um operando usada na execugao de uma instrugdo pode ser es-
pecificada em um dos trés modos. Primeiro, a localizagdo (ou enderego) pode estar contida
em um registrador. Segundo, a instrugdo, por defini¢do, pode implicar o uso de um regis-
trador especifico que contém o enderego do operando. Terceiro, o enderego do operando
pode ser especificado por um dos modos de enderegamento restantes. Esses tipos de en-
derecamento serao discutidos nesta segao.

Modos registrador direto — Esses modos de enderegamento efetivos especificam que o
operando esté contido em um dos dezesseis registradores de uso geral (A0-A7, DO-D7)
ou em um dos seis registradores de controle (SR, VBR, SFC, DFC, CACR e CAAR).

Registrador de dados direto — o operando € encontrado no registrador de dado
especificado pelo campo de registrador da palavra de operagao

Registrador de enderego direto — o operando € encontrado no registrador de
enderego especificado pelo campo de registrador.

Modos registrador indireto — Esses modos de enderegamento efetivos especificam que o
operando € localizado em um enderego de meméria baseado no contetido do registrador de
enderego.

Registrador de enderego indireto — o enderego do operando est4 contido no re-
gistrador de enderego especificado pelo campo de registrador.

Registrador de enderego indireto com pés-incremento — o enderego do operan-
do estd contido no registrador de enderego especificado pelo campo de registrador.
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O contetido do registrador de enderego € entdo incrementado por 1, 2 ou 4, dependendo se
o tamanho do operando € de um byte, palavra ou palavra longa. Uma excecdo para isso €
quando o registrador de enderego € o ponteiro da pilha e o tamanho do operando € um
byte. Nesse caso, o ponteiro da pilha serd incrementado por dois, para manter o ponteiro
da pilha alinhado dentro do mesmo limite de um byte.

Registrador de enderego indireto com pré-decremento — o registrador de en-
derego especificado pelo campo de registrador € primeiro decrementado por 1, 2 ou 4, de-
pendendo do tamanho do operando. Esse valor decrementado € entdo usado como o en-
dereco do operando. As pilhas sdo manipuladas como no pardgrafo anterior, com o de-
cremento substituido por incremento.

Registrador de enderego indireto com deslocamento — o enderego do operando
¢ a soma dos contedidos do registrador de enderego especificado no campo de registrador e
um deslocamento estendido por sinal de 16 bits. Esse deslocamento estd contido em uma
palavra de extensdo seguindo a palavra do operando.

Modos de registradores indiretos com Indice — Esses modos de enderecamento especifi-
cam que o endere¢o do operando € derivado de um célculo que envolve o registrador de
enderego, um registrador de fndice e um deslocamento. O formato do operando de indice &
‘Xn.tamanho*Escala’. Xn pode ser qualquer dado ou registrador de enderego. Tamanho
especifica o tamanho do indice e pode ser palavra ou palavra longa. A escala permite que o
contetido do registrador de indice seja multiplicado por 1, 2, 4 ou 8. Operandos de indexa-
¢do e o deslocamento sdo sempre estendidos por sinal nos 32 bits antes de serem usados
nos célculos.

Registrador de enderego indireto com indice (deslocamento de 8 bits) — o en-
derego do operando € a soma dos contetidos do registrador de enderego especificado pelo
campo de registrador, o contetido registrador de fndice com sinal estendido (tamanho e es-
cala) e um deslocamento com sinal estendido.

Registrador de enderego indireto com indice (deslocamento base) — o enderego
do operando € a soma dos conteGdos do registrador de enderego especificado pelo campo
de registrador, o conteddo estendido por sinal do registrador de fndice € um deslocamento
de 16 ou 32 bits com sinal estendido. Note que esse modo de enderegamento, um modo de
enderegamento de “‘registrador de dados”, pode ser obtido usando-se um registrador de
dado como um registrador de indice ¢ nido especificando um registrador de enderego
indireto).

Modos de enderecamento indireto de memdria — Esses tipos de enderegamento usam
quatro valores especificados pelo usuério na determinagédo do valor do operando: um re-
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gistrador de enderego a ser usado como registrador base; um deslocamento base, o qual
é somado ao registrador base; um registrador de indexagao; e um deslocamento externo,
que é somado ao enderego do operando. Esses modos de enderegamento chamados por
enderegos intermediérios a serem lidos da mem©éria antes de prosseguir com os célculos de
enderegos efetivos. O operando de indexagdo pode ser somado depois que o enderego in-
termedidrio for lido (p6s-indexagao) ou antes que o endere¢o intermedidrio seja lido
(pré-indexagao).

Todos os quatro valores especificados pelo usudrio sao opcionais. Os desloca-
mentos base e externo podem ser nulos, palavra ou palavra longa. Se um deslocamento €
nulo (ou um elemento € suprimido), seu valor € assumido como zero no célculo do endere-
¢o efetivo.

Pés-indexacao indireta da memoéria — um enderego indireto de memoria inter-
mediério ¢ calculado somando-se o registrador base e o deslocamento base. Esse enderego
€ usado para um acesso indireto 3 meméria de uma palavra longa. Essa palavra longa é
entdo somada ao operando de indexagdo (Xn.Tamanho*Escala) e ao deslocamento exter-
no, se houver algum, para resultar o endereco efetivo.

Pré-indexagdo indireta da meméria — o operando de indexagdo (Xn. Tama-
nho*Escala) ¢ somado ao registrador base e ao deslocamento base. A soma intermedidria é
entao usada para o acesso indireto a uma palavra longa. O deslocamento externo, se hou-
ver algum, € entdo somado 3 palavra longa para resultar o enderego efetivo.

Modo contador de programa indireto com deslocamento — O enderego do operando € a
soma do enderego no contador de programa (PC) e um deslocamento com sinal estendido
em 16 bits. O deslocamento € armazenado na palavra extensdo do op cédigo. O valor do
PC € o enderego da palavra extensdo. Todas as referéncias que usam esse modo de ende-
regamento sao classificadas como referéncias de programa.

Modos contador de programa indireto com indexagdo — Esses modos de enderegamento
sdo andlogos aos modos registrador indireto com indexagdo descritos anteriormente, com
o PC usado como registrador base. Como antes, o operando de indexagdo (tamanho e es-
cala) e o deslocamento sdo usados no cédlculo do endereco efetivo. Novamente os desloca-
mentos ¢ os operandos de indexagdo sao sempre estendidos por sinal em 32 bits para se-
rem usados no célculo de enderego efetivo.

PC indireto com indexagdo (deslocamento de 8 bits) — o enderego do operando é
a soma do enderego no PC, o inteiro de sinal estendido contido na palavra extensio de 8
bits, e o tamanho e a escala do operando de indexagao. O valor no PC € o enderego da pa-
lavra de extensdo. O usudrio deve especificar o deslocamento, o PC e o registrador de in-
dexagao quando usar esse modo de enderegamento.
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PC indireto com indexagdo (deslocamento base) — o enderego do operando &
a soma do enderego contido no PC, do tamanho e escala do registrador de indexagao, e o
deslocamento base com sinal estendido. Esse modo de enderegamento requer palavras de
extensdo adicionais que contenham indicagdes do registrador de indexagao € o desloca-
mento de 16 ou 32 bits. Todos os trés pardmetros sdo opcionais neste modo.

Modos PC indiretos de meméria — Esses modos de enderecamento sao andlogos aos de
enderecamento indiretos de memdria descritos previamente, com o contador de programa
sendo usado como registrador base. O acesso 2 memoria intermedidria pode ser pés-inde-
xado ou pré-indexado. Todos os quatro valores especificados pelo usudrio sdo opcionais.

Contador ‘de programa indireto de memoéria pés-indexado — um enderego de
mem@rtia indireto intermedidrio € calculado com a soma do PC (usado como registrador
base) e um deslocamento base. Esse enderego € usado para um acesso indireto de uma pa-
lavra longa, seguido pela adicdo do operando de indexagdo (tamanho e escala) com a lei-
tura do enderego. Finalmente, o deslocamento externo, se houver algum, € somado para
resultar o enderego efetivo. '

Contador de programa indireto de memoéria pré-indexado — o tamanho e a es-
cala do operando de indexagdo é somado ao contador de programa e ao deslocamento ba-
se. Essa soma € usada para acesso indireto a uma palavra longa. O deslocamento externo,
se houver algum, € entdo somado para resultar o enderego efetivo.

Modos de enderecamento absoluto — Esses modos de enderegamento especificam o en-
dereco do operando nas palavras extensao.

Enderego absoluto curto — o enderego do operando esté contido na extensio da
palavra. O enderego de 16 bits € estendido por sinal nos 32 bits antes de ser usado. Esse
modo requer uma palavra de extensao.

Enderego longo absoluto — esse modo de enderecamento requer duas palavras
de extensdo. O enderego do operando € obtido pela concatenagdo das palavras de exten-
s30. A primeira palavra de extensdo contém a parte mais significativa do enderego, € a se-
gunda palavra de extensdo contém a parte menos significativa.

Dado imediato — Esse modo de enderecamento requer uma ou duas palavras de extensao,
dependendo do tamanho da operagao.

Operagdo de byte — o operando estd no byte menos significativo da palavra de
extensdo.
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Operagdo de palavra — o operando estd nas duas palavras de extensao; os 16 bits
mais significativos estdo na primeira palavra de extensio; os 16 bits menos significativos
estdo na segunda palavra de extensao.

6.6 SUMARIO DO CONJUNTO DE INSTRUCOES

Nesta se¢cao mostraremos o conjunto de instrugées do MC68020.

As instrugdes podem ser classificadas como se segue:

Movimento de dados Manipulagao de campo de bits
Aritmética com inteiros Aritmética decimal de c6digo bindrio
Légica Controle de programa

Deslocamento de rotagao Controle de sistema

Manipulagdo de bit Controle de multiprocessador

Os pardgrafos seguintes descrevem o conjunto de instrugées do MC68020 por
categoria.

6.6.1 MOVIMENTACAO DE DADOS

O meio bésico transferéncia de enderecos e transferéncia e armazenamento de
dados ¢ através da instrugdo de movimentagado (MOVE). As instrugdes de movimento de
dados permitem que sejam transferidos operandos em bytes, palavras, palavras longas da
memoéria para memoéria, da memoéria para registrador, de registrador para memoria, e de
registrador para registrador. Instrugdes de movimento de enderegos (MOVE e MOVEA)
permitem transferéncia de operandos de palavra longa e palavra dentro dos limites legais de
enderegos. Em adigdo 2 instrugdo MOVE, existem vdrias instrugdes de movimentagao de
dados especiais: mover registradores miltiplos (MOVEM), mover dados periféricos
(MOVEP), mover rdpido (MOVEQ), trocar de registradores (EXG), carregar enderego
efetivo (LEA), empilhar o enderego efetivo (PEA), enlagar a pilha (LINK) e desenlagar a
pilha (UNLK).

6.6.2 OPERAGOES DE ARITMETICA COM INTEIROS

As instrugdes de aritmética com inteiros consistem em quatro operagoes bdsicas
para adi¢do (ADD), subtragdo (SUB), multiplicagdo (MULT) e divisdo (DIV), assim como
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limpar (CLR), negativo (NEG) e comparagbes aritméticas (CMP, CMPM). Ambas as
operagoes de dados e enderegos podem ser executadas com as instrugoes ADD, SUB e
CMP. Operagoes de enderecos sdo limitadas pelos tamanhos de operandos legais para en-
deregos (16 ou 32 bits), enquanto as de dados podem aceitar todos os tamanhos de
operandos.

O MC68020 tem uma instrugdo de divisdo e multiplicagdo para ambos inteiros
sinalizados ou nao. A multiplicagdo de operandos de tamanho palavra resultam em um
produto de palavra longa, e a multiplicacdo de operandos de palavra longa resulta em um
produto de palavra longa ou em palavra quidrupla. Um dividendo de palavra longa com
um divisor de palavra produz um quociente € um resto de palavra, e uma palavra longa ou
palavra quad como dividendo com um divisor de palavra longa produz um quociente € um
resto de palavra longa.

O MC68020 tem um conjunto estendido de instrugdes para implementar opera-
gOes aritméticas de multiprecisao e tamanhos mistos. Elas sdo: soma estendida (ADDX),
subtragdo estendida (SUBX), sinal estendido (EXT) e negagac: de bindrio com extensdo
(NEGX).

6.6.3 OPERACOES LOGICAS

As operagdes l6gicas incluem AND, OR, OR exclusivo (EOR) e complemento de
um (NOT). Essas instrugoes podem ser usadas com todos o tamanhos de operandos de da-
dos. Um conjunto similar de instru¢Ges imediatas (ANDI, ORI e EORI) realizam as ope-
ragdes l6gicas em todos os tamanhos de operandos imediatos. A instrugdo de teste (TST)

compara aritmeticamente o operando com zero. O resultado € refletido nos c6digos de
condigao.

6.6.4 OPERAGOES DE DESLOCAMENTO E ROTAGAO

O MC68020 pode executar deslocamento de bits (shifts) em ambas as diregoes
via instrugdes de deslocamento aritmético (ASL e ASR) e deslocamento 16gico (LSL e
LSR). Em adigao, o processador também tem quatro instrugdes de rotagdo (com e sem
extensio): ROR, ROL, ROXR ¢ ROXL.

Todas as instrugoes de rotagao e deslocamento podem ser realizadas tanto no re-
gistrador de dados como na memoria. Deslocamentos de rotagio de registros suportam to-
dos os tamanhos de operandos e permitem que um contador de deslocamento seja especifi-
cado na palavra de operagdo da instrucdo ou em outro registrador. Deslocamentos em
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memoria e rotagdo operam em operandos de palavra somente e permitem apenas o deslo-
camento € a rotagao de um inico bit.

A iltima instrugdo da categoria deslocamento e rotagao € a instrugdo de troca de
metades de registrador (SWAP). Essa instrug3o troca as palavras mais e menos significati-
vas do registrador de dado.

6.6.5 OPERAGCOES DE MANIPULAGAO DE BITS

As instrugoes de manipulagio de bits sdo teste de bit (BTST), teste de bit e troca
(BCHG), teste de bit e limpar (BCLR), e teste de bit e sinalizacdo (BSET). Todas as ins-
trugoes de manipulagdo de bit podem ser realizadas tanto na meméria como em registra-
dores de dados com o nimero do bit sendo especificado no campo imediato da instrugdo
ou no registrador de dados. Operandos em registradores sdo sempre de 32 bits, enquanto
operando na meméria s3o de 8 bits.

6.6.6 OPERAGOES EM CAMPO DE BITS

As instrugdes de manipulagdo de campo de bits sdo quatro, andlogas as de mani-
pulagdo de bits discutidas na segdo anterior, nomeadas, teste de campo de bit (BFTST),
teste e troca de campo de bit (BFCHG), teste e limpar campo de bit (BFCLR) e teste de
sinalizagdo de campo de bit (BFSET). Em adig3o, h4 uma instrugao de insergdo de campo
de bit (BFINS) que insere um valor no campo de bit; extragdo de campo de bit, sinalizado
¢ ndo sinalizado (BFEXTS e BFEXTU), que extrai um valor do campo de bit, e encontrar
o primeiro campo de bit (BFFFO) que encontra o primeiro bit que seja sinalizado no cam-
po de bit. Essas instrugdes operam com campos de bits de tamanhos varidveis até 32 bits.

6.6.7 OPERAGCOES DE DECIMAIS DE CODIGO BINARIO

Operagdes aritméticas de multiprecisdo e nimeros decimais de c6digo bindrio
(BCD) sao feitas através das seguintes instrugbes: soma de decimal com extensdo
(ABCD), subtragdo de decimal com extensdo (SBCD) e negagio de decimal com extensdo
(NBCD). As instrugdes de compactar (PACK) e descompactar (UNPK) sdo usadas para
converter do dado numérico codificado em byte, tal como strings ASCII ou EBCDIC,
para BCD e vice-versa.
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6.6.8 OPERAGOES DE CONTROLE DE PROGRAMA

As operagbes de controle de programa sdo executadas usando-se um conjunto de
saltos (branch) condicionais e incondicionais e instrugdes de retorno. As condigdes em que
os saltos podem ocorrer sdo:

limpar o carry menor ou igual
sinalizar carry menor que

igual menos

nunca verdadeiro ndo igual

maior ou igual mais

maior que sempre verdadeiro
alto limpar overflow
menor ou igual sinalizar overflow

Em adicdo, essa categoria inclui sempre saltos (branch) (BRA), salto para sub-
rotina (BSR), chamada de médulo (CALLM), pulo (jump) (JMP), pulo para sub-rotina
(JSR), retorno e desalocagdo de pardmetros (deallocate) (RTD), retorno de médulo
(RTM), retorno e rearmazenamento de condicées de cédigos (RTR) e retorno de
sub-rotina (RTS).

6.6.9 OPERAGOES DE CONTROLE DE SISTEMA

As operagdes de controle de sistema sdo feitas via instrugdes privilegiadas, ins-
trugoes de geragdo de trap, e instrugdes que usam ou modificam explicitamente o registra-
dor de cédigo de condigdes. As instrugGes privilegiadas realizam o E, OU exclusivo, e OU
do dado imediato com o registrador de estado (ANDI, EORI e ORI, respectivamente)
como também movimentagdo de informagao do/e para o registrador de estado, do pon-
teiro de pilha do usudrio e dos registradores de controle. Uma outra versio da instrugao
MOVE, MOVES, usa os registradores do c6digo de fungio origem e destino para deter-
minar para ou de que intervalos de enderego os dados serdo movidos. Outras instrugdes
privilegiadas sdo RESET (que causa a reiniciagcdo* da linha para ser ativa), RTE (retorno
de excegdo) e STOP (que faz com que 0 MC68020 pare de processar a informagio). In-
cluidas na categoria de instrugdes de geragdo de trap estao o BKPT (breakpoint — ponto
de parada), CHK (check - verificagdao), CHK2 (verificagdo 2), ILLEGAL, TRAP,
TRAPcc e TRAPV. A instrugdo BKPT faz com que 0 MC68020 execute um ciclo de re-
conhecimento de breakpoint, durante o qual o processador pega os bits de dados D31 até
D24 e usa o valor como a palavra op. As instrugdes CHK e CHK2 comparam o valor de
um registrador com algum limite inferior/superior especificado e geram tima excegdo ou
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continuam a execugao da instrugao baseados no resultado da comparagio. As instrugdes
ILLEGAL e TRAP forgam o MC68020 a gerar uma excegio de instrugio ilegal ou uma
excegdo de trap, respectivamente. O TRAPcc e 0 TRAPV fazem com que o MC68020
gere um trap se a condigao for verdadeira (TRAPcc) ou se um underflow ocorrer
(TRAPV). As instrugdes que afetam o registrador de c6digo de condigbes sio ANDI,
EORI, ORI e MOVE. As trés primeiras instrugdes executam E, OU exclusivo, ou OU do
dado imediato com o registrador de cédigo de condigdo, enquanto as Gltimas instrugdes
movem os dados para e do registrador.

6.6.10 OPERAGOES DE CONTROLE DE MULTIPROCESSADORES

E provido suporte a multiprocessadores no MC68020 via instrugoes TAS, CAS
e CAS2. Essas trés instrugdes executam ciclos de barramento de escrita-modificagdo-lei-
tura indivisiveis. Para indicagdo do usudrio, o sinal RMC* & enviado durante a execugdo
da instrugao (veja Segdo 6.7).

A instrugdo de teste ¢ sinalizagao (TAS) € usada para suportar operagées de se-
méforo. Ela primeiro 1€ um byte da meméria e verifica o bit mais significativo daquele
operando, sinalizando os c6digos de condigdo que estejam de acordo. Entio ela sinaliza (1)
o bit mais significativo daquele byte na meméria, independente de seu estado anterior. O
programa pode executar um salto (branch) condicional baseado no estado dos c6digos de
condigdo. Se o bit foi sinalizado (1) anteriormente, isto indica que outro processador estd
usando aquele seméforo, e este processador deve esperar antes que ele possa atender aos
recursos associados com aquele semiforo. Se o bit foi limpo, o processador executando
a instrugdo TAS j4 requisitou o uso com a sinalizagao do bit mais ignificativo. As instru-
gOes de comparagdo e troca (CAS e CAS2) sdo usadas para atualizar os contadores do
sistema, informagdes histéricas e ponteiros de compartilhamento globais. Sdo definidos
trés operandos para a instrugdo CAS: o enderego efetivo do operando, o registrador a ser
comparado ¢ o registrador de atualizagdo. O operando especificado pelo enderego efetivo
¢ o primeiro a ser lido e comparado com o valor no registrador de comparagao. Se os va-
lores forem iguais, o valor contido no registrador de atualizagdo € escrito no endereco
efetivo. Se os valores ndo forem iguais, o valor do operando € carregado no registrador de
comparagdo. A instrugdo CAS2 trabalha exatamente da mesma forma, exceto que ela usa
dois conjuntos de cada operando. Essa instrugio € usada para manipulagao de listas duplas
encadeadas.

Também sdo incluidas na categoria de operagbes de multiprocessadores as ins-
trugdes de co-processadores. Essas instrugdes serio discutidas em detalhes na Segao 6.10.
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6.7 DESCRICAO DOS SINAIS

Esta secdo contém uma descrigdo breve dos sinais de entrada e saida do
MC68020. Ele ¢ organizado por fungdes de sinais, como mostrado na Figura 6.5. O termo
“enviado” € usado para indicar que o sinal € ativo, desconsiderando se aquele nivel € re-
presentado por uma voltagem alta ou baixa. Da mesma maneira, o termo ‘‘negativo” &
usado para indicar que o sinal est4 inativo.

Sinais de cédigo de funcao (FCO-FC2) — Esses sinais de saida de trés estados sdo
usados para identificar o estado do processador (supervisor ou usudrio) e o intervalo de en-
derecos do ciclo de barramento executando correntemente, como descrito na Tabela 6.1.

Barramento de enderegos (AO-A31) — Durante a execugio de todos os ciclos de
barramento, exceto as referéncias de intervalo da CPU, essas saidas de trés estados prové-
em o enderego para um ciclo de barramento. Durante as referéncias de espago de CPU, o
barramento de enderego prové informagdes relacionadas a CPU. O MC68020 pode ende-
regar linearmente 4 gigabytes (2°2) de dados.

Barramento de dados (D0O-D31) — Esses sinais de trés estados bidirecionais
provéem a passagem de dados entre 0 MC68020 e outros dispositivos no sistema. O bar-
ramento de dados pode transmitir e aceitar dados usando as capacidades de dimensiona-
mento de barramento dindmico do MC68020.

Tamanho de transferéncia (S1Z0, SIZ1) — Essas saidas de trés estados indicam o
nimero de bytes de um operando que falta ser transferido em um ciclo de barramento da-
do. Essas saidas sao usadas com as capacidades de dimensionamento do barramento dini-
mico do MC68020.

Sinais de controle do barramento assincronos — Os pardgrafos seguintes descre-
vem os sinais de controle do barramento assincronos no MC68020.

Inicio do ciclo externo (ECS™). Essa saida prové uma indicagio prévia de que o
MC68020 est4 iniciando um ciclo de barramento. Ele € enviado durante a primeira metade
do ciclo do relégio de todos os ciclos de barramento. Esse sinal deve ser qualificado futu-
ramente com o AS¥, para (insure) certificar a validade do ciclo de barramento do
MC68020, desde que 0 MC68020 possa comegar uma leitura de instrugdo e depois abortar
0 acesso se a palavra da instrucao for encontrada no cache em pastilha. O MC68020 dire-
ciona somente o barramento de enderegos, sinais de c6digo de fungio e saidas de dimensao
quando ele aborta um ciclo de barramento devido a uma colisdo com o cache.

Inicio do ciclo de operando (OCS™). Esse sinal de saida € enviado somente du-
rante o primeiro ciclo de barramento de uma transferéncia de operando e tem o mesmo
tempo que o sinal ECS*.
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CDIS*
FCO-FC2 Cédigos de -
fungao
AOD-A31 Barramento de K  Prioridade de
enderego interrupgao
dad AVEC*
o8 MC68020 DA —
N SZo Microprocessor .
traanlzferé(r)lcia - SIZ1 I oA
<« BG*
>
BGACK"
B ECS®
oCcs* RESET*
RMC*
Controle de ‘_—AS' QL»
barramento < - BERR"
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]
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DSACKO0*
DSACK{* vee(o)
—_—
GND(10)
Figura 6.5 Grupos funcionais de sinais.
Tabela 6.1 Atribuigio a c6digos de fungao.
FC2 FC1 FCO |Cyclo Type
0 0 0 |(Nao definido, reservado)*
0 0 1 | Espago de dados de usuério
1] 1 0 |Espago de programa de usuério
0 1 1 | (Nao definido, reservado)
1 0 0 | N&o definido, reservado
1 0 1 | Espago de dados supervisor
1 1 0 | Espago de programa supervisor
1 1 1 |Espago de CPU

Controle de cache

IPLO*-IPL2"

Controle de
interrupgao

Controle de
arbitragao de
barramento

Controle de
excegao de
barramento

» Espago de enderego 3 € reservado para definigio pelo usudrio, enquanto os espagos 0 e 4 sdo reserva-

dos para uso futuro pela Motorola.
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Ciclo de leitura-modificacdo-escrita (RMC™). Esse sinal de trés estados € en-
viado para a duragdo do ciclo de leitura-modificagdo-escrita. Ele deve ser usado como um
bloqueio de barramento para certificar a integridade das instrugdes que usam ciclos de
leitura-modificagao-escrita.

Habilitador de enderego (AS™). Esse sinal de trés estados & usado para indicar
que endereco vilido, c6digo de fungdes, informagao de leitura/escrita estd no barramento.

Habilitador de dado (DS™). Esse sinal de trés estados € usado para indicar que o
periférico selecionado deve direcionar o barramento de dados. Durante o ciclo de escrita,
esse sinal indica que 0 MC68020 alocou um dado vdlido no barramento de dados.

Leitura/escrita (R/W™). Esse sinal de trés estados € usado para indicar a diregdo
da transferéncia dos dados. Um nivel alto indica que um ciclo de leitura estd em progresso,
e um nivel baixo indica que um ciclo de escrita est4 sendo executado.

Habilitagdo do buffer de dados (DNEN™). Esse sinal de trés estados prové uma
habilitagdo dos buffers de dados externos. Ele permite a linha R/W™* transitar sem causar
uma contengio de buffer externo. O sinal ndo € necessdrio em todos os sistemas.

Reconhecimento de transferéncia de dados e tamanho (SACKO*, DSACK1*).
Essas entradas indicam para 0 MC68020 que uma transferéncia de dados estd completae a
quantidade de dados que o dispositivo externo o aceitou ou proveu. Durante um ciclo de
leitura, quando o MC68020 reconhece o envio do DSACKx*, ele pega o dado e termina o
ciclo de barramento. Durante um ciclo de escrita, no reconhecimento do DSACKx*, o
processador termina o ciclo de barramento. Mais explicagdes sobre 0 DSACKx*, podem
ser encontradas na Se¢ao 6.8.

Desabilitador do cache (CDIS*) — Esse sinal de entrada desabilita dinamica-
mente o cache em pastilha. O cache serd desabilitado internamente depois que o sinal
CDIS* tenha sido enviado e sincronizado internamente. Veja Segao 6.9.2 para mais in-
formagdes.

Sinais de controle de interrupgées — Os pardgrafos seguintes descrevem os si-
nais de controle de interrupgdes para o MC68020.

Nivel de prioridade de interrupgio (IPLO*-IPL2*). Essas entradas indicam o
nivel de prioridade do dispositivo que requer a interrupgio. O nivel sete tem a maior prio-
ridade e ndo € mascardvel; o nivel zero indica que nenhuma interrupgio € requisitada.

Interrupgio pendente (IPEND™). Essa saida € usada para indicar que o nivel de
prioridade nas linhas IPL2*-IPLO* € maior que o nivel de prioridade na méscara de inter-
rupgdo do registrador de estado, ou que uma interrupgdo nao-mascarével foi reconhecida.
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Autovetor (AVEC™). Essa entrada pode ser enviada durante um ciclo de reco-
nhecimento, indicando que um namero de vetores de interrupgao poderia ser gerado inter-
namente.

Sinais de arbitracdo de barramento — Os pardgrafos seguintes descrevem os pi-
nos usados na determinagdo de quando outros dispositivos podem tornar-se o mestre do
barramento.

Requisigdo de barramento (BR*). Essa entrada ¢ enviada pelo dispositivo indi-
cando que ele deseja tornar-se o mestre do barramento. O sinal poderia ser wire-ORed
com os outros sinais de requisi¢do de todos os outros mestres do barramento potenciais.

Garantia de barramento (BG*). Esse sinal de saida indica que o MC68020 li-
berar4 o barramento no fim do ciclo de barramento, sendo executado correntemente.

Reconhecimento de garantia de barramento (BGACK™). Esse sinal de entrada in-
dica para 0 MC68020 que algum outro dispositivo assumiu o comando do barramento. O
dispositivo deve manter esse sinal até que ele tenha completado sua transacdo. Esse sinal
poderia ser enviado até que as seguintes condigdes sejam encontradas:

1. O BG* foi recebido.

2. AS™ foi negado, indicando que o MC68020 ndo estd executando um ciclo de
barramento.

3. DSACKO* e DSACKI1* estio negados, indicando que nenhum outro dis-
positivo esté direcionando o barramento no momento.

4, BGACK™ € negado, indicando que nenhum outro mestre do barramento tem
o barramento.
Sinais de controle de excegdo de barramento — Os pardgrafos seguintes descre-
vem os sinais de controle de excegdo de barramento para o MC68020.

Reset (reiniciagio) (RESET™). Esse sinal sorvedor aberto e bidirecional € usado
como sinal de reset do sistema. Se ele for enviado como entrada, o RESET™ far4 com que
o processador entre em um processamento de excegdo de reset. Como uma saida,
MC68020 envia RESET* (em resposta A execugdo da instrugdo RESET) para reiniciar
dispositivos externos, mas nao ¢ afetado internamente.

Halt (HALT™). Esse sinal sorvedor aberto bidirecional indica se o processador
estd no estado de halt ou no estado de execugdo. Quando HALT™ ¢ enviado como uma
entrada, MC68020 péra todas as atividades de barramento no fim da execugao do ciclo de
barramento corrente e coloca todos os sinais de controle no estado em seus estados inati-
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Tabela 6.2 Sumdério dos sinais.

Nome do Entrada/ Estado Terceiro

Fungdo do sinal sinal safda ativo estado
Cédigos de fungido FCO-FC2 Safda Alto Sim
Barramento de enderego A0-A31 Safda Alto Sim
Barramento de dados D0-D31 E/S Alto Sim
Tamanho S1Z0-SI1Z1 Safda Alto Sim
Infcio ciclo externo ECS* Safda Baixo Nio
Infcio do ciclo de operando OCS* Safda Baixo Nio
Ciclo de leitura — mod. — escrita RMC* Safda Baixo Sim
Validagédo de enderego AS* Safda Baixo Sim
Validagio de dados DS* Safda Baixo Sim
Leitura/escrita R/W* Safda Alto/Baixo Sim
Habilita buffer de dados DBEN* Safda Baixo Sim
Transferéncia/tamanho de dado DSACKO-1* Entrada Baixo -
Desabilita cache CDIS* Entrada Baixo -
Nfvel de prioridade de interrupgio IPLO-IPL2* Entrada Baixo -
Interrupgao pendente IPEND* Safda Baixo Nao
Autovetor AVEC* Entrada Baixo -
Requisigdo de barramento BR* Entrada Baixo -
Bus Grant BG* Safda Baixo Nio
Reconhecimento de Bus Grant BGACK* Entrada Baixo -
Reset RESET* E/S Baixo Nio*
Suspenso HALT* E/S Baixo Nao*
Erro de barramento BERR* Entrada Baixo -
Reldgio CLK Entrada - -
Alimentagio vOC Entrada - -
Terra GND Entrada - -

* Dreno aberto

vos. O processador ir4, entretanto, continuar a direcionar as linhas de cédigo de fungio e

o barramento de enderegos.

MC68020 envia HALT* como um resultado de uma condigio de erro barra-
mento duplo para indicar aos outros dispositivos no sistema que ele parou de executar

instrugoes.

Erro de barramento (BERR*). Este sinal de entrada € usado para indicar ao
MC68020 que h4 um problema com o ciclo de barramento sendo executado correntemen-

te. Esses problemas poderiam ser o resultado de:

1. Dispositivos ndo respondendo.

2. Falha na aquisi¢do de um vetor de interrupgao.
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3. Acesso ilegal como determinado pela unidade de gerenciamento de memoria.
4. Erros dependentes de outras aplicagoes.

O sinal BERR* interage com o sinal HALT* para determinar se o ciclo de bar-
ramento corrente poderia ser reexecutado ou abortado.

CLOCK (CLK) — Esse sinal compatfvel com TTL € vetorizado intername rte
para gerar os relégios internos requisitados pelo MC68020. Ele poderia ndo ser uma porta
a qualquer momento.

Sumdrio de sinais — A Tabela 6.2 prové um sumério dos sinais do MC68020 dis-
cutidos nos pardgrafos anteriores.

6.8 MECANISMO DE TRANSFERENCIA DE OPERANDOS

6.8.1 DIMENSIONAMENTO DO BARRAMENTO DINAMICO

O MC68020 suporta um mecanismo de transferéncia de operando chamado di-
mensionamento do barramento dindmico que lhe permite determinar o tamanho da porta
(8, 16 ou 32 bits) em uma base ciclo de barramento por ciclo de barramento. Durante o ci-
clo de barramento, uma porta ir4 sinalizar seu tamanho de barramento de dados e transfe-
rir o estado (completo ou nado) para o MC68020 via linhas de entrada DSACKO* e
DSACK1*, Essas entradas DSACKx* tém a mesma fungao que a entrada DTACK* dos
outros processadores da famflia M68000, assim como indica o tamanho da porta. A Tabela
6.3 descreve os c6digos e meios do DSACKx*,

Como um exemplo, se 0 MC68020 tem que ler um valor de 32 bits de uma por-
ta, ele nao precisa saber o tamanho da porta antes de comegar a transferéncia. Se a
porta responde com um DSACK1*/DSACKO0* = 00, indicando que ela € uma porta de
32 bits, o MC68020 pega todos os 32 bits do barramento de dados e completa a transfe-
réncia (isto &, nega os sinais de habilitagdo de enderego € de dados e controle). Se a porta
indica que ele € de 16 bits (DSACK1*/DSACKO0* = 01), o processador pega 16 bits no
D31-D16 e comega outro ciclo de barramento. Quando a porta envia o DSACKx*, o
MC68020 pega novamente o dado entre D31-D16, e assim 1€ todos os 32 bits. Eventos
similares poderiam ocorrer se a porta fosse de 8 bits, exceto que seriam necess4rios quatro
ciclos de barramento para ler em quatro bytes nos D31-D24.,

A fim de alocar dados vélidos, 0 MC68020 faz certas suposigoes sobre onde as
portas sdo alocadas com relag@o a seu barramento de dados. As portas de 32 bits deveriam
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residir em D31 a DO; as de 16 bits, em D31.a D16; as de 8 bits,em D31 a D24. Tendo-se as
portas alinhadas dessa maneira, o nimero de ciclos requeridos para a transferéncia de da-
dos é minimizado.

Tabela 6.3 Cédigos DSACK e resultados

DSACK1 | DSACKO Resultado

Insira ciclos de espera do ciclo de barramento corrente
Complete ciclo — Porta do barramento de dados é 8 bits
Complete ciclo — Porta do barramento de dados € 16 bits
Complete ciclo — Porta do barramento de dados € 32 bits

[ nll il vl »
|qnlite ol quile o

O MC68020 contém um multiplexador interno que lhe permite rotear os quatro
bytes do barramento de dados para suas posi¢des corretas. Esse multiplexador prové o
mecanismo pelo qual o MC68020 suporta o dimensionador de barramento dinidmico e
operandos ndo alinhados. Por exemplo, o byte mais significativo do operando, OPO, pode
ser roteado para os bits D31 a D24, como em operagdes normais (alinhadas), ou ele pode
ser roteado para qualquer outra posicao para suportar o nio alinhamento. O mesmo se
aplica pra outros bytes de operandos. A posi¢do que o operando ocupa € determinada pe-
las linhas de tamanho (SIZ0 e SIZ1) e as duas linhas de endereco menos significativas (A1l
e AQ).

As linhas SIZ1 e SIZ0 indicam o nimero de bytes restantes que sdo realmente
transferidos; dependendo do tamanho da porta, o alinhamento do operando serd menor ou
igual ao valor indicado pelas linhas SIZx. A Tabela 6.4 mostra os c6digos de saida do

SIZx.

As linhas de endereco Al ¢ AQ também afetam a operagdo do multiplexador.
Durante a transferéncia do operando, A31 e A2 dao o enderego base da palavra longa do
operando a ser acessado, € Al e A0 ddo o byte de deslocamento daquele enderego. A Ta-
bela 6.5 mostra os c6digos de deslocamento de enderego.

A Tabela 6.6 descreve o uso das linhas SIZ0, SIZ1, A0 ¢ Al na definicao de
transferéncia do multiplexador interno do MC68020 para o barramento de dados externo.
Por exemplo, o MC68020 precisa mover o valor $01234567 para uma porta de 8 bits alo-
cada no enderego $8000. Quando o processapor comega a executar a instrucdo, ele ndo
sabe para que tamanho de porta est4 sendo enviada a informagao, entdo se dedica a escre-
ver todo o operando, nesse caso 32 bits, durante o primeiro ciclo de barramento. As linhas
de tamanho s3o ambas 0, para indicar que a palavra longa € alinhada. A porta de 8 bits pe-
gar4 bits em D31 a D24 e enviar4 um DSACK1*/DSACKO* de 10, primeiro para indicar
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que ele recebeu os dados, e, segundo, para avisar a0 MC68020 que & uma porta de so-
mente 8 bits. Como um resultado de um:DSACK’ de 8 bits, 0 MC68020 inicia outro ciclo
de barramento com o préximo byte mais significativo de dados multiplexado com o byte
Gltimo de seu barramento de dados (D31-D24). As linhas de tamanho indicam que os trés
bytes que restam para serem transferidos e Al e A0 sdo incrementados por um para indicar
que o préximo byte no mapa da memoria est4 sendo enderegado. Novamente a porta pega
em D31 a D24 e sinaliza de volta um DSACK de 8 bits. Esse processo continua até que
uma palavra longa-seja transferida por completo.

Tabela 6.4 Cdédigo de safda SIZE

SIzZ1 SIZ0 Size
0 1 Byte
1 0 Palavra
1 1 3 Bytes
0 0 Palavra Longa

Tabela 6.5 Codificagio de deslocamento de enderego

Al A0 Offset

0 0 + O Bytes
0 1 + 1Byte
1 0 + 2Byies
1 1 + 3 Bytes

6.8.2 NAO ALINHAMENTO DE OPERANDOS

O MC68020 também suporta transferéncia de operandos de dados néo alinhados.
A transferéncia de um operando de/para a meméria € considerada como ndo alinhada se o
enderego ndo cair dentro dos limites de tamanho do operando. A transferéncia de uma
palavra para um enderego fmpar ou uma palavra longa para alguma coisa que nao scja da
dimensao de palavra longa sao exemplos de transferéncia nao alinhada.
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Tabela 6.6 Multiplexador do barramento de dados interno com externo do MC68020

Fonte/destino
Tamanho da Tamanho Endereco Conexio ao barramento
transferéncia de dados externo
SizZ1 SI1Z0 A1 A0 D31:D024 D23:D16 D15:D8 D7:DO
Byte 0 1 X X OP3 OP3 | OP3 OP3
P2 P3 | OP2 OP3
1 0 X 0 © ©
Palavra
1 0 X 1 OoP2 OP2 |0OP3 | OP2
1 1 0 0 OP1 OP210P3 | OPO
1 1 1 OP1 OP1 | OP2 P
3Byte 0 OP3
1 1 1 0 OP1 OP2 | OP1 OP2
1 1 1 1 OP1 OP1 | OP2 OP1
0 0 0 0 OPO OP1 | OP2 OP3
0 0 0 1 OPO OPO | OP1 OP2
Palavra
longa
0 0 1 0 OPO OP1 | OPO |OP1
OPO P P1*
0 0 1 1 OPO |O OPO

* Em ciclos de escrita, este byte € safda; em ciclos de leitura, este byte € ignorado.
x = sem efeito

O MC68020 nio coloca restrigoes em alinhamento de dados. Entretanto, alguma
degradacdo de desempenho pode ocorrer devido aos ciclos de barramento extras que o
MC68020 deve executar quando os acessos a palavra ou palavra longa no sao feitos den-
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tro dos limites de palavra e palavra longa. Note que as instrugGes devem sempre residir
dentro de limites de byte para certificar a compatibilidade com outros membros da familia
M68000 e para otimizar o desempenho de leitura de instrugées. Em qualquer momento
que uma leitura de instrugdo € feita em um enderego impar, o0 MC68020 forga uma exce-
gdo de erro de enderego. Isto ocorre em qualquer momento em que uma instrugio deixar o
contador de programa sinalizado com um enderego impar.

Como um exemplo de leitura ndo alinhada, suponha que 0 MC68020 est4 lendo
uma palavra do enderego $4001 e armazenando-a no registrador de dado DO, onde o en-
derego $4001 corresponde a uma porta de 16 bits. As linhas SIZ1 e SIZ0 ddo 1 e O, res-
pectivamente, indicando que a palavra precisa ser transferida. A porta de 16 bits escreve a
palavra no endereco $4001 ($0123) nos bits 31 a 16 do barramento de dados do MC68020
e sinaliza de volta um DSACK1*/DSACKO* de 01. Esse cédigo indica ao processador que
um dado vdlido estd presente no barramento de dados e que o tamanho da porta € de 16
bits. O MC68020 pega o dado, ignora todos os bytes, menos os que estio em D23 a D16,
e os armazena ($23) em um registrador temporirio. Depois ele executa outro ciclo de
barramento, com as linhas de tamanho indicando uma transferéncia de dados, e o enderego
incrementado por um. A porta de 16 bits entdo escreve a palavra no endereco $4002
(4567) e retorna um DSACK™ de 16 bits. O MC68020 pega o dado, ignora os bits de 23 a
0 e armazena o valor de D31 a D24 ($45), junto com o byte armazenado no registrador
tempordrio no ciclo anterior, na palavra menos significativa do registrador de dados DO.

6.8.3 VANTAGENS DO DIMENSIONAMENTO DE BARRAMENTO DINAMICO

A capacidade do dimensionamento do barramento dindmico do MC68020 d4 aos
projetistas de sistemas uma flexibilidade considerivel; eles podem escolher o tamanho das
portas no sistema como desejarem. Por exemplo, em sistemas em que a RAM seja acessada
numerosas vezes, entdo transferéncias (dela e para ela) poderiam ser minimizadas para
obter um desempenho madximo. Assim, em um sistema MC68020, a RAM € tipicamente de
32 bits. Entretanto, 0 mesmo n3o & necessariamente verdade para a ROM. Desde que as
EPROM existentes sdo somente de 8 bits, as portas de ROM de 16 bits requerem parti¢do
do programa ROM em bytes impares e pares, ¢ portas de ROM de 32 bits requerem parti-
¢do do programa em quatro pedagos. Se a ROM contém uma rotina monitora onde a velo-
cidade de execugdo nao € o fator maior no desempenho do sistema, ent3o o projetista po-
deria escolher fazé-lo de somente 8 bits. Isto poderia eliminar a necessidade de particionar
a rotina em dois ou quatro bytes toda vez que uma nova EPROM precisasse ser queimada.
Também, as mudangas na rotina seriam mais f4ceis e rdpidas. Os programadores sio livres
de qualquer constrangimento impostos pelo hardware. Porque cada porta tem um dnico
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acesso via as linhas DSACK*, o sistema, em esséncia, torna-se “independente do softwa-
re”. Em outras palavras, o programador pode enviar qualquer tamanho de dados para
qualquer porta do sistema.

6.9 CACHE

6.9.1 FUNDAMENTOS DO CACHE

A memodria cache diferencia-se da memdéria principal em alguns aspectos. Pri-
meiro, o cache € menor e tem um tempo de acesso muito mais rdpido que a memdria prin-
cipal. Segundo, o processador acessa a memoria cache de uma forma diferente da meméria
principal. Quando a meméria principal € acessada pelo processador, ele escreve os valores
dos dados em enderegos especificos. A memoria cache, entretanto, deve primeiro compa-
rar o endereco de entrada com o enderego (ou enderecos) armazenados no cache. Se os
endere¢os combinam, entao diz-se ter ocorrido um hit (colisdo) e o correspondente est4 li-
berado para ser lido do cache. Se o enderego nao combina, diz-se ter ocorrido uma ““falta”
e € permitido um acesso da mem©ria principal para completar. Quando uma falta ocorre, o
dado recuperado pela memdria principal é também provido para o cache, para que da pré-
xima vez que esse enderego especifico for acessado, uma colisao possa ocorrer no cache.

As secoes seguintes descrevem os tipos de cache que sdo ou poderiam ser imple-
mentados com o MC68020. A primeira segao discute o cache em pastilha do MC68020 ¢ a
segunda cobre os dois modos de projetar um cache de dados externo para o sistema
MC68020.

6.9.2 EM PASTILHA

O MC68020 contém um cache de instrugdo em pastilha que prové desempenho
do microprocessador diminuindo o tempo de acesso a instrugdes e reduzindo as atividades
externas do barramento externo do processador.

As palavras de instrugbes que estdo armazenadas no cache sao acessadas muito
mais rapidamente do que se tivessem sido armazenadas na memoria externa. Em adigéo,
enquanto o MC68020 estd acessando uma instrugdo do cache, ele pode fazer uma leitura
de dados simultinea no barramento externo.

Um melhoramento na banda do barramento pode ser obtido usando-se o cache.
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Se 0 MC68020 encontra uma palavra de instrugdo no cache, ele ndo precisa fazer acessos
externos, liberando, portanto, o barramento para outros mestres do barramento no siste-
ma,

O cache em pastilha do MC68020 € um cache mapeado diretamente e contém 64
entradas de palavra longa. Cada entrada consiste em um campo de identificagdo, um bit de
validade e palavras de instrugao (32 bits). O campo de targeta comprime os 24 enderegos
mais altos e o valor de FC2. Assim o intervalo de enderegos de 4 gigabytes do MC68020 €
particionado em blocos de 256 bytes.

Sempre que o MC68020 faz uma leitura de instrugdo, ele comega dois acessos
simultaneos, o normal na meméria externa (assumindo-se que o barramento externo esti
livre) e no cache (assumindo-se que o cache estd habilitado). O processador verifica o ca-
che para ver se a instrugao est4 presente. Para fazer isto, uma porgdo do campo da targeta
¢ usada como indexador do cache para selecionar uma das 64 entradas. Depois, o restante
da targeta para aquela entrada € comparado ao enderego da instrugdo e 2 linha FC2. Se
elas concordam e o bit de validade est4 sinalizado, diz-se que ocorreu uma colisdo. O bit
Al & usado para selecionar a palavra apropriada do cache e o fim do ciclo. Isto tudo
ocorre dentro de dois ciclos, em oposigdo ao normal de trés ciclos requisitados para um
acesso externo. Externamente, o processador pode direcionar as linhas de enderegos, ta-
manho, c6digo de fungdo e as linhas ECS*, antes de abortar o ciclo devido a uma coliso
de cache. Note que o habilitador do enderego n3o € enviado se houver uma colisdo no ca-
che.

Se a identificagao da entrada ndo combina com o enderego da instrugio ou se o
bit de validade € zero, ocorre uma falta e € permitido que o ciclo externo seja completado.
Se o cache ndo estiver congelado (via o bit congelador no registrador de controle do ca-
che), a nova instrugao € escrita no cache e o bit de validade € setado. Note que ambas as
palavras correspondentes dquele enderego sdo realocadas, porque o MC68020 sempre 1€
palavras longas.

Durante uma reiniciagio (reset), o processador limpa o cache limpando os bits de
validade para cada entrada. Em adigdo os bits de habilitagdo e congelamento no registra-
dor de controle do cache sdo limpos.

6.9.3 EXTERNO

Um cache externo pode ser projetado para um sistema MC68020 para prover
ainda mais desempenho. O cache pode ser do lado 16gico ou fisico do barramento de en-
deregos e pode ser implementado como cache de instrugées e dados ou somente dados.
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Discutiremos a seguir os pontos importantes em projetar-se um cache de dados
l6gico para um sistema MC68020. Isso nao significa que serd provido ao leitor um projeto
testado ou que implicard a melhor ou {nica forma possivel de projeto. Ao contrério, ele
poderia ser usado para determinar que especificagdes de tempo sdo importantes quando se
projeta um cache externo para um sistema MC68020.

Tipicamente, para a memdria principal, as especificagdes de tempo criticas sdo
para enderecos vélidos para dados vélidos. Para uma meméria cache, a especificagdo de
tempo mais importante para se minimizar estados de espera € a de enderegos vélidos para
requisigbes de decisdes (colisdo ou falta). A decisdo poderia causar um evento que cau-
sasse o término do ciclo de barramento. Nos sistemas MC68020, o evento poderia ser
tanto um envio de DSACK* como o envio de um BERR* ou HALT. Cada um desses
métodos serd visto, incluindo informagao de tempo e vantagens e desvantagens.

No primeiro método, o envio de DSACKx* € retardado até que seja conhecido
se uma colisdo ocorreu ou ndo no cache. Assim, um DSACKx* € um produto de um sinal
HIT* do circuito do cache. Se ocorre uma colisdo, o acesso 3 meméria principal (que pode
ocorrer simultaneamente com o acesso ao cache) deve ser abortado antes que a memoria
possa iniciar o comando do barramento de dados. Se ocorrer uma falta, entio serd permi-
tido ser completado um ciclo para a memoria principal. A Figura 6.6 mostra o pior caso de
requisigdo de tempo a 16,67 MHz para um projeto de cache sem estados de espera (assu-

So S2 S4
30
A31-A0 K
+ 30 |
s /
sfe
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Figura 6.6 Temporizagdo do cache (Caso 1).




O motorola 68020 193

mindo uma colisdo) usando esse método. Note que a quantidade de tempo disponivel para

determinar se haverd uma colisdo ou uma falta € de 5 nanossegundos mfnimo (o tempo
para um enderego vélido para um envio de DSACK*). Se uma colisdo ocorre, os dados
precisam estar disponiveis no minimo 55 nanossegundos antes da borda de descida de S4.
Se o projetista ndo pretende investir em RAM rdpidas necessdrias para um cache sem es-
tados de espera, estes poderdo ser somados para um tempo de decisdo mais longo com de-
gradagio do desempenho.

No segundo método, € assumido que o cache ter4 sempre de corrigir os dados
(isto &, nunca ocorrer4 uma falta). Portanto os DSACKx* podem ser enviados antes que
seja conhecido se o enderego estd disponfvel no cache. Se ocorrer uma colisdo, as linhas
BERR* ¢ HALT* para o MC68020 deverdo ser sinalizadas para indicar ao processador
que o ciclo ndo deve terminar normalmente. Isto & conhecido como late retry. Quando
BERR* e HALT* estdo negados, 0 MC68020 roda novamente o ciclo de barramento que
falta. E necess4rio algum hardware externo para impedir a ocorréncia de acesso ao cache
nesse segundo ciclo de barramento e para manipular o caso onde o 4rbitro do barramento
ocorra entre os dois ciclos de barramento. Um projeto inteligente tem a vantagem de tem-
po entre esses ciclos de barramento (falta e retentativa) e inicia o acesso 3 meméria princi-
pal quando torna-se 6bvio que faltar4 um acesso ao cache. Veja a Figura 6.7 para requisi-
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Figura 6.7 Temporizagido do cache (Caso 2).
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¢Oes de tempo (assumnido e falta) para esse tipo de projeto de cache. A (nica requisigao
para sinalizagio do DSACKx* € que ele esteja presente no minimo 5 nanossegundos antes
da borda de descida de S2. BERR* e HALT* precisam ser sinalizados no mfnimo 20 na-
nossegundos (de enderegos vélidos para a sinalizagcdo de BERR*/HALT?¥) para determi-
nar se uma colisdo no cache ir4 ocorrer. Se for determinado que uma falta ird ocorrer, os
drivers de barramento de dados das RAM de dados precisardo ser bloqueados para impe-
di-las de direcionar o barramento, e 0 acesso & memdria principal € iniciado aproximada-
mente a0 mesmo tempo que as linhas BERR* e HALT*,

No primeiro tipo de projeto, o cache requer RAM mais rdpidas por ndo executar
estados de espera. No segundo tipo, podem ser usadas RAM mais vagarosas, obtendo-se o
mesmo desempenho. O acesso ao cache nesse segundo caso sempre executa com zero es-
tado de espera, e o acesso 2 meméria devido A falta de cache efetivamente rodq com dois
estados de espera a menos que o acesso a2 meméria principal normal o faga (isto &, sistema
sem cache).

6.10 CO-PROCESSADORES

6.10.1 CO-PROCESSADOR INTERFACE

O MC68020 suporta interface de co-processadores que lhe permite estender
suas fungOes. Enquanto uma méquina de proposta geral executa bem em vérias 4reas di-
ferentes da aplicagdo, ela poderia ndo executar tio bem em uma 4rea como um processa-
dor projetado especificamente para aquela aplicagdo. Os co-processadores permitem que o
processador principal seja direcionado para uma aplicagao particular sem perder a genera-
lidade da arquitetura de processador principal.

Em adigdo, os co-processadores permitem que os projetistas de sistemas com
seus projetos por encomenda, selecionem somente aqueles processadores que preencham
as necessidades de seus sistemas. Isto elimina a necessidade dos projetistas de pagarem por
um hardware extra que eles freqiilentemente tém de comprar para obter o hardware espe-
cffico que precisam.

Um co-processador € definido como qualquer coisa que implemente a interface
de co-processador, ou seja, ele € um dispositivo, varios dispositivos, ou toda uma placa. Ele
prové extensoes para o modelo de programagio do processador principal somando novos
registradores e novas instrugées ¢ tipos de dados.

A implementagdo de co-processadores € completamente transparente para o
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usudrio. O programador nao precisa ter conhecimento do protocolo de co-processador.
De fato, ele ndo precisa nunca saber que o co-processador € separado do MC68020. Ele

aparece como uma extensdo do hardware do MC68020.

A comunicagdo entre 0 MC68020 e o co-processador € iniciada pelo MC68020
como resultado de uma instrugdo de co-processador. O processador comega escrevendo
um comando para o co-processador e esperando por uma resposta. O algoritmo necessirio
para essa comunicagio est4 contido no microc6digo do MC68020. Assim, o usuério ndo é
responsével pelc envio de palavras de comando e polling por uma resposta do co-proces-
sador. Somente € necessdrio usar as instrugbes de co-processador, designadas pelos
“uns” no bit mais significativo do c6digo (bits 15-12 = 1111). A Figura 6.8 mostra o
formato de uma palavra de instrugio de co-processador ou palavra F-linha. Os bits 11 a9
sdo definidos como CP-ID (campo de identificagdo de co-processador — coprocessor
identification field). Cada processador no sistema tem um tinico ID. Assim, mais que oito
co-processadores sdo suportados no sistema. Quando o processador principal inicia a co-
municagdo com ¢ co-processador, o CP-ID € alocado nas linhas de enderegco A15-A13.
Enquanto o co-processador ndo necessariamente pode decodificar esses bits internamente,
eles podem ser usados dentro do decodificador de enderegos para prover selecionamento
de chips para o co-processador. Os bits 8 - 6 especificam o tipo de instrugdo que est4 sen-
do executada: geral, salto (branch), condicional, salvamento. rearmazenamento. Esses ti-
pos de instrugdes serao discutidos futuramente.

Um co-processador também pode ser usado como um periférico com um micro-
processador que ndo o MC68020, tal com o MC68000, o MC8008 ou o MC68010. Se
uma instrugao F-linha € executada em um sistema M68000, ndo o MC68020, o processa-
dor tem a execugio F-linha, assim permite que a interface de co-processador seja emulada
em software.

A interface de co-processador opera com ciclos de barramento normal do
M68000; ndo sdo necess4rios sinais especiais para conectar o co-processador ao processa-
dor M68000. Quando executando como co-processador com o MC68020, as linhas de c6-
digo de fungao, ao longo das linhas de enderego A1l - A9, sdo usadas para gerar a selegdo
de chip para o co-processador. Todos os acessos do co-processador sdo feitos no espago
da CPU. Quando acessado como periférico, é necessirio gerar-se uma selegao de ship
baseada na linha de enderegos, tal como qualquer outro periférico. As Figuras 6.9 (a) e (b)

15 14 13 12 11 10 9 8 7 6 5 4 3 2 1
111 1 1 Cp-ID Tipo Dependente de Tipo

Figura 6.8 Palavra de instrugio de co-processador operagio F-linha
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Figura 6.9 (a) Interface do MC68020 com co-processadores em barramento de 32 bits;
(b) Interface do MC68020 com co-processadores em barramento de 16 bits.

mostram um diagrama de blocos de um co-processador em um sistema MC68020 e um
M68000, respectivamente. Note que o processador principal e o co-processador nao pre-
cisam rodar o mesmo rel6gio nem precisam na mesma velocidade do rel6gio.

Um processador comunica com o co-processador via registradores de interface



O motorola 68020 197

do co-processador, mostrados na Figura 6.10. Aqueles com asteriscos indicam os registra-
dores que sdo necessdrios para implementar cada um dos tipos de instrugdo. Note que to-
dos os enderecos estao no espaco da CPU. A seguir descreveremos o conjunto de regis-
tradores de interface de co-processador.

Registrador de resposta — um registrador de 16 bits somente para leitura pelo qual o co-
processador requisita agcdo do processador principal.

Registrador de controle — registrador de 16 bits somente para escrita pelo qual o processa-
dor central reconhece o processo de excegao de requisicdo do co-processador. Em adigao,
o processador principal usa esse registrador para abortar a execugdo de uma instrugio.

31 15 0
$00 Resposta* Controle*
$04 Salva* Restaura*
$08 Palavra de Operagéo Comando*
$0C (Reservado) Condigao*
$10 Operando*
$14 Selecione Registrador | (Reservado)
$18 Enderego de Instrugio
$1C Endereco de Operando

Figura 6.10 Mapa do conjunto de registradores de interface de co-processador:

Registrador de salvamento — um registrador de escrita e leitura de 16 bits. O processador
central J& esse registrador para iniciar uma instrugdo de cpSAVE. O co-processador re-
torna entio ao estado ¢ a informagao de formato de quadro de estado para o processador
principal através desse registrador.

Registrador de rearmazenamento — um registrador de escrita e leitura de 16 bits. O pro-
cessador central escreve uma palavra de formato de co-processador nesse registrador para
iniciar uma instrugao de cpRESTORE. O co-processador entio retorna a palavra de for-
mato para o processador principal através desse registrador.,

Registrador de palavra de operacao — um registrador somente para escrita de 16 bits. O
processador principal escreve a palavra de operagdo F-linha nesse registrador como res-
posta a requisi¢do de operagio de transferéncia do co-processador.

Registrador de comando — um registrador somente para escrita de 16 bits pelo qual o pro-
cessador principal inicia uma instrugdo na categoria de instrugio geral (discutida futura-
mente).
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Registrador de condi¢do — registrador somente para escrita de 16 bits pelo qual o proces-
sador principal inicia uma instrugdo da categoria de condicional de co-processador.

Registrador selecionador de registrador — um registrador somente para leitura de 16 bits.
O processador principal 1€ esse registrador para determinar quais registradores serao
transferidos quando recebida uma requisigio de transferéncia de registro(s) do co-pro-
cessador.

Registrador de enderego de instrugcdo — um registrador de leitura/escrita de 32 bits no qual
o processador principal transfere o enderego da instrugao sendo executada correntemente

por uma requisigao do co-processador.

Registrador de enderego de operando — um registrador de leitura/escrita de 32 bits. A
transferéncia do enderego do operando é executada através desse registrador dentro da

requisi¢do do co-processador.

H4 urés categorias de instrugGes de co-processadores: geral, condicional € con-
trole de sistema. A classe geral de instruges € usada para descrever a maioria das instru-
gOes de co-processadores e € definida principalmente pelo co-processador. Por exemplo,
instrugdes de soma de ponto flutuante, subtragdo e multiplicagdo no co-processador de
ponto flutuante MC68881 sao exemplos de instrugbes gerais. As instrugdes condicionais
incluem as de salto (tal como branchs condicionais), ¢ outras instrugoes condicionais (tal
como o set em condigdo e trap em condigdo). Em cada caso, o processador principal passa
a condigdo selecionadora para 0 co-processador para avaliagdo. O co-processador entio
indica a condi¢do verdadeira ou falsa para o processador principal, que pode entio conti-
nuar a execugdo da instrugdo. As instrugdes de controle de sistema incluem duas instru-
¢Oes que permitem chaveamento de tarefas de sistema. Elas s3o cpSAVE e cpRESTORE.
A instrugdo cpSAVE faz com que o co-processador passe uma palavra de formato e in-
formagoes de estado interno para o processador principal, que entio armazena-os na me-
méria. A instrucao de cpRESTORE faz com que o co-processador carregue seu estado
interno com a informagdo passada pelo processador principal. Ambas as instrugdes
sdo privilegiadas e assim podem somente ser executadas durante a execugdo do modo su-
pervisor.

Mais informagées sobre a interface de co-processador M68000 podem ser en-
contradas no Manual do usudrio do MC68020.

6.10.2 CO-PROCESSADOR DE PONTO FLUTUANTE MC68881

O co-processador de ponto flutuante MC68881, processador em HCMOS, foi’
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projetado primariamente para ser usado como um co-processador para o MC68020, mas
pode também ser operado como um periférico em sistemas ndo MC68020. Ele suporta
completamente o padrdo de ponto flutuante P754 da IEEE (versdo 10.0). Em adicdo, ele
prové um conjunto completo de fungdes trigonométricas e logarftmicas nao definidas pelo
padrao IEEE. Ele executa todos os célculos internamente com 80 bits de precisao.

A arquitetura do MC68881 aparece como uma extensdo légica da arquitetura do
M68000. Quando acoplado ao MC68020 como um co-processador, os registradores do
MC68881 podem ser olhados pelo programador como residindo na cépsula do MC68020.
A Figura 6.11 mostra o modelo de programagao para MC68881. Ele contém oito registra-
dores de ponto flutuante de 80 bits (FPO-FP7), que sdo andlogos aos registradores de da-
dos inteiros (D0-D7) do MC68020, um registrador de controle de 32 bits, um registrador
de estado de 32 bits e um registrador de enderego de instrugio de 32 bits. O registrador de
controle contém bits de habilitagdo para cada classe de trap de excegdo e bits de modo
para a selegdo dos modos precisdo e arredondamento. O registrador de estado contém c6-
digos de condigdo de ponto flutuante, bits de quociente e informagdo de estado de exce-
¢do. O registrador de enderego de instrugdo contém o endereco da dltima instrugdo de
ponto flutuante executada. Esse registrador € usado para manipulagdo de excegdes.

O MC68881 suporta quatro tipos de dados novos: precisio simples, precisdo du-
pla, precisdo estendida e reais de string de decimais compactados, em adi¢do aos trés tipos
de dados inteiros suportados por todos os processadores M68000 (byte, palavra e palavra
longa). A Figura 6.12 mostra os formatos de meméria para tipos de dados reais.

O MC68881 suporta cinco classes de instrugdes de operagdo: movimentagio de
dados, operagbes diddicas, operagdes monddicas, controle de programa e controle de sis-
tema. As instrugoes de movimento de dados no MC68881 trabalham essencialmente da
mesma forma que as instrugées de movimento de dados do MC68020. Elas sdo usadas
para. movimentar operandos para, entre e dos registradores do MC68881. Operagoes did-
dicas requerem dois operandos e executam fungdes aritméticas, tais como soma, subtra-
¢do, multiplicagdo e divisdo. Instrugdes monédicas provéem fungGes aritméticas que re-
querem apenas um operando, tais como sinal, raiz quadrada, negagio etc. As instrugdes de
controle de programa afetam o fluxo do programa sob condigoes do registrador de estado.
Essas instrugGes incluem saltos condicionais no decremento e nio-operagao, sinalizar con-
digdo e testar operando. As operagdes de controle de sistema sdo usadas para comunicacéo
com o sistema operacional. As instrugdes de controle de sistema sio: salvar estado, rear-
mazenar ¢ trap condicionais.

Mais informagdes sobre MC68881 podem ser encontradas no Manual de usudrio
do MC68881.
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79 63 0
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habilita | modo de
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condigao quociente excegdo [de precisao

Figura 6.11 Modelo de programagio do MC68881.
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6.10.3 UNIDADE DE GERENCIAMENTO DE MEMORIA PAGINADA MC68851*

A unidade de gerenciamento de meméria paginada (PMMU) € também fabricada
pelo processo Motorola HCMOS. Ela foi projetada para suportar sistemas de meméria
virtual paginada por demanda. Ela opera como um co-processador do MC68020, mas po-
de ser usada com outros processadores. Os pardgrafos restantes desta segao discutirdo os
aspectos de co-processador da PMMU, enquanto a capacidade de gerenciamento de me-

moria seré discutida na Segio 6.11.

* N.R. Apesar de grande expectativa, talvez a Motorola nio lance comercialmente tio cedo 0 MC68851.
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Figura 6.12 Formato de memdria para dados do tipo real.

A Figura 6.13 mostra o modelo de programagido do MC68851. Os registradores
de ponteiro de raiz de CPU (CRP), ponteiro de raiz de DMA (DRP), ponteiro de raiz de
supervisor (SRP), controle de transferéncia (TC), estado de cache (CS), estado (STA-
TUS), nivel de acesso corrente (CAL), nfvel de acesso de validade (VAL), controle de
mudanga de pilha (SCC) e controle de acesso (AC) controlam tradugéo e caracterfsticas de
protecdo da PMMU. Os outros dezesseis registradores, dados de reconhecimento de
breakpoint (ponto de parada) (BAD7-BADO) e controle de reconhecimento de breakpoint
(BAC7-BACO) controlam as fungdes de breakpoint disponfveis com as instrugdes BKPT
do MC68020.
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Figura 6.13 Modelo de programagdo do MC68851.
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O registrador CRP tem 64 bits que contém o ponteiro para a raiz da 4rvore da
tabela de tradugao para a tarefa de usudrio corrente.

O DRP € um registrador de 64 bits que contém o ponteiro da raiz para a tabela
de tradugio que € usada quando um mestre do barramento 16gico alternado est4 traduzin-
do através da PMMU. O SRP & um registrador de 64 bits que contém o ponteiro para a
raiz da tabela de tradugéo a ser usada para tradugio de acesso do supervisor. O registrador
TC de 32 bits contém bits que configuram o mecanismo de tradugdo da PMMU. CS € um
registrador de 16 bits e somente para leitura que contém bits Gteis para a manutengdo do
cache de dados l6gicos. O registrador de estado tem 16 bits e contém bits para indicar er-
ros de barramento, violagdo do supervisor, violagdo do nfvel de acesso, enderegos invéli-
dos etc. Os registradores CAL ¢ VAL sdo ambos de 8 bits; entretanto, somente os trés
bits mais significativos sdo implementados. O registrador CAL contém o nfvel de acesso
da rotina sendo executada correntemente, ¢ 0 VAL contém o nfvel de acesso do chamador
da rotina corrente. O registrador SCC € de 8 bits e determina se a mudanga de pilha po-
deria ocorrer durante uma instrugdo CALLM do MC68020. O registrador AC de 16 bits
controla a informagdo de acesso para a PMMU (isto &, se os nfveis de acesso s&o habilita-
dos, quantos bits significativos contém a informagdo de nfvel de acesso etc.). Os registra-
dores BAD e CAD tém 16 bits. O registrador BAD contém c6digos a serem providos ao
processador durante um ciclo de reconhecimento de breakpoint, € um registrador BAC
contém as fungbes de habilitacio e contador para a instrugdo de reconhecimento de
breakpoint.

O MC68851 suporta trés classes de instrugoes: carga e armazenamento dos re-
gistradores da PMMU (PMOVE), teste de acessos diretos e condicionais (PVALID,
PTEST, PLOAD, PFLUSH, PBcc, PDBcc, Scc e PTRAPcc) e fungdes de controle
(PSAVE e PRESTORE). Todas as instrugdes da PMMU sio- privilegiadas, exceto a ins-
trugdo PVALID.

Mais informagoes sobre o MC68851 podem ser encontradas no Manual de usud-
rio do MC68851.

6.11 GERENCIAMENTO DE MEMORIA
6.11.1 TECNICAS DE GERENCIAMENTO DE MEMORIA

O gerenciamento de meméria tem basicamente trés fungées: traduz enderegos,
prové protegdo para o sistema de acesso de usudrio e protege contra escrita para algumas
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péginas somente para leitura. Sem uma unidade de gerenciamento de meméria (MMU),
um sistema operacional teria a responsabilidade de manipular tradugdo de enderegos e
protegio de acesso por software. Obviamente, isto requeriria uma enorme quantidade de
c6digo. Com uma MMU, um sistema operacional precisa somente sinalizar os descritores
de tradugdo. A MMU manipula entdo as tarcfas de tradu¢do e protegdo por hardware,

Uma MMU divide o barramento de enderego do sistema, criando enderegos 16gi-
cos e enderegos fisicos. O lado l6gico € o lado do processador principal, € 0 barramento
fisico € usado para acessar a meméria principal. A MMU tem duas opgdes quando tradu-
zindo enderegos 16gicos para enderegos ffsicos. Na primeira técnica, a MMU soma um
deslocamento (offset) definido a um enderego 16gico para produzir o enderego fisico. No
segundo método, chamado técnica de substituicdo, a MMU procura na tabela de tradugdo
o mapeamento de endereco ffsico. Tipicamente os métodos de substituigdo sdo preferidos
porque os enderegos ffsicos podem ser gerados mais rapidamente do que na técnica
de soma.

O gerenciamento de meméria pode ser implementado em um entre dois modos.
A primeira implementagao € chamada segmentada. Nesse tipo de sistema, um descritor de
segmento contém trés varidveis: o enderego 16gico, o tamanho da janela ou tarefa e o des-
locamento. O tamanho define um bloco de meméria continuo (conhecido como pdgina) € o
deslocamento € usado para gerar o enderego fisico. O segundo tipo de implementagio €&
chamado pagina¢do. Em um sistema de gerenciamento de meméria paginada, sdo defini-
das duas varidveis: o enderego l6gico e o enderego fisico. O tamanho das janelas ou
péginas € fixo. Cada sistema tem suas préprias vantagens e desvantagens.

O MC68851 discutido na segdo seguinte € uma unidade de gerenciamento de
memoria paginada.

6.11.2 MC68851

Como colocado na segdo anterior, 0 MC68851 suporta ambientes de meméria
virtual paginada por demanda. Suporta ainda miiltiplos mestres do barramento fisico e/ou
l6gico tdo bem quanto caches de dados l6gicos e/ou flsicos. As fungdes prim4rias da
PMMU séo fornecer tradugdo de enderegos 16gicos para ffsicos, monitorar e reforgar os
mecanismos de protegdo/privilégio designados pelo sistema operacional e suportar as
operagdes de breakpoint do MC68020. Esses trés t6picos serdo discutidos nos pardgrafos

seguintes.

A tarefa de tradugdo de enderegos 16gicos para ffsicos ocupa a maior parte do



O motorola 68020 205

tempo da PMMU, e portanto tem sido otimizada em termos de velocidade e intervengdo
mfnima do processador. O MC68851 inicia uma tradugdo de enderego procurando pelo
descritor que descreve a tradugdo para o enderego l6gico apontado pelo cache de tradugdo
no enderego em pastilha (ATC). O ATC € uma associagdo muito rdpida e completa, um
cache de 64 entradas que armazena os descritores recentemente usados. Se o descritor nao
estiver presente no ATC, a PMMU aborta o ciclo, o barramento. e torna-se mestre do
barramento para “andar” nas tabelas de tradugio na meméria fisica. Uma tabela de tradu-
¢do € uma estrutura de dados hierdrquica que contém os descritores de p4gina controlando
a tradugdo de enderegos 16gicos para ffsicos. Os registradores de ponteiros de rafzes des-
critos na segdo anterior apontam para o topo dessas tabelas de tradugdo. Quando a MMU
encontra o descritor de pagina correto, ela o carrega na ATC e permite que o mestre do
barramento légico re-tente o ciclo abortado, que poderia ser traduzido correta-
mente agora.

O mecanismo de protegdo do MC68851 prové um exame ciclo por ciclo e refor-
ga os acessos do processo que estd sendo executado correntemente. A PMMU suporta oito
nfveis de privilégio em arranjo hierdrquico, que sdo codificados nos trés bits mais signifi-
cativos do enderego 16gico de entrada (LA31-LA29). A PMMU compara esses bits com o
valor do registrador CAL (nfvel de acesso corrente). Se o nfvel de prioridade do enderego
de entrada € menor que o valor do registrador CAL, entio o ciclo de barramento est4 re-
quisitando um privilégio maior que o permitido. A PMMU terminar4 esse acesso com uma
falta (erro). Em adigdo, a MMU suporta as instrugGes de chamada e retorno modular do
MC68020 (CALLM/RTM). E inclufdo um mecanismo de alteragio de niveis de privilégio
durante operagdo modular.

O MC68851 suporta breakpoints para 0 MC68020 e outros processadores com a
sua capacidade de reconhecimento de breakpoint. Quando o0 MC68020 encontra uma ins-
trugdo de breakpoint, ele executa um ciclo de reconhecimento de breakpoint no espago da
CPU. Ele 1€ uma palavra de um enderego, que € determinado pelo nimero de breakpoints
(especificado na instrugdo). A PMMU decodifica esse enderego e aloca um cédigo de
substituigdo no barramento de dados ou envia um erro de barramento para indicar uma
excegdo de instrugdo ilegal, Os registradores BAD (dado de reconhecimento de break-
point) contém os c6digos de substituigio,

Para mais informagGes sobre capacidade de gerenciamento de meméria do
MC68851, reporte-se a0 Manual de usudrio do MC68851.
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6.12 SUPORTE A DESENVOLVIMENTO DE SISTEMAS

Os préximos pardgrafos descrevem o suporte a sistemas de desenvolvimento dis-
ponivel para o MC68020.

6.12.1. BENCHMARK 20

O sistema Benchmark 20 prové ao usudrio principiante do MC68020 uma ferra-
menta de avaliagio do processador e desenvolvimento de c6digo e depuragio para ini-
ciantes. Ele também permite ao usudrio executar testes de avaliagdo no MC68020 via seus
utilitdrios de temporizagio.

O Benchmark 20, que € baseado em médulo VERSA, suporta assemblers resi-
dentes no Motorola nos sistemas EXORmacs e VME/10. Ele consiste em dois quadros
VERSAmodule (que também sdo disponfveis separadamente): o VM04 ¢ o VM13-1.
VMO04 consiste no MC68020, o MC68881 e a MMB (um MC68461 com um cache de tra-
dugio de enderego); ele também tem duas interfaces VERSAbus e RAMbus, um médulo
temporizador programével, duas portas de E/S seriais € dois ROM de soquete. A RAM-
bus € um barramento de extensdo de dados/enderego multiplexado assfncrono de 32 bits
para ser usado com o VERSAbus. Um subsistema baseado em RAMbus pode transferir
dados sem esperar por degradagdo de desempenho do barramento primdrio do sistema. O
modulo RAM dinimica VM13-1 tem 1024 kbytes com check de paridade.Como 0 VM04,
ele suporta circuito de check de erro e € porta dual.

O pacote de software disponfvel com o Benchmark 20 € chamado 020bug. O
020bug ¢ um monitor de depuragdo com sistema residente em EPROM que suporta assem-
bly e disassembly das instrugdes dn MC68020 e MC68881. Em adigao, ele contém utilit4-
rio de temporizagio para execu;do de programas de tempo.

6.12.2 EMULADOR HDS 400

A estagdo de desenvolvimento de microprocessador HDS 400 prové emulagio
em tempo real do MC68020, como também de outros membros da famflia de processado-
res M68000. Ele € compatfvel com o analisador de estado de barramento em tempo real e
pode ser suportado pelos mestres EXORmacs, VME/10 ou VAX. Ele suporta todas as
caracterfsticas do MC68020, incluindo breakpoint, cache em pastilha e dimensionamento
de barramento dindmico. Em adigao, o usudrio ndo tem restrigao de acesso aos 4 gigabytes
de enderegos.
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6.12.3 OUTRAS FERRAMENTAS DE DESENVOLVIMENTO

Em adigdo ao VM04/VM13 mencionados acima, a Motorola também oferece
VMEbus compatfvel com o MC68020. O VME130 roda a 12,5 MHz e contém soquetes
para o MC68881 ¢ o MC68851. Contém também soquetes para 16 Kbytes de ROM/
EPROM, além de duas portas de E/S serial para multiprotocolos, uma interface de barra-
mento privada MVMX32bus ¢ um médulo de temporizagdo programdvel. O VME203 é
um médulo de memoria dindmica de 1 Mbyte projetado para ser usado com o VME310.
Ele € porta-dual, tem uma interface MVMX32bus e prové check de erro e byte de
paridade. ‘

6.12.4 SISTEMA 1131

O Sistema 1131 suporta uma combinagio de MC68020/MC68881/MC68851
usando a configuragdo VMEboard. O sistema inclui 0 quadro VME131, que contém o
MC68020, o MC68881 e o MC68851, floppy de 1 Mbyte e um disco rfgido de 15 Mbyte,
tudo montado em um chassi rackmount VME. Um completo monitor de depuragio € in-
clufdo no quadro de ROM, O sistema UNIX V/68 pode ser obtido para o quadro a um
custo baixo.

6.13 SUPORTE PARA SOFTWARE

Existe uma grande escala de suporte para sofware para 6 MC68020. Os par4-
grafos seguintes descrevem os cross assemblers e os cross compiladores disponfveis para o
MC68020. Também descrevem o UNIX e outros suportes a software.

Cross Assemblers — Cross assemblers siao disponfveis para 0 MC68020 por ambas esta-
¢Oes de desenvolvimento VME/10 e EXORmacs. Esses cross assemblers suportam ambos
sistemas operacionais SYSTEM V/68 e VERSAdos. ‘

Cross Compiladores — Duas versbes de cross compiladores C-compiler estido disponiveis
pela Motorola. A primeira versdo roda com o sistema operacional SYSTEM V/68 em am-
bas as estagbes de desenvolvimento EXORmacs ¢ VME/10. A segunda versao roda no
VAX/780 com o sistema operacional UNIX™ SYSTEM V (1 e 2). Esse pacote inclui o
assembler do SYSTEM V/68 e o C-compiler. Um compilador FORTRAN 77 € também
disponivel com o UNIX™ SYSTEM V ).

Suporte UNIX™ — O suporte UNIX™ para o MC68020 € disponfvel pela Motorola e
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outras casas de software. O UNIX VM (AT&T versio 2 e 2+) € oferecido pela Motorola
para suportar ambos VM04 ¢ VME130. Esses pacotes de software também incluem
FORTRAN 77. Suporte adicional UNIX™ para o0 MC68020 & oferecido pela UNISOFT,
novamente para ambas VM04 e VME130.

Terceiros suportes — A famflia M68000 de microprocessadores tem um largo e diverso
suprimento de software de terceiros fornecedores. As aplicagdes vio de servigos e inds-
tria até sistemas operacionais e compiladores. A Motorola publicou um catdlogo de soft-
ware que contém uma lista completa dos vendedores de software e seus produtos.
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Figura 6.14 Testes de desempenho EDN.
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6.14 DESEMPENHO

Os projetistas do MC68020 tinham um objetivo em mente: alto desem-
penho. O fato desse objetivo ter sido alcangado € evidenciado com poucos némeros.
Primeiro, os melhoramentos feitos no MC68020 sobre o M68000 de 8 MHz ser4 nota-
do.

O MC68020 foi projetado para rodar a 16 MHz dando duas vezes de otimizagdo
em relagio ao MC68000. Ele tem um barramento de dados de 32 bits, enquanto o
MC68000 tem o barramento de dados de 16 bits, dando um melhoramento de 1,3 vezes.
Note que isto ndo € um melhoramento de duas vezes, porque nem todos.os 32 bits do
barramento sao usados sempre. Um cache de instrugGes foi adicionado para dar uma oti-
mizagio de 1,25 vezes. Isto leva em consideragio um tempo de execugio de ciclo de bar-
ramento mais rdpido, otimizagio de banda de barramento etc. Finalmente, novas instru-
¢bes, modos de enderegamento ¢ uma ALU de 32 bits (unidade 16gica aritmética) foram
implementados com 1,25 vezes de otimizagdo. O resultado de todos os melhoramentos ¢
um processador que tem um desempenho 4,06 mais alto que o MC68000 de 8 MHz.

A Figura 6.14 mostra os tempos de execugdo do MC68020 comparados com ou-
tros processadores por v4rios testes de avaliagdo.

Em adigdo ao desempenho, os projetistas do MC68020 tinham outros objetivos
em mente. Mais importante, 0 MC68020 tinha de ser compatfvel com outros membros da
famflia M68000. Portanto software existentes em uso ndo precisariam ser reescritos para
rodar no MC68020. Eles também sentiram a necessidade de somar um conjunto de instru-
¢Oes significantes ao processador. Isto fez 0 MC68020 itil para mais tipos de aplicagdes, tal
como robética, grificos e estagbes de trabalho de engenharia. A evidéncia disto pode ser
encontrada no nimero de variagGes de sistemas baseados no MC68020 j4 introduzidos
pelas vérias companhias internacionais.
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CAPITULO 7

A CPU ZILOG Z80000

Bradly K. Fawcertt
Zilog Inc., USA

7.1 INTRODUGAO

Continuando a tradi¢do da Zilog em projetos de componentes de microprocessa-
dores estado de arte, 0 microprocessador de 32 bits Z80000 traz o desempenho de super-
minicomputadores ¢ computadores de grande porte para o reino dos sistemas baseados em
microprocessadores. Além da compatibilidade de software e hardware com a famfilia
78000, a CPU Z80000 caracteriza uma alta capacidade, uma arquitetura de 32 bits que
suporta diretamente sistemas operacionais € linguagens de alto nivel. Sua interface de
hardware flexivel prové conmexées com uma grande variedade de configuragbes de
sistemas.

A CPU Z80000 tem acesso a todos os enderegos e dados de 32 bits, e pode en-
deregar diretamente mais de 4 gigabytes de memoria virtual. A capacidade € melhorada
por instrugdes canalizadas internas de seis estdgios, cache de meméria em pastilha,
suporte para transacdes de meméria modo-burst, gerenciamento de demanda de pdginas
de meméria, uma interface para co-processador, altas velocidades de rel6gio — um con-

- junto de instrugbes rico.

Vdrias aplicag6és Z80000 envolverdo o uso de sistemas operacionais multitarefa
e linguagens de alto nfvel. As caracteristicas de arquitetura que suportam a implementagio
de tais sistemas incluem sistemas separados € modos de operagao normal, gerenciamento
de memdria em pastitha, manipulagio sofisticada de interrupgao e trap, um grande arquivo
de registradores de propésito geral € um conjunto de instrugdes grande e poderoso. Sio
usados nove operandos de modos de enderecamento dentro das instrugGes para acessar
numerosos tipos de dados, incluindo bits, campos de bits, inteiros sinalizados e nao sinali-
zados, valores 16gicos, strings e digitos BCD. O conjunto de instrugdes & altamente regu-

210
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lar para combinagdes de instrugoes, modos de enderegamento e tipos de dados. A compila-
gdo de linguagens de alto nfvel € suportada por instrugdes para enlaces de procedimentos,
cdlculos indexados de vetores, conversdo de tipos de dados e verificagdo de limites de ta-
manho; outras operagdes fornecem fungdes de sistemas operacionais, tal como chamadas a
sistema, teste de semdforo e gerenciamento de memoria.

O barramento externo da CPU Z80000 prové, para f4cil conexdo, uma grande
variedade de ambientes de sistemas, aumentando a ordem de requisigdo de custo/desem-
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Figura 7.1 Diagrama de blocos funcional do Z80000.



212 32-Bits Microprocessador

penho. O projetista de sistemas pode, controlando por programa, configurar o perfodo de
relégio para barramento, a quantidade de passagem-de dados € o tempo de acesso para
transagbes no barramento. Opcionalmente, as transagdes de meméria modo-burst podem
ser usadas para aumentar a banda de meméria. Sao suportados diretamente quatro tipos de
configuragdo de multiprocessamento: co-processadores, processadores escravos, miltiplas
CPU precisamente emparelhadas, e miltiplas CPU imprecisamente emparelhadas. A es-
trutura do barramento é compativel com o barramento-Z (Z-bus) de toda a familia de
processadores, co-processadores e periféricos.

A Figura 7.1 mostra um diagrama de bloco funcional da organizagdo interna da
CPU Z80000. A unidade de interface externa controla as transagdes externas do barra-
mento; a interface externa Z-bus consiste em um barramento multiplexado por tempo para
dados e enderegos e seus estados associados e sinais de controle. Uma meméria cache re-
tém a c6pia da maioria das localizagGes das iltimas instrugdes e dos dltimos dados acessa-
dos. A unidade aritmética de enderegos realiza todos os cdlculos de enderegos efetivos e os
transmite pelo buffer de safda (Translation Lookside Buffer — TLB), que transforma o
enderego 16gico em enderego fisico. Os arquivos de registradores contém 60 registradores
de 32 bits de propésito geral e virios registradores de controle de propésito especial. A
unidade de execugdes aritméticas e 16gicas (ALU) calcula os resultados da execugdo da
instrugdo; essa unidade tem duas passagens para o arquivo de registradores, permitindo
que dois operandos sejam lidos simultaneamente. O decodificador de instrugdes e unidade
de controle decodifica as instrugdes e controla as operagdes de outras unidades funcionais.
Todas as unidades funcionais e passagens de dados sdo de 32 bits. A operagdo da CPU €
altamente canalizada, com as unidades funcionais operando em paralelo.

O projeto da CPU Z80000 ¢ baseado em transistores de 2 um fabricados em um
processo especial que caracteriza-se por transistores intrfnsecos de fabricagio NMOS,
com transistores de alto valor de polissilfcio, e miltiplos nfveis de interconexdo. Com esse
processo, € possfvel se ter velocidades de relégio de CPU de mais de 25 MHz.

7.2 ESPACOS DE ENDEREGCO

A CPU Z80000 pode manipular dados tipo bits, bytes (8 bits), palavras (16 bits),
palavras longas (32 bits) e palavras quddruplas (64 bits). Os dados podem ser alocados
dentro de qualquer dos v4rios enderegos 16gicos, incluindo os quatro intervalos de endere-
¢os de memdria, o intervalo de enderego de E/S e o arquivo de registradores da CPU.

Para referéncia 3 meméria e E/S, a CPU Z80000 transforma o enderego 16gico
especificado pelo programa em enderego ffsico, que € enviado pelo barramento de
dado/enderego e indicado a2 meméria real ou dispositivo de E/S. Os enderegos 16gicos (isto
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Figura 7.2 Espagos de enderegos.

€, os enderegos manipulados pelo programa) estio em um dos quatro intervalos de endere-
¢o de memdria l6gica ou no intervalo de enderego de E/S l6gico. Os enderegos fisicos es-
tdo no intervalo de meméria fisica ou no intervalo de E/S flsico (Figura 7.2).

Os quatro intervalos de enderego de memdria l6gica s3o o intervalo de instrugdes
do sistema, intervalo de dados do sistema, intervalo de instrugao normal € intervalo de da-
dos normais. A unidade de gerenciamento de meméria em pastilha pode controlar inde-
pendentemente cada um dos intervalos de meméria 16gica. Quando em modo sistema, as
referéncias de meméria acessam um dos intervalos de enderegos do sistema; em modo
normal, as referéncias 3 memoéria acessam um dos intervalos de enderegos normais. O in-
tervalo de instrugdes € usado para leitura de instrugdes (fetch), leitura de operandos ime-
diatos e acesso a dados usando o enderego relativo ou os modos de enderegamento indexa-
dos relativos; o intervalo de enderego de dados € usado para referéncia a dados usando
qualquer outro modo de enderegamento,

Os enderegos de meméria l6gicos sdo sempre de 32 bits. Qualquer um dos trés
diferentes modos de representagdo de enderego de meméria pode ser usado: compactado,
segmentado ou linear (Figura 7.3).

No modo compactado, sdo manipulados pelo programa enderegos de memdria de
16 bits. Os célculos de enderegos efetivos usando-se enderegos compactados envolvem
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todos os 16 bits. O modo compactado pode ser usado para aplicaghes que necessitem
menos de 64 kbytes de c6digo e que acessem menos de 64 kbytes de dados. O modo com-
‘pactado € mais eficiente € consame menos espago de programa que o modo linear ou seg-
mentado, desde que enderegamentos da meméria no programa sejam de uma palavra em
vez de duas. No modo compactado os 16 bits mais significativos de cada enderego de me-
méria l6gica de 32 bits sdo os 16 bits menos significativos do contador de programa.

L 1 1 ] 1 1 1 Il 1 'l 1 1 Il 1 1 1 I
Enderegos compactos
N 0 18 1§ [
F T 1 1 1 1 1 /] S legrPc?tol ) 1 ) 1 [ ] L 1 1 1 lDesll(xlan}enlt0+ q 1 1 ' ]
m Segmento de 64 kbytes
3130 223 °
F I TSV?grPeqto A 1 I 1 1 i 1 1 1 1 1 1 ' Dles!(x:lamlentlo 1 1 1 } L L ]

o1 Segmento de 16 Mbytes
{®) Enderegos segmentados

[AA_LJLIIllllIAlLllllllljlllllllll

(¢) Enderecos lineares

Figura 7.3 RepresentagSes de enderegos de memdria.

Em modo segmentado, os intervalos de enderegos de meméria 16gicos sdo dividi-
dos em dois segmentos diferentes de meméria. A metade mais baixa de cada intervalo de
enderego € dividida em 32768 segmentos de mais de 64 kbytes cada e a metade mais alta &
dividida em 128 segmentos de mais de 16 Mbytes cada. Cada segmento € um string contf-
nuo de bytes em deslocamentos (offset) contfnuos. Cada enderego de meméria € composto
de um ndmero distinto de segmentos e do enderego do offset (Figura 7.3). Os c4lculos de
enderego efetivo envolvem somente a parte de deslocamento (offset) do enderego; o ni-
mero de segmentos ndo € afetado. Segmentagio € uma técnica de organizagdo de meméria
comum usada em minis e computadores de grande porte; muitas aplicagGes se beneficiam
da estrutura légica de segmentagdo pela alocagdo individual dos médulos do programa,
pilhas ou estrutura de dados em segmentos separados.

Em modo linear, os cdlculos de enderego efetivo envolvem todos os 32 bits de
enderego; o intervalo de enderego de 4 gigabytes € uniforme e ndo estruturado. Dessa
forma, todo o intervalo de enderego serd um vetor contfnuo de bytes em enderegos conse-
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cutivos. Algumas aplicagées sdo beneficiadas pela flexibilidade de enderegamento linear,
onde os objetos podem ser associados a qualquer local arbitrdrio na meméria.

A meméria em sistemas Z80000 € enderegédvel por byte — isto &, cada byte de
meméria tem seu préprio enderego. Quando se armazena na memdria uma palavra ou uma
palavra longa de dado, o dado € armazenado em locais consecutivos na mem©ria, inician-
do-se com o byte mais significativo (Figura 7.4). Palavras e palavras longas na meméria
sdo enderegadas usando-se o enderego mais baixo de qualquer byte no dado (isto &, o en-
dereco do byte mais significativo). Os dados de uma palavra ou palavra longa na meméria
podem comegar em qualquer enderego; entretanto, o desempenho € melhor quando as pa-
lavras comegam em enderego par e as palavras longas comegam em enderegos miiltiplos de
quatro. As instrugdes de palavras devem comegar em enderegos pares.
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Figura 7.4 Armazenagem de dados em memdria.

Os enderegos de E/S l6gicos sdo de 32 bits, mas somente os bits menos signifi-
cativos s3o manipulados pelo programa; a CPU forga os 16 bits mais significativos a serem
todos zero. As portas de E/S podem ser byte, palavra ou palavra longa.

Os enderegos fIsicos estdo no intervalo fisico da meméria ou no intervalo fisico
de E/S. Os dois intervalos de enderecos fisicos sdo distinguidos por sinais de estado no
barramento diferentes € tempos de transacoes diferentes. Um enderego no intervalo de
enderecos de E/S 16gico mapea para o enderego idéntico no intervalo de enderecos de E/S
fisico. O dispositivo de gerenciamento de memdria em pastilha mapeia enderegos 16gicos
de memoria para o intervalo de meméria ffsica ou o intervalo de E/S fisico (para dispositi-
vos de E/S com meméria mapeada).

O armazenamento de dados nos registradores da CPU resulta em instrugdes me-
nores € execugdo mais rdpida do que com instrugdes que acessam a memoria ou os inter-
valos de enderecos de E/S. A CPU Z80000 ¢ um processador orientado a registrador que
contém 60 registradores de 32 bits de prop6sito geral, um contador de programa de 32 bits
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(PC), uma palavra de controle ¢ indicadores de 16 bits (FCW) e outros nove registradores
de controle de proposta especial.

O arquivo de registradores de propdsito geral contém 60 registradores de 32
bits, para um total de 64 bytes de armazenamento (Figura 7.5). Os formatos de dados para
registradores, desde bytes até palavra quiddrupla, sdo criados dividindo-se e agrupando-se
os registradores de palavra longa. Por exemplo, o registrador de palavra longa RRO € sub-
dividido em registrador de palavra RO e R1, o registrador de palavra & subdividido em re-
gistrador de bytes RHO e RLO, ¢ assim por diante. Dois registradores de palavra longa sdo
aglutinados para formar um registrador de palavra quidruplo, os registradores RROe
RR2 juntos formam o registrador de palavra quidruplo. Desse modo, o programador
Z80000 pode enderegar separadamente 16 registradores bytes, 16 registradores de pala-
vra, 16 registradores de palavra longa ¢ 8 registradores de palavra quad. O resultado € um
arquivo de registrador que prové a mdxima flexibilidade para manipulagio de tipos de da-
dos diferentes. O programador pode especificar o tamanho apropriado de registrador para
cada dado sem sacrificar espago de registradores adicional.

Esses registradores sdo de propSsito geral por natureza e podem ser usados para
armazenar dados e enderegos. Registradores de bytes podem ser usados como acumula-
dores para operagdes de 8 bits. Registradores de palavras podem ser usados como acumu-
ladores para operagdes de 16 bits, como indexadores de registradores ou como ponteiros
para meméria (no modo compactado). Os registradores de palavra longa podem ser usados

nao|PR0 |7 RHo of7 R0 0]7 RH1 0]7 RL1 o} Ro. Rt
RR2 [7 RH2 0|7 RL2 67 RH3 0|7 RL3 0] R2,R3
noe RR4 |7 RH4 0|7 RL4 07 RHS 0|7 RLS 0] R4, RS
RRe [7 RHe 0|7 RLe 0|7 RH7 0|7 RL? 0] Re,R?
RR8 |15 RS of1s R9 [
RQS
RR10 | 15 R10 of1s R11 0
RR12 | 15 of1s R1
Ra12 2 R12 3 0
RR14 | 15 R14 of1s R1S 0
31
nass [ PR [
RR18 | 31 0
- (RR20 | 31 )
RQ20
RR22 | 31 0
RR24 | 31 [}
RQ24
RR28 | 31 0
AR28 | 31 [}
RQ28
RR30 [ 31 0

Figura 7.5 Arquivo de registradoxes de uso geral.
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como acumuladores para operagdes de 32 bits, como registradores indexados ou como
ponteiros a meméria (nos modos segmentado e linear). Os registradores de palavra quad
podem ser  usados como acumuladores para resultados de 32 bits de multiplicagGes, divisdo
ou instrug6es de sinal estendido. Desde que todos os registradores sdo de prop6sito geral,
uma forma de uso particular de um registrador pode variar no curso do programa, dando
ao programador uma grande flexibilidade. Essa arquitetura permite que o programa so-
brecarregue o uso da arquitetura de um registrador dedicado ou subentendido, ao qual o
conteldo dever4 ser salvo e rearmazenado sempre que a necessidade de registradores de
um tipo particular exceda o niimero de registradores daquele tipo no processador. --

Dois dos registradores de prop6sito geral sdo dedicados para o ponteiro a pilha e
ponteiro ao quadro usado pelas instrugées Call, Enter, Exit e Return. O ponteiro usado
depende do modo de representacdo de enderegamento de meméria corrente usado. No
modo compactado, o R15 € o ponteiro da pilha € o R14 € o ponteiro de quadro, enquanto
em modo segmentado ou linear o RR14 € o ponteiro da pilha e o RR12 € o ponteiro de
quadro. Estes s3o os ponteiros de pilhas separados para os modos de operacdo sistema e
normal.

Em adi¢do ao arquivo de registradores de propésito geral, a CPU Z80000 tam-
bém contém dois registradores de estado do programa e nove registradores de controle de
propésito especial. Os registradores de estados do programa sio o contador de programa
(PC), que indica o enderego da préxima instrugdo a ser executada, e a palavra de estado ¢
controle (FCW), que sinaliza os bits de controle que determinam os modos de operagdo da
CPU e os estados dos indicadores da dltima operagdo da ALU. Os registradores de pro-
pésito especial sao usados para gerenciamento de meméria, configuragdo do sistema e
outras funcdes de controle da CPU.

A palavra de 16 bits de estado e controle contém informagdes de controle e esta-
dos. O byte menos significativo contém seis indicadores (carry, zero, sinal, paridade/
overflow, ajuste decimal e half-carry) e a méscara de overflow de inteiros. Os indicadores
refletem o resultado da Gltima operagao, e sdo modificados e usados por vérias instrugGes.
Através do controle do programa o bit habilitador de overflow de inteiro € usado para ha-
bilitar e desabilitar a detengdo de overflow de inteiros. O byte mais significativo da FCW
contém oito bits de controle. Dois bits selecionam o modo de representagio de ende-
recamento de meméria corrente (compactado, segmentado, linear). O bit de modo de ar-
quitetura de processador estendido & usado para informar a CPU se os co-processadores
estdo presentes no sistema. Bits de habilitagdo distintos s3o providos para entradas de in-
terrupgio vetorizadas e nao vetorizadas. Bits de trace e trace pendente sdo usados durante
o processo de depuragdo passo a passo. O bit sistema/norma determina ¢ modo de opera-
¢do corrente da CPU.
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A habilidade da CPU para operar em modos sistema e normal separadamente fa-
cilita a implementagdo de sistemas operacionais protegidos. O modo operagdo determina
qual instrugdo pode ser executada e qual ponteiro de pilha serd usado. Todas as instrugdes
podem ser executadas no modo sistema; no modo normal, as instrugdes que afetam o
hardware diretamente, tal como instrugdes de E/S, ndo podem ser executadas (as instru-
¢Oes que ndo podem ser executadas no modo normal sdo chamadas instrucées privilegia-
das). O software do sistema operacional poderia rodar em sistema normal. Os mecanismos
de gerenciamento de meméria permitem que programas em modo sistema acessem 4reas
de memdria protegidas do uso do modo normal. Dessa forma, o sistema operacional e o
hardware por si sdo protegidos automaticamente de operagdes do modo normal. Outras
proteges sdo fornecidas com ponteiros a pilha separados para os modo normal e sistema.
Programas de aplicagdo de modo normal podem usar traps para requisitar servigos do sis-
tema operacional.

Os nove registradores de controle de propésito especial da CPU Z80000 estdo
descritos resumidamente abaixo. Sdo de 32 bits cada um e, desde que eles controlam a
configuragdo do sistema, podem ser acessados durante operagdes no modo sistema.

® Ponteiro a drea de estado de programa (PSAP — Program Status Area
Pointer). Contém o enderego de mem©ria ffsica inicial da 4rea de estados de programa. A
4rea de estados de programe. € a tabela de meméria que contém os valores carregados nos
registradores de estados de programa durante a interrupgao e o processamento de trap.

® Ponteiro normal de pilha (NSP — Normal Stack Pointer).O ponteiro de pilha
usado enquanto estd no modo normal (isto €, 0 modo normal RR 14 ou R15). Este registro
permite que o ponteiro normal de pilha seja acessado enquanto estd no modo sistema.

® Descritor da tabela de tradugdo de instrugées de sistema (SITTD — System
Instruction Translation Table Descriptor). Contém o enderego de memdria ffsica da tabela
de tradugdo para leitura (fetch) de instrugdes do modo sistema e outras informagdes de
controle de gerenciamento de memoria.

® Descritor da tabela de tradugdo de dados de sistema (SDTTD - System Data
Translation Table Descriptor). Contém o enderego de meméria ffsica da tabela de tradu-
¢do para leitura de dados no modo sistema e outras informagdes de controle de gerencia-
mento de meméria.

® Descritor da tabela de tradugdo de instrugées do modo normal (NITTD -
Normal Instruction Translation Table Descriptor). Contém o enderego de meméria fisica
da tabela de tradugdo para leitura de instrugdes do modo normal e outras informagGes de
controle de gerenciamento de meméria.
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® Descritor da tabela de tradugdo de dados normal (NDTTD - Normal Data
Translation Table Descriptor). Contém o enderego de memdria fisica da tabela de tradu-
¢lo para leitura de dados no modo normal e outras informagdes de controle de gerencia-
mento de meméria.

® Ponteiro de overflow de pilha (OSP — Overflow Stack Pointer). Contém o en-
derego fisico da 4rea de overflow da pilha que € usado quando um erro de tradugdo ocorre
durante a interrupg@o ou processamento de trap.

® Registrador de interface de hardware (HICR - Hardware Interface Control
Register). Controla a configuragio da interface do barramento externo, incluindo a velo-
cidade do barramento, quantidade de passagem de dados e estados de espera automdticos.

® Palavra longa para controle de configuracdo do sistema (SCCL — System
Configuration Control Long Word). Contém controles para a unidade de gerenciamento
de mem6ria, mecanismos de cache e l6gica de processamento de excegdes.

7.3 GERENCIAMENTO DE MEMORIA

A CPU Z80000 contém um mecanismo de gerenciamento de meméria em pasti-
lha que prové tradugdo de enderegos 16gicos para ffsicos e protegdo a acesso a2 memdria.
Mapeando os enderegos de meméria l6gica para enderegos ffsicos, uma tarefa programada
pode ser alocada em qualquer lugar da meméria ffsica. Desse modo, multiplas tarefas pro-
gramadas que usam o mesmo endereco l6gico podem ser mapeadas em 4reas diferentes da
mem6ria fisica. Reciprocamente, compartilhamento de meméria pode ser implementado
mapeando-se enderegos 16gicos diferentes nos mesmos enderecos fisicos. O dispositivo de
gerenciamento de meméria também limita os tipos de acesso que podem ser feitos a uma
4rea ffsica da meméria, provendo um mecanismo de protegao para garantir a seguranca de
c6digos ou dados sensfveis, tal como o c6digo do sistema operacional. O gerenciamento de
memoéria da CPU Z80000 suporta a demanda de ambienteés de meméria paginada virtual-
mente, onde o uso de enderegos légicos excede a quantidade de memdria fisica
disponfvel. '

A l6gica de gerenciamento de meméria pode ser habilitada ou desabilitada inde-
pendentemente para os intervalos de enderegos de meméria do modo normal e sistema via
a programagio do registrador de palavra longa de controle de configuragio do sistema.
Quando desabilitado, o endereco fisico € idéntico ao enderego 16gico e todos os acessos
sdo permitidos.

O esquema de tradugdo do gerenciamento de memdria divide logicamente o in-
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tervalo de enderegos l6gicos em pé4ginas e o intervalo de enderegos flsicos em quadros;
ambos, pigina e quadros, sdo sempre de 1 kbyte. O processo de tradugio envolve mapea-
mento de uma pigina, identificada pelos 22 bits mais significativos do enderego l6gico,
para um quadro especffico, identificado pelos 22 bits mais significativos do endereco fisico
inicial daquele quadro. Os dez bits menos significativos, que indicam uma posigdo especi-
fica dentro de uma pégina ou quadro, s3o idénticos no enderego légico e fisico. A CPU
tem um buffer de safda de tradugdo (TLB) que armazena informages de tradugo para os
dezesseis quadros mais recentemente referenciados em um buffer de meméria inteira-
mente associativo. Para cada referéncia 3 memdria, o enderego 16gico € comparado ao ré-
tulo de enderego na TLB. Se for encontrado um correspondente, a entrada da TLB € usa-
da para produzir um enderego ffsico para aquela referéncia (Figura 7.6). Quando a infor-
magio para aquela pdgina nfo est4 na TL B, a CPU automaticamente referencia a tabela de
tradugdo na meméria, carregando a nova informagio na TLB e repondo a entrada recen-
temente usada da TLB. Dessa forma, a TLB atua como um buffer que € automaticamente
carregado com a informagdo de tradugio mais recentemente usada.

n 009 0

ENDERECO LOGICO ENDERECO DE PAGINA DESLOCAMENTO
NA PAGINA

S~

BUFFER DE ROTULOS DE |ENDEREGOS DA
PREVISAODE | ENDERECODE | ESTRUTURA
TRADUCAO HPAGINA LOGICA FISICA

‘N y 100‘\_/0

ENDERECO FISICO | ENDERECO DA ESTRUTURA| DESLOCAMENTO DA

ESTRUTURA

Figura 7.6 TraducBo de enderego usando a TLB.
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A tradugdo de enderegos e o esquema de protegdo empregam trés niveis de ta-
bela. O enderego l6gico € particionado em um campo de nfvel 1 de 8 bits, um campo de nf-
vel 2 de 8 bits, um campo de nlimero de p4gina de 6 bits, e um campo de offset de pagina

.de 10 bits (Figura 7.7). Quando a informagao de tradugdo & carregada na TLB, a CPU 1é
automaticamente as entradas de trés nfveis de tabelas, usando os campos no enderego 16gi-
co como indicadores das tabelas correspondentes. Os registradores de descrigio de tabelas
de tradugdo na CPU referenciam o enderego inicial da tabela de nfvel 1 para aquele inter-
valo de enderego. A entrada da tabela de nfvel 1 contém o endereco inicial da tabela de nf-
vel 2; a entrada da tabela de nfvel 2 contém o enderego inicial para a tabela de p4ginas; a
entrada da tabela de pdginas contém o endereco ffsico inicial para aquele quadro, que &
carregado na TLB. Existem vérias caracterfsticas opcionais que permitem reduzir o ni-
mero de nfveis e o tamanho das tabelas. Por exemplo, quando o intervalo de enderegos ndo
¢ usado totalmente, os nfveis de tabelas podem ser seletivamente pulados. As tabelas de
nivel 1 podem ser puladas quando um intervalo de enderego de 16 Mbytes € usado; os nf-
veis 1 e 2 de tabelas podem ser pulados para enderegos compactados.

Junto ao ponteiro para o préximo nfvel de tabela, cada entrada na tabela de tra-
dugdo contém informagdes de protegdo a acessos. Pode-se controlar independentemente
trés tipos de protegdo: execugao, leitura e escrita. Pode-se associar separadamente prote-
gOes para acessos a modo sistema e normal. A protegdo pode ser especificada em qualquer
nivel de tabela de tradugao.

Durante um acesso & memdria, se a l6gica de gerenciamento de meméria da
CPU, detecta uma violagdo da protegdo de acesso ou uma entrada de tabela ndo vélida,
a instrugdo que estd sendo executada € suspendida e um trap de tradugdo de enderego €&
executado. A CPU salva automaticamente o estado dos registradores e memoria, para que
a instrugio possa ser reiniciada depois da eliminagio da condigdo de violagdo, de uma ma-
neira compatfvel com as exigéncias de memoria virtual.

7.4 MODOS DE ENDERECAMENTO DE OPERANDOS

As instrugdes do Z80000 podem manipular operando de dados alocados em re-
gistradores, meméria ou portas de periféricos. Sdo disponfveis nove modos de enderega-
mento de operandos para especificar-se o enderego do operando dentro de uma instrugao.
A maioria das instrugGes pode usar qualquer modo de enderegamento, embora algumas
instrugdes suportem somente um subconjunto dos nove modos.

A CPU pode ser requisitada para realizar c4lculos de enderego efetivo do ende-
rego do operando quando acessa operandos na meméria. O célculo de enderego efetivo
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envolve valores de soma e indexagdo e/ou valores de deslocamentos a partir de um ende-
rego base. O enderego base € alocado na instrugdo, ou em um registrador de prop6sito
geral, ou no PC; o valor de indexagdo € alocado em um registrador de palavra ou palavra
longa de propésito geral; o deslocamento € alocado na instrugao.

Em modo compacto, os enderegos sio de 16 bits, e os cilculos de enderegos efe-
tivos usam aritmética de 16 bits. O carry e o overflow do bit mais significativo € ignorado.
Assim, os enderegos circulam com enderego 65535 seguido do endereco O.

Em modo segmentado, somente a porgdo de offset do enderego base € usada no
cdlculo de enderego efetivo, O tamanho do segmento e o niimero do segmento do endere-
¢o efetivo sdo sempre 0 mesmo que do enderego base. Os cdlculos de enderegos efetivos
usam aritmética de 16 bits para os segmentos de 64 kbytes e aritmética de 24 bits para
segmentos de 16 Mbytes. O carry e o overflow do bit mais significativo sdo ignorados.
Assim, os enderegos circulam dentro de um segmento.

De modo linear, os cdlculos de enderegos efetivos usam aritmética de 32 bits. O
carry e o overflow do bit mais significativo sdo ignorados. Assim, os enderegos circulam
com o enderego 2°2 —1 seguido do 0.

Os modos de enderecamento da CPU Z80000 s3o ilustrados na Figura 7.8, Para
o registrador de modo de enderegamento, o operando ¢ alocado no registrador de prop6-
sito geral especffico. Para 0 modo imediato, o operando € alocado na prépria instrucao.
Para o modo de registrador indireto, o enderego de meméria do operando ou enderego de
porta de E/S € especificado dentro da instrugdo. Para 0 modo de enderecamento indexado,
o enderego do operando na meméria € calculado somando-se o enderego dado na instrugao
ao valor de indexagdo especificado no registrador de propdésito geral. Para o modo de en-
deregamento base, o enderego do operando na meméria € calculado somando-se o deslo-
camento da instrugdo ao enderego base contido no registrador de propésito geral especifi-
cado. Para o modo de enderegamento indexado base, o endereco de meméria do operando
€ calculado somando-se o deslocamento dados na instrugio ao enderego base e ao valor de
indexagio contidos nos registradores de propdsitos geral especificados. Para o modo relati-
vo, o enderego do operando € calculado somando-se o deslocamento na instrugo ao con-
tetdo do contador de programa; o operando € alocado no intervalo de enderego de memé-
ria de instrugoes. Para 0 modo de enderegamento indexado relativo, o operando € alocado
no enderego calculado somando-se o deslocamento dado na instrugao, o valor de indexa-
¢ao especificado no registrador de propésito geral e o contetido do contador de programa;
o operando € alocado no intervalo de enderegos de meméria de instrugdes.
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Figura 7.8 Modos de enderegamento.
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7.5 CONJUNTO DE INSTRUGOES

As CPU Z80000 caracterizam-se como um conjunto de instrugGes rico e pode-
roso que suporta operagdes com nove tipos de dados: bit, campo de bit, inteiros sinaliza-
dos, inteiros ndo sinalizados, valores 16gicos, enderegos, inteiros compactados BCD, pilha
e strings. Valores l6gicos e inteiros podem ser operandos byte, palavra e palavralonga. Em
adigdo, operagGes de ponto flutuante sio suportadas pelo co-processador. A combinagio
regular de operagdes, modos de enderegamento e tipos de dados resultantes em um con-
junto de instrugdes podem ser compilados por uma linguagem de alto nfvel como C,
Ada e Pascal

O conjunto de instrugdes pode ser dividido em onze grupos funcionais de
instrugdes:

Carga e trocas,

Aritmética,

Légica.

Controle de programa,
Manipulagao de bit.

Campo de bit,

Rotacio e deslocamentos (shits).
Transferéncia de blocos e manipulagio de string.
Safda/entrada.

Controle da CPU.

Instrucgdes estendidas.

b
= OV AWM EWN-

-t

A maioria das instru¢Ges tem a forma de byte, palavra ou palavra longa; o sufixo
‘B’ no mnemdnico da instrugio indica a forma byte, € o sufixo ‘L’ mnemdnico indica pala-
vra longa.

As instruges de carga e trocas (Tabela 7.1) movem dados entre registradores e
memdria. As instrugbes de Load e Load Relative (carga e carga relativa) provéem movi-
mentagdes bésicas, instrugdes com cédigo especial compactado para a carga de valores
constantes pequenos (L DK), carga de valor zero (CLR) ou troca de dois valores (EX). A
conversio de instruges permitem valores de um byte, palavra ou palavra longa serem
movidos a um destino com tamanho diferente. As instrugdes de (load multiple — carga
miltipla) provéem transferéncia de blocos entre registradores de propésito geral ¢ memdria
para salvamento e rearmazenamento eficiente dos valores dos registradores. Mais de de-
zesseis registradores de palavra longa podem ser carregados em ou de enderegos consecu-
tivos na meméria com uma instrugdo simples. Operagdes com pilha sdo suportadas pelas
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Tabela 7.1 Instrugdes de carga e troca.

Mnemébnico(s) Operando(s) Nome da instrugdo
CLR,CLRB,CLRL destino Limpeza

CVvVT destino,fonte Conversdo

CVTU destino,fonte Conversdo sem sinal
EX,EXB,EXL destino,fonte Troca

LD,LDB,LDL destino,fonte Carga

LDA destino,fonte Carga de enderego
LDAR destino,fonte Carga de enderego relativo
LDK,LDKL destino,fonte Carga de constante
LDM,LDML destino,fonte,num Carga e multiplicagdo
LDR,LDRB,LDRL destino,fonte Carga relativa
POP,POPL destino,fonte Desempilha
PUSH,PUSHL destino,fonte Empilha

instrugdes Pop e Push. As instrugbes de carga de enderegos calculam os enderegos efeti-
vos do operando e carregam aquele endereco no registrador destino.

O grupo aritmético (Tabela 7.2) suporta adigées, subtragoes, multiplicagdes de
inteiros sinalizados e nao-sinalizados. Aritmética de decimais de c6digo bin4rio € também
suportada com instrugbes de ajuste decimal. Sdo providas instrugdes que realizam com-
plemento de dois negativos (NEG), comparam dois operandos (CP) e comparam um ope-
rando com zero (TESTA). Instrugées de incremento € decremento somam ou subtraem
uma constante entre 1 e 16 de seus destinos; formas de intertravamento sdo disponfveis
para leitura e recarga de semdforos na meméria. As instrugdes de verificagbes comparam
um operando com os limites inferiores e superiores, gerando um trap quando a fonte est4
fora dos limites. As instrugdes de indexagdo sao usadas para computar um indexador den-
tro de um vetor e comparar o resultado aos limites superiores e inferiores do vetor; nova-
mente, nm trap € gerado pela condigao de fora dos limites.

As instrugdes de légica (Tabela 7.3) realizam operagdes 16gicas de todos os bits
dentro de um operando. A instrugdo Test realiza um Or l6gico do destinc e zero, sinali-
zando os indicadores apropriadamente.

As instrugbes de controle de programa (Tabela 7.4) fornecem para controle de
programa seqii€éncias de execugao de saltos, loops, chamadas de procedimentos e excegoes.
Instrugdes de jumps (saltos) condicionais realizam saltos de programa baseados nos esta-
dos dos indicadores. Chamadas de procedimentos sdo suportadas pelas instru¢des Call,
Enter, Exit e Return. A instrugdo Enter € executada no comeco do pro-edimento para es-
tabelecer o quadro de pilha para aquela chamada de procedimento, iacluindo salvamento
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de registradores, estabelecimento de ponteiro para quadro e alocagao de espago para va-
ridveis locais; a instrugdo Exit libera o quadro de pilha no fim do procedimento. Essas ins-
trugbes fornecem todas as fungdes iniciais para enlaces de procedimentos em linguagens
de alto nfvel como o C e Pascal. As instru¢des de decremento e salto se ndo forem zero
s30 usadas para controlar loops pelo decremento de um contador de loop, testando o con-
tador, e saltos baseados na safda do teste. Os traps de breakpoint (ponto de parada), Sys-
tem Calls (chamadas ao sistema) e instrug6es de traps condicionais sdo geradas por condi-
¢Oes de trap. Traps de breakpoint sdo usados para debug. Chamadas do sistema sdo usadas
por rotinas do modo normal para requisitar servigos do sistema operacional, € os traps
condicionais permitem ao programador definir condi¢Ges de trap baseadas no estado dos
indicadores.

Tabela 7.2 Instrugées aritméticas.

Mneménico(s) Operandos) Nome da instrugdo

ADC,ADCB,ADCL
ADD,ADDB,ADDL

destino,fonte Adigao com carry
destino, fonte Adicdo

CHK,CHKB,CHKL destino,fonte Verificagao
CP,CPB,CPL destino,fonte Comparacao

DAB destino Ajuste decimal
DEC,DECB,DECL destino,fonte Decremento
DECI,DECIB destino,fonte Decremento interligado
DIV,DIVL destino,fonte Divisao

DIVU,DIVUL destino,fonte Divisao sem sinal
EXTS,EXTSB,EXTSL destino Extensao de sinal
INC,INCB,INCL destino,fonte Incremento
INCI,INCIB destino,fonte Incremento interligado
INDEX,INDEXL destino,sub, fonte fndice

MULT,MULTL destino,fonte Multiplicagao
MULTU,MULTUL destino,fonte Multiplicagdo sem sinal
NEG,NEGB,NEGL destino Negagdo
SBC,SBCB,SBCL destino,fonte Subtragao com carry
SUB,SUBB,SUBL destino,fonte Subtragdo
TESTA,TESTAB, TESTAL destino Teste aritmético

As instrugdes de manipulacao de bit (Tabela 7.5) permitem ao programador tes-
tar, sinalizar ou retirar a sinalizagdo de qualquer bit em qualquer byte, registrador de pala-
vra ou palavra longa ou endereco da meméria de dados com uma simples instrugio.
A instrugdo de Test Condition Code (C6digo de Condigdo de Teste) sinaliza o bit menos
significativo de seu destino se os indicadores satisfizerem o c6digo de condigio especifica-
do; isto geralmente € usado para avaliar-se condigdes expressas booleanas. As instrugdes
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de Test e Set sdo usadas para acessar semaforos que controlam os recursos de comparti-
lhamento em um sistema de multiprocessamento ¢ multitarefa.

As instrugdes de campo de bit (Tabela 7.6) sdo usadas para inserir e extrair cam-
pos de bits em operandos de palavra longa. Um campo de bit consiste em 1 a 32 bits contf-
nuos. A instrugdo de Extract Field (extragao de bit) extrai um campo de bit do destino e
carrega-o em um registrador de palavra longa. A instrugdo de Insert Field (inserir um
campo) insere um campo de bit de um registrador no destino. A posigao inicial e tamanho
do campo de bit sdo dados como operandos nessas instrugoes.

Bytes, palavras e palavras longas dentro de registradores de propésito geral po-
dem ser deslocados ou roteados com as instrugdes na Tabela 7.7. O contetido do registra-
dor pode ser roteado 1 ou 2 bits para a esquerda ou direita com uma instrugao simples de
rotagdo. Instrugdes de rotagio de dfgito atuam em 4 bits do dfgito de um byte do registra-
dor, e € Gtil para manipulagao de dados BCD. Instrugdes de deslocamento (shift) deslocam
o contetido do registrador destino para esquerda ou direita em um ndmero de bits especifi-

Tabela 7.3 InstrugSes 16gicas.

Mneménico(s) Operando(s) Nowe da instrugcdo
AND,ANDB,ANDL destino,fonte E
COM,COMB,COML destino Complemento
OR,ORB,ROL destino,fonte ou

TEST, TESTB,TESTL destino Teste
XOR,XORB,XORL destino,fonte OU exclusivo

Tabela 7.4 InstrugSes de controle de programa.

Mneménico(s) Operando(s) Nore da instrugdo

BRKPT Breakpoint

CALL destino Chamada de procedimento
CALR destino Chamada de procedimento relativa
DINZ,DBINZ,DLINZ r,destino Decremento e desvio se nio zero
ENTER méscara,tam. Entrada em procedimento

EXIT Safda de procedimento

JP cc,destino Salto

JR cc,destino Salto relativo

RET cc Retorno de procedimento

SC fonte Chamada de sistema

TRAP cc,fonte Trap condicional




A CPU zilog Z80000 229

cado pelo operando origem. Ambos os deslocamentos 16gicos e aritméticos sdo providos.
Deslocamentos aritméticos para a direita preservam o bit de sinal do destino.

As instrugdes de transferéncia de blocos e manipulagdo de string (Tabela 7.8)
atuam em strings inteiros de dados em alocagdo contfnua de memoéria. Strings maiores de
65536 bytes, palavras ou palavras longas podem ser manipuladas por instrugbes simples.
Um bloco de meméria pode ser movido para outra 4rea de memdria; strings de dados na
memoéria podem ser procurados por um valor ou valores dados; podem ser comparados
dois strings, strings de dados podem ser transferidos de um cédigo de 8 bits para outro. O
modo de enderegamento de registrador indireto € usado para acessar elementos de um
string na meméria. Todas as operagdes podem operar o string em ambas direges; o regis-
tro de ponteiro € automaticamente incrementado ou decrementado depois de cada iteragdo
da operagdo. Um registrador contador, o terceiro operando destas instrugdes, € decre-
mentado dépois de cada iteragao da operagdo, Formas de repeticdo automaticamente re-
petem a operagdo até que o registrador contador seja zero. As formas repetitivas dessas
instrugdes sio interrompfveis depois de cada iteragio.

As instrugGes de entrada/safida (Tabela 7.9) transferem dados entre portas de
E/S e um registrador ou memoéria. As instrugées de entrada e safda transferem um byte
simples, palavra ou palavra longa de dado entre um dispositivo de E/S e um registrador.
As instrugOes restantes sio de movimentagdo de blocos que permitem a transferéncia de
blocos inteiros de dados entre uma porta de periférico e um string de alocagio continua na
memoéria. Como as instrugdes de movimentagdo de blocos, strings de meméria podem ser
acessados em ambas diregdes, e as formas repetitivas sdo interrompfveis depois de cada
iteragao.

As instrugbes de controle da CPU (Tabela 7.10) sio instrugdes privilegiadas,
com excegdo da No Operation ¢ instrugbes de manipulagdo de indicadores (COMFLG,
RESFLG, SETFLG). As instrugdes de Enable Interrupt e Disable Interrupt (habilitagio e
desabilitagdo de interrupgdo) permitem o controle por software de entradas de interrup-
¢Oes vetorizadas e ndo-vetorizadas. A instrugdo de Halt suspende a execugdo de instru-
¢oes posteriores na CPU até a préxima interrupgdo, permitindo que execugao da instrugao
seja sincronizada com um evento externo. A instrugdo Interrupt Return (interrupgao de
retorno) € usada para retornar de uma interrup¢do ou uma rotina de servigo de trap. A
instrugdo Load Control (controle de carga) transfere dados entre um registrador de pro-
pOGsito especial da CPU e um registrador de propésito geral. As instrugdes de Load Nor-
mal Data e Load Normal (carga de dados normais e carga normal) s3o usadas para acessar
os intervalos de enderegamento de meméria do modo normal para uma rotina do modo
sistema. As instrugdes de Load Physical Address (carga de enderegos fisicos) carregam o
endereco fisico do operando origem para um registrador destino, sinalizando os indicado-
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res para indicar protegdes de acesso. A instrugdo Purge cache invalida o conteddo do ca-
che em pastilha. Vdrias instrugGes invalidam as entradas TLB: Purge TLB invalida todas
as entradas TLB, e o Purge TLB Normal purga somente as entradas TLB do modo nor-
mal, e as instrugcdes Purge TLB Entry podem invalidar somente as entradas associadas
com um intervalo de enderegamento de mem®ria particular. As entradas da TLB e purga-
¢do de cache sdo usualmente necessdrias quando se muda o mapeamento da memoria du-
rante chaveamento de tarefas em sistemas de multitarefas.

Tabela 7.5 InstrugSes de manipulag3o de bits.

Mneménico(s) Operando(s) Nome da instru¢do
BIT,BITB,BITL destino,fonte Testa bit
RES,RESB,RESL destino,fonte Limpa bit
SET,SETB,SETL destino,fonte Ativa bit
TSET,TSETB,TSETL destino Testa ¢ ativa
TCC,TCCB,TCCL cc,destino Testa c6digo de condigdo

Tabela 7.6 InstrugSes de manipulagdo de campos de bits.

SRL,SRLB,SRLL

destino,fonte

Mnemébnico(s) Operando(s) Nome da instrugdo
EXTR destino,fonte,pos.,tam. Extrai campo
EXTRU destino,fonte,pos.,tam. Extrai campo sem sinal
INSRT destino,fonte,pos.,tam. Insere campo

Tabela 7.7 InstrugGes de rotagdo e deslocamento.
Mnembnico(s) Operando(s) Nome da instru¢do
RL,RLB,RLL destino,fonte Rotagio A esquerda
RLC,RLCB,RLCL destino,fonte Rotagao 2 esquerda através de carry
RLDB destino,fonte Rotagdo do dfgito da esquerda
RR,RRB,RRL destino,fonte Rotagdo A direita
RRC,RRCB,RRCL destino,fonte Rotagdo 2 direita através de carry
RRDB destino,fonte Rotagdo do dfgito da direita
SDA,SDAB,SDAL destino,fonte Deslocamento aritmético dindmico
SDL,SDLB,SDLL destino,fonte Deslocamento 16gico dindmico
SLA,SLAB,SLAL destino,fonte Deslocamento aritmético A esquerda
SLL,SLLB,SLLL destino,fonte Deslocamento 16gico 2 esquerda
SRA,SRAB,SRAL destino,fonte Deslocamento aritmético A direita

Deslocamento 16gico 2 direita
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Tabela 7.8 InstrugSes de transferéncia de bloco e manipulagdo de strings.

Mneménico(s) Operando(s) Nome da instru¢cdo
CPD,CPDB,CPDL destino,fonte,r,cc  Compare e decremente
CPDR,CPDRB,CPDRL destino,fonte,r,cc  Compare, decremente ¢ repita
CPI,CPIB,CPIL destino,fonte,r,cc  Compare e incremente
CPIR,CPIRB,CPIRL destino,fonte,r,cc  Compare, incremente e repita
CPSD,CPSDB,CPSDL destino,fonte,r,cc  Compare string ¢ decremente
CPSDR,CPSDRB,CPSDRL  destino,fonte,r,cc  Compare string, decremente e repita
CPSI,CPSIB,CPSIL destino,fonte,r,cc  Compare string e incremente
CPSIR,CPSIRB,CPSIRL destino,fonte,r,cc  Compare string, incremente e repita
LDD,LDDB,LDDL destino,fonte,r Carregue e decremente
LDDR,LDDRB,LDDRL destino,fonte,r Carregue, decremente € repita
LDI,LDIB,LDIL destino,fonte,r Carregue e incremente
LDIR,LDIRB,LDIRL destino,fonte,r Carregue, incremente e repita
TRDB destino,fonte,r Traduza e decremente

TRDBR destino, fonte,r Traduza, decremente e repita
TRIB destino,fonte,r Traduza e incremente

TRIRB destino,fonte,r Traduza, incremente e repita
TRTDB fontel,fonte2,r Traduza, teste e decremente
TRTDRB fontel,fonte2,r Traduza, teste, decremente e repita
TRTIB fontel,fonte2,r Traduza, teste e incremente
TRTIRB fontel,fonte2,r Traduza, teste, incremente e repita

Tabela 7.9 Instrugdes de entrada/safda.

Mnembnico(s) Operando(s) Nome da instrugdo
IN,INB,INL destino,fonte Entrada

IND,INDB,INDL destino,fonte,r Entrada e decremente
INDR,INDRB,INDRL destino,fonte,r Entrada, decremente e repita
INLINIB,INIL destino,fonte,r Entrada e incremente
INIR,INIRB,INIRL destino,fonte,r Entrada, incremente e repita
OTDR,OTDRB,OTDRL destino,fonte,r Safda, decremente e repita
OTIR,OTIRB,OTIRL destino,fonte,r Safda, incremente € repita
OUT,OUTB,OUTL destino,fonte Safda
OUTD,OUTDB,OUTDL destino,fonte,r Safda e decremente
OUTI,OUTIB,QUTIL destino,fonte,r Safda e incremente
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Tabela 7.10 InstrugSes de controle da CPU.

Mneménico(s) Operando(s) Nome da instrug¢do
COMLFG indicador Complemente indicador

DI int Desabilita interrupgao

EI int Habilita interrupgao

HALT Suspende

IRET Retorno de interrupgdo
LDCTL,LDCTLB,LDCTLL destino,fonte Carga de registrador de controle
LDND,LDNDB,LDNDL destino,fonte Carga de dados normal
LDNI,LDNIB,LDNIL destino,fonte Carga de instrugGes normal
LDPND,LDPNILDPSD

LDPSI destino,fonte Carga de enderego fisico
LDPS Carga de estado de programa
NOP Operagido nula

PCACHE Destrua cache

PTLB Destrua TLB
PTLBEND,PTLBENI,

PTLBESD,PTLBESI Destrua entrada de TLB
PTLBEN Destrua TLB normal
RESFLG indicador Limpa indicador

SETFLG indicador ativa indicador

O conjunto de instrugdes bdsicas pode ser estendido através do uso de co-pro-
cessadores chamados unidades de processamento estendido (EPU). Certos opcodes sdo
reservados para o uso da EPU, As instruges associadas com as EPU sdo chamadas instru-
¢oes estendidas.

7.6 EXECUGAO DE INSTRUCOES E EXCEGCOES

As instrugées na CPU Z80000 sdo altamente canalizadas para maximizar a capa-
cidade de instrugoes. A Figura 7.9 mostra a canalizagdo sfncrona de seis estdgios usada para
executar as instrugoes. Os vdrios estdgios canalizados podem ser trabalhados simultanea-
mente em instru¢des separadas ou em porgdes separadas de Gnica instrugio complexa. A
canalizagio e o cache em pastilha permitem que instrugSes simples, tal como carregamen-
tos registrador a registrador, executem em uma taxa de uma instrugdo por ciclo de pro-
cessador (dois ciclos de rel6gio); assim o pico de desempenho da CPU € de 12,5 milhGes de
instrugdes por segundo (MIPS) em um relégio de 25 MHz. O desempenho real € tipica-
mente por volta de 1/30 a 1/50 desse pico para a execugdo de instrugdes de multiciclos,
contengdo dos estdgios da canalizagdo para o uso da interface do barramento e acesso 2
memdria principal para o cache e falta de TLB.
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LEITURA DE DECODIFICACAO DE CALCULO DO LEITURA DO ARMAZENAGEM
INSTRUGAO INSTRUCAO ENDERECO OPERANDO EXECUGAO DO OPERANDO
INCREMENTO DO LEITURA DA CALCULODA COMPARAGAOQ LEITURA DO ATIVAGAODE
CONTADOR DE INSTRUGAO ARITMETICA DOROTULO REGISTRADOR INDICADORES
PROGRAMA DO CACHE 19| DOENDERECO [# DOCACHE [ CA%‘C{-O DAALULB  ESCRITA DE
COMPARAGAO DO GERACAODA COMPARACAO DO LEITURA DOS REGI S,'{'Zgg’k DADOS NO CACHE
ROTULO DO CACHE MICROPALAVRA ROTULODA TLB DADOS DO CACHE ESCRITA NA
LEITURA DOS MEMORIA
DADOS DA TLB

Figura 7.9 Canal de instrugo.

Quatro tipos de excegdo podem alterar o fluxo normal da execugdo do programa
na CPU Z80000: resets, erros no barramento, interrupgdes e trap. Os resets ocorrem
quando a linha RESET € ativada. Erros no barramento ocorrem quando um hardware ex-
terno indica uma condigdo de erro durante uma transacio de barramento. As interrupgoes
sdo eventos assincronos detectados em uma das trés entradas de interrupgdo da CPU. Os
traps sdo eventos sfncronos detectados internamente durante a execugdo da instrugao.

A CPU responde a um reset lendo valores da posigdo 2 e 4 da meméria flsica e
alocando nos registradores de estado do programa (FCW e PC). Esses valores determinam
o enderego inicial e modos de operagado para a iniciagdo da rotina, Certos registradores de
controle da CPU sido iniciados para estabelecer uma configuragdo de barramento default,
todo o cache e entradas da TLB sdo invalidados, e o cache e a 16gica de gerenciamento de
memoria sdo desabilitados.

As respostas para outras excegdes envolvem salvamento dos valores de estado do
programa corrente € uma palavra identificadora na pilha; algumas excegdes salvam infor-
magGes adicionais de estados. Novos valores de estados do programa sio lidos de uma ta-
bela na memoéria chamada 4rea de estado de programa. Esses novos valores de estado de
programa determinam o enderego inicial e os modos de operagdo da rotina de servigo para .
aquela excegdo. O enderego inicial da 4rea de estado de programa deve ser armazenado no
registrador de ponteiro da 4rea de estado de programa da CPU. Cada tipo de excegdo tem
sua prépria e Ginica entrada dentro da 4rea de estado de programa, da qual o estado do
programa daquela rotina de servigo pode ser lido. A instrugdo de retorno de interrupgao é
usada para terminar a rotina de servigo e o controle de volta para a tarefa de programagéao
que estava executando no momento da excegao.

Uma excegdo de erro de barramento provoca imediatamente o término da execu-
¢do da instrugio corrente. O estado dos sinais de estado do barramento e o enderego flsico
sendo acessado quando o erro ocorre sio automaticamente salvos na pilha junto com a
informagéo de estado do programa no momento do processamento da excegao.

Sdo usadas trés entradas da CPU Z80000 para detectar trés tipos de interrupgao:
nio mascardvel, vetorizada e ndo vetorizada. As interrupgdes vetorizada e ndo vetorizada
podem ser habilitadas ou desabilitadas por controle de programa, mas a interrup¢do nio
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mascardvel € sempre habilitada. As interrupgbes nao vetorizadas € nao mascardveis t€ém
uma Gnica rotina de servico; as interrupgdes vetorizadas podem ter vérias rotinas de servi-
¢o potenciais. Quando uma interrupgio € detectada, a CPU gera um ciclo de reconheci-
mento de interrupgdo para ler uma palavra identificadora do dispositivo de interrupgao.
Para interrupgdes vetorizadas, o byte menos significativo do identificador & o vetor usado
para selecionar uma das mais de 256 rotinas de servigo possiveis. O identificador € auto-
maticamente armazenado na pilha do sistema com a informagao de estado do programa
durante o processamento da interrupgio.

A CPU Z80000 reconhece dez tipos diferentes de condigdes de trap: traps de
instrugdes estendidas, traps de instrugdes privilegiadas, traps de chamada do sistema, traps
de tradugdo de enderegos, traps de breakpoint (ponto de parada), traps de instrugbes ndo
implementadas, traps de PC estranho e traps de trace. Os mecanismos de traps da CPU
simplificam debugs de programas e provéem recuperagio de software através de detengio
de condigdes de erro em tempo de execugio.

O registrador de estado e palavra de controle contém um bit de habilitagdo para a
arquitetura de processador estendida. Esse bit € usado para informar 3 CPU da presenga
de co-processadores no sisterna. Se uma instrugdo estendida € encontrada pela CPU e a
arquitetura de processador estendida estd desabilitada, ocorre um trap de instrugio esten-
dida. Esse trap permite ao software simular a execugdo da instrugio estendida quando os
co-processadores nao estio presentes.

O trap de instrugdo privilegiada ocorre quando um programa tenta executar uma
mstrugdo privilegiada no modo normal.

O trap de chamada de sistema ocorre quando uma instrugdo System Call (cha-
mada de sistema) € executada. Esse trap permite programas de modo normal fazerem re-
quisi¢des ao sistema operacional. Um cédigo de requisi¢cdo de 8 bits que € especificado
como um operando imediato na instrugio € passado para a rotina de servigo na pilha como
parte da palavra identificadora de trap.

Se a l6gica de gerenciamento de memdria detecta uma entrada de tabela inv4lida
ou uma violagdo de acesso durante um acesso & memoria, o trap de tradugio de enderego
ocorre. A instrugdo corrente € terminada imediatamente de uma maneira consistente com
as implementag6es de memdria virtual,

O trap de breakpoint ocorre quando uma instrucio breakpoint € executada. A
instrug3o breakpoint pode ser usada pelo debugger do software para substituir uma ins-
trugdo onde o breakpoint € sinalizado.
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O trap de aritmética de inteiros ocorre quando um overflow de inteiro, ou verifi-
cagdo de limites ou erro de indexagdo ocorre durante a execugao de instrugdes de aritméti-
ca com inteiros. Os overflows ocorridos durante a execucdo de uma instrugdo aritmética
causa este trap somente se o trap de overflow de inteiro estiver habilitado na palavra de
estado e controle. um erro de verificagao de limites € detectado quando uma instrugdo de
Check (verificagdo) € executada e o operando destino est4 fora dos limites. Um erro de in-
dexagdo ocorre quando uma instrugdo de Index (indexagdo) € executada e o fndice estd
fora dos limites.

O trap condicional ocorre quando uma instrugdo de trap & executada e a condi-
¢do especificada € verdadeira. Esse trap permite que o programador defina condi¢oes de
trap que detecte erros de tempo de execugdo definidos pelo usudrio.

Se o programa tenta executar um cédigo de instrugdo que ndo corresponde a
uma das instrugdes definidas do Z80000, um trap de instrugdes ndo implementada ocorre.

O trap de PC fmpar ocorre antes da execugdo de uma instrugdo se o contador
contém um valor fmpar. Desde que as instrugdes sdo sempre alinhadas em limites de pala-
vra na meméria, um valor fmpar no contador de programa indica que um erro ocorreu.

O trap de trace ocorre antes da execgdo de cada instrugdo se os traps de trace
estdo habilitados na palavra de estado e controle. O trap de trace prové um meio de debug
passo a passo do programa.

Durante o processamento de excegdes, os valores de estados do programa, a pa-
lavra de identificagio e outras informagdes de estados sdo salvos na pilha do sistema. Se a
16gica de gerenciamento de meméria detecta uma violagdo de acesso durante esse processo
de salvamento dos estados, o ponteiro da pilha do sistema & restaurado com o valor ante-
ror 2 ocorréncia de excegdo, € o overflow de pilha & usado para salvar a informagdo de
estados para a excegdo. O enderego fisico da pilha € determinado pelo contetdo do regis-
trador de ponteiro de overflow de pilha da CPU. Sio lidos entao novos estados de pro-
grama em posigcoes da 4rea de estados de programa dedicada a esse tipo de erro de piltha do
sistema.

7.7 MULTIPROCESSAMENTO

A arquitetura da CPU Z80000 prové suporte para quatro diferentes tipos de
configuragoes de multiprocessador: processadores escravos, CPU ligadas amarradas, CPU
mdltiplas acopladas e co-processadores (Figura 7.10).
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Figura 7.10 Configurag8es de multiprocessadores.

Processadores escravos, como as controladoras DMA, realizam fungdes dedica-
das assfncronas para a CPU. A CPU e processadores escravos compartilham um barra-
mento local. A CPU € o mestre default; os processadores escravos devem requisitar o uso
do barramento para a CPU. A CPU Z80000 tem uma entrada de requisigdo de barramento
que os processadores escravos podem usar para requisitar o barramento, e uma safda de
reconhecimento de barramento usada para informar os processadores escravos quando a
CPU cede o barramento em resposta 3 requisigio.

Sistemas de multiprocessamento parelhados amarrados sdo sistemas onde CPU
miltiplas executam fluxos de instrugdes independentemente com suas préprias memérias
(local) e se comunicam através da mesma memdéria compartilhada (global). Cada CPU € o
mestre default de seus barramentos locais, mas o barramento global mestre € escolhido por
arbitrador externo. Bits de controle no registrador de controle de interface da CPU per-
mitem que o programador habilite a CPU para esse modo de multiprocessamento e escolha
o intervalo de enderegos dedicados ao uso local e global. Uma safda de requisigdo global
(GREQ) e uma entrada de reconhecimento (GACK) sdo oferecidas para implementar essa
configuracdo de multiprocessamento. Enquanto controlando seu barramento local, a CPU
pode atender iniciagGes de transagbes no barramento global. Para cada transagdo na
meméria ou E/S, a CPU verifica se o barramento global est4 requisitado. Antes de efetuar
uma transagdo no barramento global, a CPU deve insistir em requisitd-lo através de
GREQ e esperar por uma resposta ativa GACK. Quando um GACK ¢ respondido, a CPU
pode efetuar a transagao.



A CPU zlog Z80000 237

CPU parelhadas comunicam através de meméria de mltiplos portos ou disposi-
tivos periféricos, tal como a unidade de entrada/safda FIFO Z8038. A CPU prové infor-
magOes de estado externo sobre referéncias de memdria interconectada que podem ser
usadas para controlar meméria de miiltiplas referéncias.

A arquitetura da CPU Z80000 suporta o uso de co-processadores chamados uni-
dades de processamento estendido (EPU). As EPU realizam fungdes especiais em paralelo
com a CPU. As EPU conectam diretamente o Z-Bus e efetuam operagoes com dados resi-
dentes nos registradores internos. Mais que quatro EPU podem ser conectadas a uma tini-
ca CPU. O processador aritmético de ponto flutuante Z8070 & um exemplo de EPU.

Quatro tipos de instrugdes estendidas sdo usados para controlar as EPU:

1. transferéncia de dados entre uma EPU e meméria;

2. transferéncia de dados entre uma EPU e a CPU;

3. transferéncia de estados dos indicadores entre uma EPU e a CPU;
4. operagoes internas da EPU.

Cada EPU monitora continuamente o fluxo de instrugdes, capturando e execu-
tando instrugdes determinadas para isso. A CPU e a EPU cooperam na execugdo de ins-
trugdes estendidas. Quando uma CPU recebe uma instrugio estendida (e a arquitetura de
processador estendido est4 habilitada), a CPU transmite a instrugao para todos os co-pro-
cessadores (broadcast) no sistema. Se a instrug¢do envolve uma transferéncia de dados (dos
trés primeiros tipos de instrugao estendida dos quatro citados acima), a CPU € responsével
por gerar as transagdes de barramento apropriadas, incluindo c4lculos de enderegos efeti-
vos. As EPU monitoram a atividade do barramento, capturando ou fornecendo dados nos
momentos apropriados, como se elas fossem parte da CPU. Mais de dezesseis palavras po-
dem ser transferidas para ou de uma EPU através de uma tinica instrugao.

Enquanto a EPU executa uma instrugio estendida de operagao interna, a CPU
pode ler e executar instrugbes subseqiientes. Assim, as EPU e a CPU podem operar em
paralelo. O sinal EPUBUSY (barrado) € usado para sincronizar atividades da CPU e EPU
no caso de sobreposi¢do de instrugoes estendidas. Se uma outra instrugao estendida para
uma EPU ¢ encontrada enquanto aquela EPU ainda est4 ocupada processando uma instru-
¢do estendida anterior, a EPU insiste na ativagdo do sinal EPUBUSY at€ que ela esteja
pronta para aceitar uma instru¢ao nova. Enquanto a entrada EPUBUSY est4 ativa, a CPU
nio pode iniciar nenhuma nova transagdo no barramento. Se a CPU detectar um trap
de tradugio de endereco durante a execugio de uma instrugdo estendida, a safda
EPUABORT insistird para informar 3 EPU selecionada para abortar a execucdo da
instrugdo.
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Se as EPU nio estiverem presentes no sistema, a atividade da EPU pode ser si-
mulada por software usando-se o trap de instrucdo estendida.

7.8 MEMORIA CACHE

A CPU Z80000 contém 256 bytes de memoria de alta velocidade que podem ser
configurados como um cache associativo ou posigdes de memoria fisica fixas dedicadas.
Quando sdo configurados como cache, essa memdéria pode ser um cache para leitura de
instrugdes, referéncia a dados, ou ambos, sendo determinada pelo contetido pelo registra-
dor de palavra longa de controle e configuragio do sistema da CPU. P4ginas individuais
podem ser configuradas como cache habilitada ou cache nao habilitada na l6gica de geren-
ciamento de meméria. Quando configurado como caches, o conjunto de posi¢des de me-
méria mapeado no cache em um dado momento € determinado pela agdo do programa
sendo executado, e as posigGes de meméria que foram acessadas mais recentemente sao
guardadas no cache. A memdria lida nas posigdes j4 armazenadas no cache ndo geram
transagOes de barramento externo e, portanto, sdo mais rdpidas que o acesso 3 meméria
externa. Assim, o uso de cache resulta em execugio mais rdpida do programa.

A organizagdo do cache € ilustrada na Figura 7.11. Meméria cache € disposta em
dezesseis filas de oito palavras cada, com um rétulo de enderego de 28 bits, oito bits de
validade associados com cada fila, Cada fila do cache contém espago para oito palavras
contfnuas, onde o rétulo de endereco indica o enderego fisico armazenado naquela fila.
Para cada acesso 3 memdria, os rétulos sio verificados para ver se aquela posi¢do foi cor-
rentemente mapeada no cache. Um bit de validade associado com cada palavra na fila indi-
ca se aquela palavra contém uma cépia dos dados na posigéo fIsica de meméria associada.
O cache est4 totalmente associado quando nenhuma posigdo de meméria pode ser associa-
da a qualquer fila.

As linhas do cache podem ser realocadas usando-se o iltimo algoritmo recente-
mente usado (LRU). Se um cache habilitado de leitura de transagdes acessa uma meméria
fisica ndo mapeada correntemente no cache, a fila no cache que foi a dltima mais recente-
mente acessada € selecionada para guardar o novo dado lido.

Quando o cache nao estd habilitado, cada acesso 3 memoéria € uma ““colisdo de
cache” ou uma “falta de cache”. Para operagdes de leitura, uma colisdo de cache significa
que dados vélidos para aquela referéncia de memoria est3o no cache e nao foi requisitada
-nenhuma transagio externa. Uma falta de cache na leitura significa que acesso a dados nio
¢ vilido no cache, e no caso seréd gerada uma transagao de barramento externa, e os con-
texidos ‘do cache serdo atualizados para a inclusao de dados novos. Isto pode envolver re-
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Figura 7.11 Organizagio do cache.

posigdo de uma fila nova no cache usando-se algoritmo LRU. Para operagdes de escrita,
uma colisdo de cache significa que a posigdo acessada estd em uma fila do cache. E gerada
uma transagao de barramento externa, e o dado é escrito em ambos, memoria externa e
cache. Uma falta de cache na escrita resulta em uma transagdo de barramento externa e
nio tem efeito no cache. Os dados sdo sempre escritos na memdria externa independente-
mente do estado do cache, garantindo que a memoéria externa sempre retenha os dados vé-
lidos.

Se as memérias do modo-burst sio empregadas no sistema, a CPU usar4 transa-
¢oOes do modo-burst para a pré-leitura de um bloco de memoria no cache para a falta de
cache em uma instrugdo de leitura. As transagdes de modo-burst sdo sempre usadas para
armazenar e ler operandos de dados quando & necessdria mais que uma transferéncia, como
com operandos ndo alinhados, instrugdes de string e instrucdes de multiple load (miltiplo
carregamento).

Um bit de controle no registrador de palavra longa de controle e configuragio
pode ser usado para desabilitar o algoritmo de realocagdo do cache, colocando a meméria
em pastilha em modo de enderegamento fixo. Assim, posigdes selecionadas podem ser fe-
chadas para acessos em pastilha répidos.

7.9 INTERFACE EXTERNA

Para completar um sistema de computador, a CPU Z80000 precisa interfacear
com outros dispositivos, incluindo memérias, periféricos, controladoras DMA, co-pro-
cessadores e outras CPU. A Zilog estabeleceu 0 Z-Bus como conveng ..o para descrever os
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sinais envolvidos nos componentes interfaceados de um sistema de microprocessadores. O
Z80000 € compatfvel com a famflia de processadores Z-Bus, pastilhas de suporte e dispo-
sitivos periféricos (Tabela 7.11). Os periféricos de multifungdes Z-Bus sao extensivamente
programé'veis, de forma que cada um possa ser precisamente adequado para cada aplica-
Gao.

A interface externa da CPU Z80000 tem 59 linhas de sinal e 4 conexdes para
fornecimento de forga (Figura 7.12). Um resumo das fungdes dos pinos € dado abaixo:

ADO0-AD31, Address/Data (bidirecional, ativo alto, 3 estados).

Multiplexa tempo para linhas de barramento de enderegos e dados que conduzem
enderegos ou dados de meméria ou portas de E/S durante transagdes de barramento.

AS, Address Strobe (saida, ativo baixo, 3 estados). Um sinal de timing de barramento que
elevando a borda marca o comego de uma transagdo de barramento e indica que o endere-
¢o e os sinais de estado do barramento sao validos.

BRST, Burst (safda, ativo baixo, 3 estados). Sinal de estado que indica que o dispositivo
de meméria pode suportar transferéncias em modo-burst.

Tabela 7.11 Componentes atuais da famflia do barramento Z

CPU do barramento Z:

Z80000 CPU de 32 bits

Z3001/2/3/4 CPU de 16 bits

Z8 Famflia de microprocessadores de 8 bits em dnica pastilha

Dispositivos de suporte a processador do barramenso Z:

28070 Unidade aritmética em ponto flutuante
Z8016 Controlador de DMA de dois canais
28581 Gerador e controlador de relégio

Periféricos do barramento Z:

Z8030 Controlador de comunicagio serial de multiprotocolos, de dois canais
78031 Controlador de comunicagao assfncrona, de dois canais

78036 Unidade de E/S paralela e contador/temporizador

78038 Unidade de interface de E/S FIFO

728060 Unidade de buffer FIFO

28065 Processador de erro de burst

28068 Processador de cifragem de dados

28052 Controlador de video

Z8090,Z8094 Controlador universal de periféricos
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Figura 7.12 Pinagem.

BUSREQ, Bus Request (requisi¢ao de barramento — entrada, ativo baixo). Sinal que indi-
ca que uma requisicdo de barramento obteve ou estd tentando obter controle do barra-
mento local.

BUSACK, Bus Acknowledge (reconhecimento de barramento — saida, ativo baixo). Sinal
que indica que a CPU liberou o controle do barramento local em resposta a uma requisigao
de barramento.

BL/W, BW/ f, (saida, 3 estados). Sinal de estado que indica o tamanho dos dados da tran-
sagdo corrente (byte, palavra, palavra longa).

CLK, Clock (entrada). Entrada de relégio usado para gerar todo o timing da CPU.

DS, Data Strobe (saida, ativo baixo, 3 estados). Sinal que indica o time de todas as trans-
feréncias de dados.

EPUBUSY, EPU Busy (EPU ocupada — entrada, ativo baixo). Sinal que indica quando
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uma EPU est4 ocupada, usado para sincronizar as atividades da CPU e EPU.

EPUABORT, EPU Abort (aborto para EPU — saida, ativo baixo). Sinal que indica que a
CPU est4 abortando uma instrugao estendida devido a um trap de tradugio de endereco.

GACK, Global Acknowledge (reconhecimento global — entrada, ativo baixo). Sinal que
indica que a CPU liberou o controle do barramento global.

GREQ, Global Request (requisigdo global — saida, ativo baixo, 3 estados). Sinal que indica
que a CPU obteve ou estd tentando obter o controle do barramento global.

1E, Input Enable (habilitador de entrada — saida, 3 estados, ativo baixo). Sinal que indica
que a diregdo de transferéncia no barramento de dados/enderegos € em diregao a CPU.

Esse sinal € usado tipicamente para controlar buffers de barramento.

NMI, Non-maskable Interrupt (interrup¢do nao mascarivel — entrada, edge-activated).
Uma transigdo de 1 para 0 nessa linha requisita uma interrupgao nao mascardvel.

NVI, Non-vectored Interruption (interrupgao néo vetorizada — entrada, ativo baixo). Um
sinal O nessa linha requisita uma interrupgao nio vetorizada.

N/§, Normal/System Mode (modo normal/sistema — saida, 0 = modo sistema, 3 estados).
Sinal de estado que indica 0 modo de operagao corrente da CPU.

OE, Output Enable (habilitador de saida — saida, ativo baixo, 3 estados). Sinal que indica
que a diregdo de transferéncia no barramento de dados/enderegos € para fora da CPU.
Esse sinal € usado tipicamente para controlar buffers de barramento.

R/W, Read/Write (leitura/escrita — saida, 0 = write, 3 estados). Sinal de estado que indica
a diregdo da transferéncia de dado durante uma transagdo de barramento.

RESET, Reset (reiniciar — entrada, ativo baixo). Reinicia a CPU.

Tabela 7.12 Codificagdo das entradas de resposta

RSPO RSP1° Respostas

1 1 Pronto

0 1 Erro de barramento

1 0 Tentativa de barramento
1] 0 Espera

RSPO-RSP1, Response (respostas — entradas). Essas linhas codificam respostas da memé-
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ria externa ou periféricos para transagdes iniciadas pela CPU, como mostrado na Tabela
7.12.

Tabela 7.13 Codificacao das linhas de estado ST3-STO

ST3-STO Definicdo

0000 Operagdo interna

0001 Transferéncia de dados CPU-EPU

0010  Transacdo de E/S

0011 Suspenso

0100 Transferéncia de instrug6es CPU-EPU

0101 Reconhecimento de interrupgao nao mascarével

0110  Reconhecimento de interrupgao ndo vetorada

0111 Reconhecimento de interrupgao vetorada

1000 Transferéncia de dados CPU-memdria mantenfvel em cache
1001 Transferéncia de dados CPU-meméria n3o mantenivel em cache
1010 Transferéncia de dados EPU-meméria mantenfvel em cache
1011 Transferéncia de dados EPU-meméria n3o mantenivel em cache
1100 Leitura de instrugido mantenfvel em cache

1101 Leitura de instrugdo n@o mantenivel em cache

1110 Reservado

1111 Transferéncia de dados CPU-meméria interligada

STO-ST3, Status (estados — saida, ativo alto, 3 estados). Essas linhas _codiﬁcam o tipo de
transagio que esti ocorrendo no barramento, como mostrado na Tabela 7.13.

W, Vectored Interrupt (interrupgao vetorizada — entrada, ativo baixo). Um O nessa linha
requisita uma interrupgao vetorizada.

A CPU Z80000 efetua transagées em sua interface externa durante a leitura de
instrugoes, leitura e escrita de operando de dados, processamento de excegdes € operagdes
de gerenciamento de meméria. A CPU também efetua operagdes internas e transagdes de
parada (halt), que ndo envolvem transferéncia de dados.

O registrador de controle de hardware da CPU (HICR) especifica as caracteris-
ticas da interface de barramento, incluindo velocidade do barramento, tamanho dos dados
da meméria que passam e o niimero de estados de espera automa4ticos.

Com inteng@o de especificar a configuragdo do barramento, a memdria fisica €
dividida em duas segdes, MO e M1, selecionadas pelo bit 30 do enderego fisico. Similar-
mente o intervalo de E/S fisico € dividido em duas segdes, E/SO e E/S1. Por exemplo, um
sistema poderia ter uma ampla EPROM vagarosa de 16 bits em MO, e uma ampla RAM de
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32 bits em M1. O conteido do HICR especifica os seguintes parimetros de interface de
barramento:

M, contador de espera — o nimero de estados de espera automiticos (0 a 7) inseridos
durante os acessos a M,

M, tamanho de dados — tamanho dos dados que passam (16 ou 32 bits) para aces-
sar M,.

M; contador de espera — o nimero de estados de espera automdticos (0 a 7) inseridos
durante o acessoa M,

M, tamanho dos dados que passam — o tamanho dos dados que passam (16 ou 32 bits)
para acessar M,

E/S, contador de espera — o niimero de estados de espera automdticos (0 a 7) inseridos
durante o acesso ao E/S,.

E/S, contador de espera — o nlimero de estados de espera automdticos (0 a 7) inseridos
durante o acesso ao E/S,.

Contador de espera de reconhecimento de interrupgao — o nimero de estados de espera (0
a 7) inseridos durante uma transagio de reconhecimento de interrupgao.

Velocidade de relégio do barramento — a freqiiéncia do relégio do barramento (1/2 ou 1/4
da freqiiéncia de rel6gio da CPU).

Modo sobreposto de EPU — grau de sobreposigao de operagoes da CPU e EPU.

Reconhecimento de enderego mfnimo -~ quando habilitado certifica que um reconheci-
mento de enderego € gerado no minimo uma vez a cada 16 ciclos de relégio de barramen-
to.

Habilitagdo global e enderego local — habilita os modos de barramento local/global e de-
termina os intervalos de enderegos no barramento local e global.

As transagdes no barramento iniciam quando um reconhecimento de enderego
(AS) é enviado e entio negado. Se um enderego € requisitado, o enderego € vdlido no zero
AS. As linhas de estado do barramento também sao vélidas na borda positiva do AS.STO
até ST3 indicam o tipo de transagio que estd ocorrendo. R/W indica a diregio de transfe-
réncia, um BW/L e um BL/W indicam o tamanho dos dados sendo transferidos, um N/S
indica o modo de operagio da CPU corrente. O sinal de strobe de dado N/S € usado para
temporizar a transferéncia de dados. Para escritas, um (DS) ativo indica.que a CPU alocou
dados vélidos no barramento de dados/enderegos. Para leituras, a CPU dispGe 3 estados
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do barramento de enderegos/dados antes de ativar o DS, assim o dispositivo enderegado
pode conduzir os dados no barramento.

Durante cada transagao de dados, o dispositivo correspondente retorna um cédi-
go para CPU na entrada de resposta indicando que est4 pronto, esperando, erro de barra-
mento, ou reiniciagdo de barramento. As linhas de resposta s@o testadas pela CPU priori-
tariamente para testar dados durante um ciclo de leitura ou negar um DIS durante um ci-
clo de escrita. A resposta de pronto indica o sucesso na execugao da transagao. A resposta
de espera indica que o dispositivo que responder4 precisa de mais tempo para completar a
transagdo; outro ciclo de barramento, chamado estado de espera, € entao somado a transa-
¢do antes de testar a resposta novamente. Ndo h4 limites para o nimero de estados de es-
pera que possam ser somados a uma finica transagao via programagado do HICR. Estados
de espera programados s3o inseridos na transagdo antes de testar as linhas de resposta. As
respostas de erros de barramento ativam a excegao de erro do barramento, que € proces-
sado de uma maneira similar a uma interrupgio ou trap. A resposta de reiniciagao de bar-
ramento faz a CPU tentar efetuar aquela transagdo novamente.

Transagoes de leitura de memoria, por default, transpde dois periodos de relégio
de barramento. O enderego e estado sdo emitidos durante o primeiro periodo de relégio, e
as linhas de resposta e os dados sdo testados durante o segundo periodo de relégio. Leitu-
ras de dois ciclos sdo prop6sitos para uso com memdrias rapidas, tal como um cache ex-
terno. Velocidades de meméria mais moderadas requerem o uso de estados de espera du-
rante a operacao de leitura. Leituras em E/S e escritas na memoria, por default, usam trés
ciclos de relégio de barramento.

Para aumentar a banda de transagdo de memoria, podem ser usadas transagoes de
modo-burst. Transagoes de modo-burst usam sinais miiltiplos de strobe de dados depois
de um strobe de dados simples para transferir dados em enderegos consecutivos de me-
moéria. A CPU usa transagdes de modo-burst para pré-leitura de um bloco para a falta de
cache na leitura de uma instrugdo, ou para ler ou escrever dados operandos para instrugoes
com miiltiplas transferéncias. No inicio de uma transagdo do modo-burst, a CPU ativa a
saida BRST. O sinal de reconhecimento BRSTA € testado em linhas de respostas para in-
dicar se a memdria suportar4 uma transagao de modo-burst antes que a CPU prossiga com
o acesso em modo-burst.

7.10 DESENVOLVIMENTO DE SISTEMAS E LINGUAGENS

Desde que a CPU Z80000 ¢ compativel com o microprocessador Z8000 de 16 -
bits, as ferramentas de desenvolvimento ji disponiveis para a familia Z8000 podem ser
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aplicadas facilmente para os projetos baseados no Z80000. Novas ferramentas otimizadas
para o Z80000 s3o também disponiveis.

A familia 8000 de sistemas da Zilog de microcomputadores de alto desempenho
prové um meio de desenvolvimento de software ideal. O hardware do sistema 8000 com-
bina a CPU Z8000 com disco Winchester de alto desempenho ¢ discos inteligentes e con-
troladoras de fita. Os membros da familia estdo entre sistemas de 8 usudrios com
512 kbytes de meméria principal € um disco Winchester de 23 Mbytes para sistemas de 40
usudrios com 4 Mbytes de meméria principal € um disco Winchester de 168 Mbytes. O
sistema operacional UNIX da Zilog foi projetado especificamente para desenvolvimento
de software e teste. Numerosas ferramentas de desenvolvimento incluindo depuradores,
bibliotecas, compiladores e montadores permitem o desenvolvimento de c6digo para um
namero diferente de tipos de processadores. Os enlaces seriais padrao RS-232 no sistema
de microprocessadores 8000 provéem envio e recepgdo de programas de hospedeiros de
programas para emulagao de sistemas de hardware. O sistema 8000 caracteriza um passo
para um ficil alcance de todo um sistema de 32 bits baseado no Z80000. Além disso, a
Zilog est4 fornecendo suporte para equipamentos originais fabricados que desejem portar
o sistema Unix V para a CPU Z80000.

As linguagens correntes disponiveis para o Z8000 (e, portanto, para o Z80000)
incluem Ada, C, Pascal, FORTRAN, COBOL e BASIC. As versdes desses compiladores
otimizadas para o Z80000 estao prestes a estar ou j estdo disponiveis. O cross-assembler
Z80000 suporta macro ou condicionais assembly, e € disponivel para os sistemas 8000,
mestres compativeis VAX ou IBM-PC.

Ao lado de sistemas de desenvolvimento, emuladores e software de desenvolvi-
mento disponiveis da Zilog, numerosos produtos de suporte sdo disponiveis através de
representantes.

7.11 SUMARIO

Em resumo, a CPU Z80000 encontra e atravessa as requisigoes de sistemas de
microprocessadores de fins médios e altos. Suas caracteristicas de arquitetura abundante
permitem seu uso em aplicagdes previamente legadas somente a2 minicomputadores e
computadores de grande porte, tal como automagao de escrit6rio, estagdes de trabalho de
engenharia, processamento de grédfico, processamento de sinais digitais, rob6tica, sistemas
inteligentes e reconhecimento de linguas e sinteses. A arquitetura do Z80000 torna dispo-
nfvel um largo campo de operagoes de configuragdo para o projetista, permitindo integra-
¢do de aplicagdes desde controladoras dedicadas até grandes sistemas de multiprocessa-



A CPU zilog Z80000 247

mento, interface de co-processadores, alta velocidade de relégio e um grande conjunto de
instrugdes, tudo contribui para alcangar-se taxas de capacidade previamente inantigiveis.
Desenvolvimento de programas de software € facilmente feito com a sofisticada arquite-
tura da CPU. A familia de periféricos Z8000 bem estabelecida, processadores e dispositi-
vos de suporte e os sistemas de desenvolvimento da familia sistema 8000 e desenvolvi-
mento de software s3o totalmente compativeis com o microprocessador de 32 bits
Z80000, o ultimo da linha Zilog de componentes VLSI estado da arte de alto desempenho.
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